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Objective:
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Contextual tokens 𝑥' (1 ≤ 𝑡 ≤ 𝑇 − 1)

Sequence 
Classes

Assume 𝑚 = 𝜓 𝑛 , i.e., no next token shared among 
different last tokens
ℙ 𝑙 𝑚, 𝑛 = ℙ 𝑙 𝑛  is the conditional probability of 
token 𝑙 given last token 𝑥! = 𝑚 and 𝑥!0$ = 𝑛 

Reparametrize the problem with 
independent variable 𝑌 and 𝑍
• Decoder 𝑌 = 𝑈𝑊.

!𝑈!
• Self-attention 𝑍 = 𝑈𝑊1𝑊2
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Then the SGD dynamics can be simplified:

Reparameterization
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Notation
𝑍 = 𝒛.

𝒛(: All logits of the contextual tokens 
when attending to last token 𝑥% = 𝑚

Here 𝑍	 = 𝒛$, 𝒛', … , 𝒛( !, each 𝒛8 ∈ ℝ( is the 
     attention score for query/last token 𝑚:

Major Assumptions

1. No positional encoding
2. Sequence length 𝑇 → +∞
3. Learning rate of decoder 𝑌 is larger than 

self-attention layer Z (𝜂0 ≫ 𝜂1) 

For other technical assumptions, please 
check the paper.

The power of infinite sequence length 𝑻 → +∞

Y

Z

𝒇)

normalize

Define 𝒇9: = 𝒇8,9: = 𝒄8,9/ 𝒄8,9 ' a ℓ'-normalized version of 𝒄8,9.

Dynamics of Decoder Y

Since 𝜂0 ≫ 𝜂1, we analyze the dynamics of decoder Y 
first, treating the output of Z as constant. 

Dynamics of Self-attention Z
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Winners emerge
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Attention frozen

(a) ̇𝑧.5 < 0, for common token 𝑙
(b) ̇𝑧.5 > 0, for distinct token 𝑙
(c) 𝑧.5(𝑡) grows faster with larger ℙ 𝑙 𝑚, 𝑛

Relative gain 𝑟5/5#|7 𝑡 ≔
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close form:

𝑟5/5#|7 𝑡 = 𝑟5/5#|7 0 𝜒5(𝑡)

If 𝑙< is the dominant token: 𝑟5'/5|7 0 > 0 
for all 𝑙 ≠ 𝑙< then
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where 𝐵7 𝑡 ≥ 0 is a monotonously 
increasing function with 𝐵7 0 = 0.

Attention scanning: 
          When training starts, 𝐵7 𝑡 = 𝑂(ln 𝑡)
Attention snapping: 
           When 𝑡 ≥ 𝑡< = 𝑂 =@ ABC

D(
, 𝐵7 𝑡 = 𝑂(ln ln 𝑡)

Theorem 4. When 𝑡 → +∞, 

𝐵7 𝑡 ∼ ln 𝐶< + 2𝐾
𝜂E
𝜂0
ln=

𝑀𝜂0𝑡
𝐾

(1) 𝜂: and 𝜂3 are large, 𝐵9 𝑡  is large and attention is sparse
(2) Fixing 𝜂:, large 𝜂3 leads to slightly small 𝐵9 𝑡  and denser attention 

Theorem 3

𝐾: number of possible next tokens to be predicted


