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Generalization to other games



AlphaZero
Learning without human knowledge

Silver et al., A general reinforcement learning algorithm that masters chess, shogi and Go through self-play, Science 2018
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Silver et al., A general reinforcement learning algorithm that masters chess, shogi and Go through self-play, Science 2018



Generating Self-play Games

Monte Carlo Tree Search with most recent model

Silver et al., A general reinforcement learning algorithm that masters chess, shogi and Go through self-play, Science 2018
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Silver et al., A general reinforcement learning algorithm that masters chess, shogi and Go through self-play, Science 2018



Self-play games

AlphaGo Zero trained from 4.9 million self-play games!

~150,000 hours* of GPU time!

*Facebook estimates
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• 20 block ResNet model
• 2,000 GPUs, 2 weeks
• 20 million self-play games

ELF OpenGo



AlphaGo Zero AlphaZero ELF OpenGo

cpuct ? ? 1.5

MCTS virtual loss constant ? ? 1.0

MCTS rollouts (self-play) 1,600 800 1,600

Replay buffer size 500,000 ? 500,000

Training minibatch size 2048 4096 2048

Self-play hardware ? 5,000 TPUs 2,000 GPUs

Training hardware 64 GPUs 64 TPUs 8 GPUs



ELF Distributed System
Server
• Receives self-play games
• Trains and broadcasts models 

Larry ZitnickQucheng Gong Wenling Shang Yuxin WuYuandong Tian

[Y. Tian et al, ELF: An Extensive, Lightweight and Flexible 
Research Platform for Real-time Strategy Games, NeurIPS 2017]
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• Single V100 GPU
• 80k rollouts
• 50 seconds
• Unlimited thinking time for

human players

#3    Kim Ji-seok
#5    Shin Jin-seo
#23  Park Yeonghun
#30 Choi Cheolhan

20-0 win rate
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High-variance in training



High-variance in training
lr = 10&' lr = 10&( lr = 10&)

Superhuman level
(won vs. professional players)

Strong amateur level

Professional level

Learning rate dropped every 
500k mini-batches (10&', 10&(, 10&))



A bit unstable with learning rate 10&*
lr = 10&*lr = 10&' lr = 10&( lr = 10&)

Once at capacity, new models become
similar to each other?

Replay buffer becomes uniform and

models start to overfit?



Overfitting issues



Overfitting issues

Dip of the value function

Overestimate
white winrate

Black resigns
prematurely

Black loses
many games

Imbalanced
replay buffer

Balanced replay
buffer is the key



Learning ladder moves



Learning ladder moves

When there is only one long path that is
correct, value propagation is inefficient.



Are ladders played correctly?

Ladder unit test
• Eval 100 ladder moves



Why is the model still strong?

It plays alternative moves to avoid these situations.



How important is MCTS?

800 vs. 
400

1600 vs. 
800

3200 vs. 
1600

6400 vs. 
3200

12800 vs. 
6400

25600 vs. 
12800

Rollouts

Training is almost always
constrained by model capacity
(why 40 blocks > 20 blocks)



Black versus White

800 vs. 
400

1600 vs. 
800

3200 vs. 
1600

6400 vs. 
3200

12800 vs. 
6400

25600 vs. 
12800

Rollouts

à ~85% winrate

à ~65% winrate
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Open-source 

• Code available on Github
• Final models 
• Enables benchmarking

• 20 million self-play games
• Public binary for playing Go



% Matching Moves  1700 - 2018

186017801700 1940 2018



Go community

• Pre-trained weights used in Go AI competition
• Directly used by Raynz, Golois
• Helped to train LeeloZero, Baduki, Yike

• Judge for opening tournament at the Opening Master 
Championship by the Korean Go Association

• Used for pair tournament at the US Go congress by the American 
Go association.  



Can a human beat ELF OpenGo?

Yes!

OpenGo: White



Significant questions remain…

• Stability
• Can we reduce the variance of the algorithm?

• Sample-efficiency
• Can we train with fewer self-play games while covering rare events?

•Adversarial robustness
• Can we reduce the exploitable weaknesses of the bot?
• Can we learn moves requiring significant look ahead?



Thanks!

Larry ZitnickQucheng Gong*Yuandong Tian Jerry Ma* Shubho Sengupta* Zhuoyuan Chen James Pinkerton

Poster: Pacific 31


