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In the paper, two new Jordan type inequalities are established for bound-
ing the Bessel function, some concerned relations among some recent results are
discussed, and several simple applications are presented.
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1. Introduction

Jordan’s inequality, an elementary and celebrated inequality related to the
sine function, reads that

2
π
≤ sinx

x
< 1 (1)

for 0 < |x| ≤ π
2 . The equality in (1) is valid if and only if x = π

2 .
Jordan’s inequality (1) has been refined, generalized and applied by many

mathematicians. For detailed information, please refer to the expository and survey
articles [7], especially the newest version [10], and related references therein.

Now let us recall some recent refinements and generalizations of the inequal-
ity (1), which will be discussed in this paper. In [7, 9], the following general re-
finement of Jordan’s inequality (1) was presented: For 0 < x ≤ π

2 and n ∈ N, the
inequality

2
π

+
n∑

k=1

αk

(
π2 − 4x2

)k ≤ sinx

x
≤ 2

π
+

n∑

k=1

βk

(
π2 − 4x2

)k (2)

holds with equalities if and only if x = π
2 , where the constants

αk =
(−1)k

(4π)kk!

k+1∑

i=1

(
2
π

)i

ai−1,k sin
(

k + i

2
π

)
(3)
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and

βk =





1− 2
π −

∑n−1
i=1 αiπ

2i

π2n
, k = n

αk, 1 ≤ k < n
(4)

with

ai,k =





(i + k − 1)ai−1,k−1 + ai,k−1, 0 < i ≤ k

1, i = 0
0, i > k

(5)

are the best possible.
In [6], the identity

sinx

x
=

2
π

+
∞∑

k=1

(−1)kRk

k!π2k

(
π2 − 4x2

)k
, x > 0 (6)

was established, where

Rk =
∞∑

n=k

(−1)nn!
(n− k)!(2n + 1)!

(
π

2

)2n

(7)

satisfying (−1)kRk > 0, from which one can obtain the inequality

sinx

x
≥ 2

π
+

n∑

k=1

(−1)kRk

k!π2k

(
π2 − 4x2

)k (8)

for n ∈ N and x ∈ (
0, π

2

]
.

In [12], the inequality

aN+1

(
π2 − 4x2

)N+1 ≤ sinx

x
− P2N (x) ≤ 1−∑N

n=0 anπ2n

π2(N+1)

(
π2 − 4x2

)N+1 (9)

was presented, where x ∈ (
0, π

2

]
,

P2N (x) =
N∑

n=0

an

(
π2 − 4x2

)n

for N ∈ N, and

a0 =
2
π

,

a1 =
1
π3

,

an+1 =
2n + 1

2(n + 1)π2
an − 1

16n(n + 1)π2
an−1.

(10)

In [11], the inequality (9) was generalized as

bN+1

(
r2 − x2

)N+1 ≤ sinx

x
−Q2N (x) ≤ 1−∑N

n=0 bnr2n

r2(N+1)

(
r2 − x2

)N+1 (11)

for x ∈ (0, r], where r ≤ π
2 ,

Q2N (x) =
N∑

n=0

bn

(
r2 − x2

)n
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for N ∈ N, and

b0 =
sin r

r
,

b1 =
sin r − r cos r

2r3
,

bn+1 =
2n + 1

2(n + 1)r2
bn − 1

4n(n + 1)r2
bn−1.

The inequality (9) can follow from letting r = π
2 in (11).

In this paper, two new inequalities generalizing inequalities (2), (8), (9) and (11)
will be established, concerned relations among inequalities (2), (8) and (9) will be
studied. In passing, some basic properties of the coefficients αk and βk in (2) will
be discussed.

In order to clearly and concisely state our main results in this paper, some basic
notions about Bessel functions must be first introduced as follows. The function

vp(x) =
∞∑

n=0

(−1)ncn

n!Γ(p + n + (b + 1)/2)

(
x

2

)2n+p

, x ∈ R, (12)

which is a particular solution of the differential equation

x2y′′(x) + bxy′(x) + [cx2 − p2 + p(1− b)]y(x) = 0,

is called the generalized Bessel function of first kind, where b, p, c are real numbers.
When b = c = 1, it reduces to the classical Bessel function

Jp(x) =
∞∑

n=0

(−1)n

n!Γ(p + n + 1)

(
x

2

)2n+p

, x ∈ R; (13)

When b = 1 and c = −1, the function vp(x) becomes

Ip(x) =
∞∑

n=0

1
n!Γ(p + n + 1)

(
x

2

)2n+p

, x ∈ R, (14)

which is called the modified Bessel function of first kind.
The generalized and normalized Bessel function of first kind is defined as

up(x) =
2p

xp/2
Γ
(

p +
b + 1

2

)
vp(
√

x ), x ∈ R. (15)

Using the Pochhammer symbol

(a)n =
Γ(a + n)

Γ(a)
= a(a + 1) · · · (a + n− 1)

for a 6= 0, we have

up(x) =
∞∑

n=0

(−1)ncn

4n(k)n
· xn

n!
, (16)

where x ∈ R and k = p + b+1
2 6= 0,−1, . . . . Letting λp(x) = up(x2) gives

λp(x) =
∞∑

n=0

(−1)ncn

n!(k)n

(
x

2

)2n

, x ∈ R. (17)
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In particular, taking c = ±1 and b = 1 in λp(x) respectively lead to

Jp(x) =
2p

xp
Γ(p + 1)Jp(x)

and
Ip(x) =

2p

xp
Γ(p + 1)Ip(x),

with
J−1/2(x) = cosx, I−1/2(x) = coshx,

J1/2(x) =
sinx

x
, I1/2(x) =

sinhx

x
.

(18)

For more information about Bessel functions, please refer to [3, 4, 5] and related
references therein.

Now the main results of this paper can be stated as follows.

Theorem 1. If k ≥ 1
2 and 0 ≤ c ≤ 1, then the inequality

n∑

i=0

γi

(
π2 − 4x2

)i ≤ λp(x) ≤
n∑

i=0

ηi

(
π2 − 4x2

)i (19)

holds for n ∈ N and x ∈ (
0, π

2

]
, where the constants

γi =
(

c

16

)i λi+p(π/2)
i!(k)i

, 0 ≤ i ≤ n (20)

for k = p + b+1
2 and b ∈ R and

ηi =





γi, 0 ≤ i ≤ n− 1
1−∑n−1

`=0 γ`π
2`

π2n
, i = n

(21)

are the best possible. If k > 0 and c ≤ 0, then the inequality (19) either holds for n
being odd or reverses for n being even.

Theorem 2. If k ≥ 1
2 and 0 ≤ c ≤ 1, then the inequality
n∑

i=0

σi

(
θ2 − x2

)i ≤ λp(x) ≤
n∑

i=0

νi

(
θ2 − x2

)i (22)

is valid for n ∈ N and 0 < x ≤ θ ≤ π
2 , where the coefficients

σi =
(

c

4

)i λi+p(θ)
i!(k)i

, 0 ≤ i ≤ n

for k = p + b+1
2 and b ∈ R and

νi =





σi, 0 ≤ i ≤ n− 1
1−∑n−1

`=0 σ`θ
2`

θ2n
, i = n

are the best possible. If k > 0 and c ≤ 0, then the inequality (22) either validates for
n being odd and 0 < x < θ < ∞ or reverses for n being even and 0 < x < θ < ∞.

Proposition 1. The inequality (19) generalizes the inequality (2).
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Proposition 2. The inequality (22) generalizes the inequality (11).

Proposition 3. The inequality (2) is equivalent to the inequality (9), the inequal-
ity (8) is equivalent to the left-hand side of the inequality (2).

Proposition 4. Let n be a given natural number. Then the coefficients αn and βn

in (2) satisfy

1
4n(2n + 1)!

[
1− π2

23(2n + 3)

]
< αn <

1
4n(2n + 1)!

(23)

and

0 < αn ≤ βn <
1

π2n

(
1− 2

π

)
. (24)

2. Remarks and applications

Before proving the above theorems and propositions, we would like to present
some remarks and several simple applications.

Remark 1. Setting p = 1
2 , b = 1 and c = −1 in the inequality (19) yields

2m+1∑

i=0

γi

(
π2 − 4x2

)i ≤ sinhx

x
≤

2m+1∑

i=0

ηi

(
π2 − 4x2

)i
, m ∈ N (25)

and
2m∑

i=0

ηi

(
π2 − 4x2

)i ≤ sinhx

x
≤

2m∑

i=0

γi

(
π2 − 4x2

)i
, m ∈ N. (26)

Remark 2. If letting θ = π
2 , then the inequality (22) reduces to the inequality (19),

which means that Theorem 2 extends Theorem 1.

Remark 3. When taking p = 1
2 , b = 1 and c = −1, the inequality (22) becomes

2m+1∑

i=0

σi

(
θ2 − x2

)i ≤ sinhx

x
≤

2m+1∑

i=0

νi

(
θ2 − x2

)i
, m ∈ N (27)

and
2m∑

i=0

νi

(
θ2 − x2

)i ≤ sinhx

x
≤

2m∑

i=0

σi

(
θ2 − x2

)i
, m ∈ N. (28)

These two inequalities include inequalities (25) and (26).

Remark 4. The first three propositions above demonstrate concerned relations among
inequalities (2), (8), (9), (11), (19) and (22).

Remark 5. From Proposition 3 we can see that inequalities (2) and (9) are essentially
the same one.

Remark 6. Taking p = 1
2 and b = c = 1 in the inequality (19) can lead to the

inequality (2), which implies that the inequality (19) generalizes the inequality (2).
However, this conclusion is not very explicit and obvious, so we state it as Proposi-
tion 1 and prove it separately.
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Remark 7. The inequalities (23) and (24) imply that

lim
n→∞αn = 0 and lim

n→∞βn = 0.

Since αk > 0, it is easy to see that
n∑

k=1

αk

(
π2 − 4x2

)k
<

n+1∑

k=1

αk

(
π2 − 4x2

)k
. (29)

On the other hand, by the recurrent formula (4), we have

αn − βn = −π2βn+1.

From this, it follows that
n+1∑

k=1

βk

(
π2 − 4x2

)k −
n∑

k=1

βk

(
π2 − 4x2

)k

= βn+1

(
π2 − 4x2

)n+1 + (αn − βn)
(
π2 − 4x2

)n

=
(
π2 − 4x2

)n[
βn+1

(
π2 − 4x2

)
+ αn − βn

]

= −4x2βn+1

(
π2 − 4x2

)n

< 0.

(30)

Inequalities (29) and (30) show us that the inequality (2) becomes more and more
accurate as n grows larger and larger.

Remark 8. We can also comprehend the effect of the polynomial

π

2
+

n∑

k=1

βk(π2 − 4x2)k

approximating to the function sin x
x by considering the function

U(n, x) =
π

2
+

n∑

k=1

βk

(
π2 − 4x2

)k − sinx

x
,

the graphs of whose particular cases U(2, x) and U(3, x) can be depicted by Figure 1.

Remark 9. Inequalities (27) and (28) can be used to evaluate the hyperbolic sine
integral

Shix =
∫ x

0

sinh t

t
d t (31)

as follows:

2m+1∑

i=0

i∑

k=0

(−1)kσiθ
2i−2kx2k+1

2k + 1

(
i

k

)
≤ Shix

≤
2m+1∑

i=0

i∑

k=0

(−1)kνiθ
2i−2kx2k+1

2k + 1

(
i

k

)
(32)
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Figure 1.

and
2m∑

i=0

i∑

k=0

(−1)kνiθ
2i−2kx2k+1

2k + 1

(
i

k

)
≤ Shix ≤

2m∑

i=0

i∑

k=0

(−1)kσiθ
2i−2kx2k+1

2k + 1

(
i

k

)
(33)

for m ∈ N.

Remark 10. As direct consequences of the inequality (2), the following Kober type
inequality and estimation of the sine integral

Six =
∫ x

0

sin t

t
d t (34)

may be obtained:
(

π

2
− x

)[
n∑

k=1

αk(4x)k(π − x)k +
2
π

]
≤ cosx

≤
(

π

2
− x

)[
n∑

k=1

βk(4x)k(π − x)k +
2
π

]
(35)

and

2
π

x +
n∑

k=1

k∑

i=0

(−4)iαkπ
2k−2i

2i + 1

(
k

i

)
x2i+1 ≤ Si x

≤ 2
π

x +
n∑

k=1

k∑

i=0

(−4)iβkπ
2k−2i

2i + 1

(
k

i

)
x2i+1, (36)

where 0 < x ≤ π
2 , k and n are natural numbers, and αk and βk for k ≥ 0 are defined

by (3) and (4).

Remark 11. Combining the formula

Γ(1 + z)Γ(1− z) =
πz

sinπz
(37)
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with (2) yields

2
π

+
n∑

k=1

αk

(
π2 − 4x2

)k ≤ 1
Γ(1 + x/π)Γ(1− x/π)

≤ 2
π

+
n∑

k=1

βk

(
π2 − 4x2

)k (38)

for 0 < x < π
2 and n ∈ N.

Remark 12. By the way, the inequality (2) has been generalized in [7, 8] along
another direction different from that in [6, 9, 11, 12, 13].

3. Lemmas

In order to prove the above theorems and propositions, the following two
lemmas are needed.

Lemma 1 ([1, 2]). Let f and g be continuous on [a, b] and differentiable in (a, b)
such that g′(x) 6= 0 in (a, b). If f ′(x)

g′(x) is increasing (or decreasing respectively) in

(a, b), then the functions f(x)−f(b)
g(x)−g(b) and f(x)−f(a)

g(x)−g(a) are also increasing (or decreasing
respectively) in (a, b).

Lemma 2. The coefficients αk for 1 ≤ k ≤ n in (2) can be expressed as

αk =
(−1)k

π2k

∞∑

n=k

(
n

k

)
(−1)n

(2n + 1)!

(
π

2

)2n

. (39)

Proof. For x > 0 and k ∈ N, let u0(x) = sin x
x and uk(x) =

u′k−1(x)

x . In [9, pp.162], it

was obtained that αk = uk(π
2
)

(−8)kk!
. On the other hand, let

dk(x) =
∞∑

n=k

(−1)nn!
(2n + 1)!(n− k)!

x2n.

It is clear that dk(π
2 ) = Rk, where Rk is defined in (7). It was also proved in [6] that

d1(x) =
x

2

(
sinx

x

)′
, d2(x) =

x3

22

(
1
x

(
sinx

x

)′)′
, · · · ,

that is,

dk(x) =
x2k

2k
uk(x).

Hence,

αk =
uk(π/2)
(−8)kk!

=
2k

(π/2)2k
· Rk

(−8)kk!
=

(−1)k

π2k

∞∑

n=k

(
n

k

)
(−1)n

(2n + 1)!

(
π

2

)2n

. (40)

The proof of Lemma 2 is finished. ¤
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4. Proofs of theorems and propositions

Now we are in a position to prove the above theorems and propositions.

Proof of Theorem 1. By (16), we have

u′p(x) =
∞∑

n=0

(−c/4)n

(k)n
· xn−1

(n− 1)!

=
∞∑

n=0

(−c/4)n

(k + 1)n−1k
· xn−1

(n− 1)!

=
(
− c

4k

)
up+1(x).

Differentiating λp(x) gives

λ′p(x) = 2xu′p
(
x2

)
= − c

2k
xup+1

(
x2

)
, K1xλp+1(x)

and
λ′p+i(x) = − c

2(k + i)
xup+i+1

(
x2

)
, Kixλp+i+1(x), (41)

where
Ki = − c

2(k + i− 1)
, k ≥ 1.

For n ≥ 1, let

f0(x) = λp(x)−
n−1∑

i=0

γi

(
π2 − 4x2

)i
, g0(x) =

(
π2 − 4x2

)n
,

fm(x) =
m∏

i=1

Kiλp+m(x)− (−8)m
n−1∑

i=m

γim!
(

i

m

)(
π2 − 4x2

)i−m

and

gm(x) = (−8)mm!
(

n

m

)(
π2 − 4x2

)n−m (42)

for 0 ≤ m ≤ n− 1. Direct differentiation and utilization of (41) yield

f ′m(x)
g′m(x)

=
1

(−8)m+1(m + 1)!
(

n
m+1

)(
π2 − 4x2

)n−m−1

[
λp+m+1(x)

m+1∏

i=1

Ki

− (−8)m+1(m + 1)!
n−1∑

i=m+1

γi

(
i

m + 1

)(
π2 − 4x2

)i−m−1

]

=
fm+1(x)
gm+1(x)

(43)

and
f ′n−1(x)
g′n−1(x)

=
∏n

i=1 Kiλn+p(x)
n!(−8)n

. (44)

It is clear that

fm+1

(
π

2

)
= gm+1

(
π

2

)
= 0, 0 ≤ m ≤ n− 1.
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Therefore, it is easy to see that

f ′m(x)
g′m(x)

=
fm+1(x)− fm+1(π/2)
gm+1(x)− gm+1(π/2)

, 0 ≤ m ≤ n− 1. (45)

When c ∈ [0, 1] and k ≥ 1
2 , it was proved in [4] that the function λp(x) is decreasing

in (0, π
2 ]. From (45) and Lemma 1, it readily follows that the functions f ′m(x)

g′m(x) and
f ′m−1(x)

g′m−1(x)
have the same monotonicity, which leads to the same monotonicity of

f ′n−1(x)

g′n−1(x)

and f0(x)
g0(x) in (0, π

2 ]. So we have

γn , lim
x→(π/2)−

f0(x)
g0(x)

≤ f0(x)
g0(x)

≤ lim
x→0+

f0(x)
g0(x)

, ηn,

which implies (19) and the best possibility of γn and ηn, where the constant γn can
obtained by using L’Hôspital’s Rule as follows

γn = lim
x→π

2

f0(x)
g0(x)

= lim
x→π

2

f ′n−1(x)
g′n−1(x)

=
∏n

i=1 Kiλn+p(π/2)
n!(−8)n

=
(

c

16

)n λn+p

(
π/2

)

n!(k)n
.

When c ≤ 0 and k > 0, it was showed in [4] that the function λp(x) increases

in (0,∞). By (45) and Lemma 1, it is deduced that
f ′n−1(x)

g′n−1(x)
and f0(x)

g0(x) have the

same monotonicity. Since Ki ≥ 0, the function f0(x)
g0(x) decreases when n is odd, this

implies (19). When n is even, the function f0(x)
g0(x) increases, and so the inequality (19)

reverses. The proof of Theorem 1 is complete. ¤

Proof of Theorem 2. For n ≥ 1, let

f0(x) = λp(x)−
n−1∑

i=0

σi

(
θ2 − x2

)i
, g0(x) =

(
θ2 − x2

)n
,

fm(x) =
m∏

i=1

Kiλp+m(x)− (−2)m
n−1∑

i=m

σim!
(

i

m

)(
θ2 − x2

)i−m
,

gm(x) = (−2)mm!
(

n

m

)(
θ2 − x2

)n−m

for 0 ≤ m ≤ n− 1. Then applying (41) gives

f ′m(x)
g′m(x)

=
1

(−2)m+1(m + 1)!
(

n
m+1

)(
θ2 − x2

)n−m−1

[
λp+m+1(x)

m+1∏

i=1

Ki

− (−2)m+1(m + 1)!
n−1∑

i=m+1

σi

(
i

m + 1

)(
θ2 − x2

)i−m−1

]

=
fm+1(x)
gm+1(x)

(46)

and
f ′n−1(x)
g′n−1(x)

=
∏n

i=1 Kiλn+p(x)
n!(−2)n

. (47)
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Since
fm+1(θ) = gm+1(θ) = 0

for 0 ≤ m ≤ n− 1, we have

f ′m(x)
g′m(x)

=
fm+1(x)− fm+1(θ)
gm+1(x)− gm+1(θ)

(48)

for 0 ≤ m ≤ n − 1, when c ∈ [0, 1] and k ≥ 1
2 , λp(x) is proved decreasing in [4] for

0 < x < θ ≤ π
2 and thus λn+p(x) decreases in (0, π

2 ]. By (48) and Lemma 1, f ′m(x)
g′m(x)

and
f ′m−1(x)

g′m−1(x)
have the same monotonicity, then f ′0(x)

g′0(x)
and

f ′n−1(x)

g′n−1(x)
are both decreasing.

So we have

σn , lim
x→θ−

f0(x)
g0(x)

≤ f0(x)
g0(x)

≤ lim
x→0+

f0(x)
g0(x)

, νn,

which implies (22) and the best possibility of σn and νn, where the constant σn is
obtained by using L’Hôspital’s Rule

σn = lim
x→θ−

f0(x)
g0(x)

= lim
x→θ−

f ′n−1(x)
g′n−1(x)

=
∏n

i=1 Kiλn+p(θ)
n!(−2)n

=
( c

4

)n λn+p(θ)
n!(k)n

.

When c ≤ 0 and k > 0, it was proved in [4] that λp(x) increases in (0,∞).

By (48) and Lemma 1, the functions
f ′n−1(x)

g′n−1(x)
and f0(x)

g0(x) have the same monotonicity.

Since Ki ≥ 0, then f0(x)
g0(x) decreases when n is odd, which implies (22). When n is

even, the function f0(x)
g0(x) increases, and so the inequality (22) reverses. The proof is

complete. ¤
Proof of Proposition 1. Using the Pochhammer symbol gives

(k)i(k + i)n = (k)n+i.

From (17) and (20), it follows that

γi =
(

c

16

)i 1
i!(k)i

λi+p

(
π

2

)

=
ci

i!24i(k)i

∞∑

n=0

(−1)ncn

n!(k + i)n

(
π

4

)2n

=
ci

i!24i(k)i

∞∑

n=0

(−1)ncn(k)i

n!(k)n+i

(
π

4

)2n

=
ci

i!24i

∞∑

n=i

(−1)n−icn−i

(n− i)!(k)n

(
π

4

)2(n−i)

=
(−1)i

π2i

∞∑

n=i

(
n

i

)
(−1)ncn

n!(k)n22n

(
π

2

)2n

,

where k = p + b+1
2 . In particular, setting b = c = 1 and p = 1

2 immediately yields

γi =
(−1)i

π2i

∞∑

n=i

(
n

i

)
(−1)n

n!(3/2)n22n

(
π

2

)2n
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=
(−1)i

π2i

∞∑

n=i

(
n

i

)
(−1)n

(2n + 1)!!n!2n

(
π

2

)2n

=
(−1)i

π2i

∞∑

n=i

(
n

i

)
(−1)n

(2n + 1)!

(
π

2

)2n

= αi,

where the last equality follows from Lemma 2. Meanwhile, it is not difficult to see
that λ1/2(x) = sin x

x . Hence, the inequality (19) generalizes the inequality (2). ¤

Proof of Proposition 2. In [11], the coefficients of the inequality (11) are defined by

bn+1 =
2n + 1

2(n + 1)r2
bn − 1

4n(n + 1)r2
bn−1,

where

bn =
1

n!(2θ)n

√
π

2θ
Jn+1/2(θ), θ ∈

(
0,

π

2

]
.

When c = b = 1 and p = 1
2 , the coefficient σi in (22) can be rewritten as

σi =
(

1
4

)i 1
i!(3/2)i

λi+1/2(θ)

=
(

1
4

)i 1
i!(3/2)i

∞∑

n=0

(−1)n

n!(i + 3/2)n

(
θ

2

)2n

=
(

1
4

)i Γ(3/2)
i!Γ(3/2 + i)

∞∑

n=0

(−1)nΓ(3/2 + i)
n!Γ(n + 3/2 + i)

(
θ

2

)2n

=
(

1
4

)i Γ(3/2)
i!

(
2
θ

)1/2+i ∞∑

n=0

(−1)n

n!Γ(n + 3/2 + i)

(
θ

2

)2n+1/2+i

=
1

i!(2θ)i

√
π

2θ
Ji+1/2(θ)

= bi.

This shows that the inequality (22) generalizes the inequality (11). ¤

Proof of Proposition 3. The polynomial P2N (x) involved in the inequality (9) is de-
termined by the coefficients an which can be calculated by the recursing formula
in (10). In fact, an alternative representation

an =
1

n!(4π)n
jn

(
π

2

)
=

1
n!(4π)n

√
π

2
· 2
π

Jn+1/2

(
π

2

)
(49)

was given in [12, p. 2501]. Then taking c = b = 1 and p = 1
2 in (20) produces

γi =
(

1
16

)i 1
i!(3/2)i

λi+1/2

(
π

2

)

=
(

1
16

)i 1
i!(3/2)i

∞∑

n=0

(−1)n

n!(i + 3/2)n

(
π

4

)2n
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=
(

1
16

)i Γ(3/2)
i!Γ(3/2 + i)

∞∑

n=0

(−1)nΓ(3/2 + i)
n!Γ(n + 3/2 + i)

(
π

4

)2n

=
Γ(3/2)
i!42i

(
4
π

)1/2+i ∞∑

n=0

(−1)n

n!Γ(n + 3/2 + i)

(
π

4

)2n+1/2+i

=
1

i!(4π)i
Ji+1/2

(
π

2

)

= ai.

In virtue of Proposition 1, we see that when c = b = 1 and p = 1
2 in (20) we have

γi = αi, where αi is determined by (3), so we obtain ai = αi which means that the
inequality (2) is equivalent to the inequality (9).

In view of Lemma 2, it immediately follows that αk = (−1)kRk

k!π2k which implies
that the inequality (8) is equivalent to the left-hand side of the inequality (2). ¤

Proof of Proposition 4. For a converging series S =
∑∞

n=1(−1)n−1an with an > 0, it
is known that a1−a2 < S < a1. From this and (39) in Lemma 2, the inequality (23)
follows.

The inequality (2) can be rearranged as

0 ≤ sinx

x
− 2

π
−

n∑

k=1

αk

(
π2 − 4x2

)k ≤ (βn − αn)
(
π2 − 4x2

)n
, (50)

which implies βn ≥ αn > 0.
In view of (4), we have

βn =
1− 2/π −∑n−1

i=1 αiπ
2i

π2n
<

1− 2/π

π2n
.

The proof of Proposition 4 is complete. ¤
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