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Abstract

This paper introduces a Bayesian nonparametric approach to frequency recovery from lossy-
compressed discrete data, leveraging all information contained in a sketch obtained through
random hashing. By modeling the data points as random samples from an unknown discrete
distribution endowed with a Poisson-Kingman prior, we derive the posterior distribution
of a symbol’s empirical frequency given the sketch. This leads to principled frequency esti-
mates through mean functionals, e.g., the posterior mean, median and mode. We highlight
applications of this general result to Dirichlet process and Pitman-Yor process priors. No-
tably, we prove that the former prior uniquely satisfies a sufficiency property that simplifies
the posterior distribution, while the latter enables a convenient large-sample asymptotic
approximation. Additionally, we extend our approach to the problem of cardinality recov-
ery, estimating the number of distinct symbols in the sketched dataset. Our approach to
frequency recovery also adapts to a more general “traits” setting, where each data point
has integer levels of association with multiple symbols, typically referred to as “traits”. By
employing a generalized Indian buffet process, we compute the posterior distribution of a
trait’s frequency using both the Poisson and Bernoulli distributions for the trait association
levels, respectively yielding exact and approximate posterior frequency distributions.
Keywords: Bayesian nonparametrics; cardinality recovery; frequency recovery; Poisson-
Kingman prior; random hashing.

1. Introduction
1.1 Background and motivation

Information recovery about a large discrete dataset given a (lossy) compressed representa-
tion, or sketch, of that data is a classical problem at the crossroad of computer science and
information theory (Misra and Gries, 1982; Alon et al., 1999; Manku and Motwani, 2002;
Karp et al., 2003; Charikar et al., 2004; Cormode and Muthukrishnan, 2005; Indyk, 2006).
Sketching is often driven by the need to manage memory constraints, as handling vast
numbers of symbols can be computationally intensive, and by privacy concerns, especially
when dealing with sensitive data (Blum et al., 2020; Cormode and Yi, 2020; Medjedovic et
al., 2022). Two well-known challenges based on sketched data are frequency recovery and
cardinality recovery. For concreteness, we begin by discussing frequency recovery.
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In the typical “species” setting, where the original dataset comprises n > 1 points
(z1,...,zy) with each z; corresponding to a symbol or “species” label taking values in a set
S, the goal of frequency recovery is to estimate the number of occurrences of a new object
Tp41 in (21,...,2y,), denoted as fr, . Formally, this can be written as:

n
frn+1 = ZI(SLQ = xn+1)7
=1

with I(-) denoting the indicator function. This problem is relevant for many applications,
including machine learning in high-dimensional feature spaces (Shi et al., 2009; Aggarwal
and Yu, 2010), cybersecurity in tracking password popularity (Schechter et al., 2010), web
and social network data analysis (Song et al., 2009; Cormode, 2017), natural language
processing (Goyal et al., 2012), sequencing analysis in biological sciences (Zhang et al.,
2014; Berger et al., 2016; Solomon and Kingsford, 2016; Marcais et al., 2019; Leo Elworth
et al., 2020), and privacy-protecting data analysis (Dwork et al., 2010; Melis et al., 2016;
Cormode, 2017; Cormode et al., 2018; Kockan et al., 2020).

The count-min sketch (CMS) is a popular algorithm for frequency recovery (Cormode
and Muthukrishnan, 2005). It relies on a sketch of (z1,...,x,) obtained by D > 1 indepen-
dent J-wide random hash functions hy : S — [J] :={1,...,J}, for k € [D] :={1,...,D}
and J > 1. Each hash function maps the x;’s into J buckets, defining the sketch Cp ; €
NODXJ, with No = NU {0}, whose (k, j)-th element C}, ; counts the data points mapped by
the k-th hash function into the j-th bucket. Based on Cp, j, the CMS bounds f;,,, from
above by taking the smallest count among the D buckets into which z,41 is mapped, i.e.,

fonsr = mIin{C 1)+« CDp (i) }- (1)

We refer to Figure 1 in Section 2 for a schematic visualization of this procedure, focusing on
the special case where the data are sketched using a single hash function. In general, while
the CMS upper bound is remarkable for its simplicity and robustness, it becomes loose if
hash collisions (different objects mapped into the same bucket) are frequent, due to the
pessimistic assumption that data are fixed (Cormode and Yi, 2020, Chapter 3).

This challenge has recently motivated statistical approaches that treat the sketched data
as random and rely on modeling assumptions to obtain more informative estimates. The
first Bayesian nonparametric (BNP) approach to frequency recovery was introduced by Cai
et al. (2018). They modeled the x;’s as a random sample (X1,...,X,) from an unknown
discrete distribution endowed with a Dirichlet process (DP) prior (Ferguson, 1973) and
obtained estimates of fx,,, as mean functionals of the posterior distribution of fx,,, given
(Cihi(Xpi1)r > CDhp(Xni1))s €8 the mean, median and mode. In addition to enabling
the inclusion of prior knowledge on the data distribution, the BNP approach allows assessing
uncertainty using posterior distributions. See Dolera et al. (2021, 2023) for an extension of
Cai et al. (2018) to the Pitman-Yor process (PYP) prior (Pitman and Yor, 1997).

As outlined in Section 1.2, this paper extends the foundations laid by previous research
to establish a more versatile and comprehensive BNP framework. In particular, our novel
framework allows: conditioning on all information contained in the sketched data, employing
a wider array of prior distributions, and tackling other information retrieval challenges
beyond frequency recovery in the “species” setting.
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Specifically, we focus on analyzing a sketch C; = (Cy,...,C;) € NJ obtained by a
single hash function. The work of Cai et al. (2018) was motivated by the goal developing
a learning-augmented version of the CMS, hence their interest in a posterior distribution
with respect to the same information from a sketch Cp ; obtained from D distinct hash
functions as in (1). By contrast, we develop a purely Bayesian approach, separate from the
CMS, including in the posterior distribution all information from the sketch Cj;. From a
Bayesian statistical perspective, our approach is arguably more natural than that of Cai et
al. (2018) because: i) the practical usefulness of combining a statistical model for the z;’s
with the sketch Cp ; from multiple hash functions would be unclear, being such a sketch
designed for a (model-free) recovery algorithm; ii) the use of a posterior distribution with
respect to the sole Cy 5, (x,,,,
that the Cy 5, (x,.,)’s are sufficient to estimate fx

)’s may determine a loss of information, unless we can verify

n+1°

1.2 Preview of our contributions
1.2.1 BNP FREQUENCY RECOVERY

Our first contribution is a novel BNP approach to frequency recovery that utilize the full
posterior distribution of fx,,, given a sketch obtained with a single random hash function.
This approach departs from that of Cai et al. (2018), which did not condition on the infor-
mation contained in the sketch outside the bucket into which X,, ;1 is hashed. We compute
the full posterior distribution of fx, ,, given C; and the bucket in which X, is hashed,
denoted as h(X,+1). We derive this posterior under a broad class of Poisson-Kingman (PK)
priors (Pitman, 2003), encompassing both the DP and PYP priors. For the DP prior, we
find that the posterior depends on C; only through Cj(x,,,); this is consistent with the
approach of Cai et al. (2018), proving that it relies on a sufficient statistic. However, our
findings also reveal that the DP prior is the only PK prior satisfying this sufficiency property.
Additionally, we show that the posterior distribution is computationally intractable under
the PYP prior if n is large. Thus, we develop a large-sample asymptotic approximation.

1.2.2 BNP CARDINALITY RECOVERY

Our second contribution extends the BNP approach to frequency recovery to address the
cardinality recovery problem (Cormode and Yi, 2020, Chapter 2)—another classical problem
in computer science. Here, the objective is to utilize the same sketch obtained with a single
hash function to estimate the number of distinct symbols in (z1,...,z,), i.e.,

k‘n = |l‘1,.. .,{L‘n|,

where |-| denotes the cardinality set-function. Prior works treated frequency and cardinality
recovery as separate problems, each requiring a different sketching algorithm. For instance,
the hyperloglog algorithm is widely used for cardinality recovery (Flajolet et al., 2007;
Flajolet and Martin, 1983, 1985). See also Chassaing and Gerin (2006), Chen et al. (2011),
Ting (2014, 2016), and Pettie and Wang (2021) for recent contributions, some of which rely
on modeling assumptions for the data. We show that the BNP approach enables a direct
connection between the frequency and cardinality recovery problems, yielding a posterior
mean estimate of k, from the sketch C;. To the best of our knowledge, this is the first
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approach enabling both frequency and cardinality recovery from the same sketch C ;. More
generally, for any [ € [n], we obtain a posterior mean estimate of the number m;,, of distinct
symbols with frequency [ in (x1,...,2,), commonly referred to as the [-cardinality. This
enables the recovery of the partition structure of (zy,...,x,) from Cj.

1.2.3 BNP FREQUENCY RECOVERY IN THE “TRAITS” SETTING

Our third contribution is a BNP approach to a new “traits” setting of frequency recovery,
in which each data point may be associated with more than one symbol, called “traits”,
and exhibits levels of association with each of those traits (Campbell et al., 2018). Multi-
trait data arise in many domains: single-cell data encompass multiple genes with their
expression levels, members of social networks connect with multiple friends to whom they
send messages, and documents encompass different topics with their words. We consider n >
1 data points (z1, ..., xy), where each z; takes on a value in a set S*° x N§° representing traits
and their levels. We assume the z;’s to be modeled as a random sample (X7, ..., X,) from
the generalized Indian buffet process (James, 2017). In this setting, the X;’s are random
counting measures, i.e. X; = >, A; x0u,, where A, € Ny is the level of association of
the trait w; € S for the i-th data point. The distribution of X; is determined by: i) a
distribution G 4 for the level of association A; j, which depends on a parameter J; > 0, for
k > 1; ii) the law of a completely random measure (CRM) serving as a prior distribution
for the Ji’s. Based on a sketch C; € NJ of (Xi,...,X,) generated by a random hash
function, we compute the posterior distribution of the empirical frequency level of a trait
for a new X1, given C; and the bucket in which such a trait is hashed. It emerges
that any CRM prior leads to a posterior distribution that depends on C; solely through
Ch(x,.1), €xhibiting a sufficiency property akin to that found in the “species” setting under
the DP prior. Applications to Poisson and a Bernoulli level GG 4 are presented in details.
Our findings illustrate how the BNP approach facilitates frequency recovery in the broader
“traits” setting, for which we are unaware of any existing algorithms.

1.3 Related work

Several recent studies have studied from a statistical perspective the frequency recovery
problem under the “species” setting. On the frequentist front, Ting (2018) introduced
a bootstrap method tailored to the CMS algorithm, focusing on asymptotic guarantees.
Sesia and Favaro (2022) and Sesia et al. (2023) proposed an alternative frequentist ap-
proach based on conformal inference ideas (Vovk, 2005), obtaining uncertainty estimates
with finite-sample guarantees for any (possibly non-linear) sketch. It is worth noting that
these different approaches can be viewed as complementary to each other. Specifically, con-
formal inference can be combined with both the bootstrap (Sesia and Favaro, 2022) and our
Bayesian approach. This combination can, for example, yield “calibrated” Bayesian cred-
ible intervals with finite-sample frequentist properties (Sesia and Favaro, 2022). Recently,
Beraha et al. (2023) proposed a “smoothed” BNP approach aimed at mitigating some of
the computational limitations inherent in Bayesian methods, which we highlight in this
paper. While the smoothed approach yields computationally simpler estimators compared
to our full Bayesian approach, it is limited to the case of normalized random measures, thus
excluding the Pitman-Yor process, and only addresses the “species” setting. In the case of
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the DP prior, it turns our that the “smoothed” and BNP estimators coincide, yet the DP
stands out as the only random measure for which this alignment occurs.

1.4 Organization of the paper

The paper is structured as follows. Section 2 considers the “species” setting for frequency
recovery, developing our BNP approach under a general PK prior, and in the special cases
of the DP and PYP priors. Also within the “species” setting, Section 3 presents a BNP
approach to cardinality recovery under the DP and PYP priors, obtaining estimators for the
l-cardinality and the cardinality of the dataset. In Section 4 we consider the “traits” setting
for frequency recovery, developing our BNP approach under a general CRM prior and a
general distribution for the level of association, as well as for the special cases of Poisson and
Bernoulli level distribution. Section 5 contains an empirical validation of our methods on
synthetic and real data, whereas Section 6 discusses some directions for future work. Proofs
and other technical derivations are deferred to the Appendices. A software implementation
of our methods is available at https://github.com/mberaha/BNPSketching.

2. BNP frequency recovery in the “species” setting
2.1 Problem statement and setup

For n > 1, consider data points (x1,...,%,), with each z; representing a symbol (or
“species”) label from a dictionary S. Consider having access only to a sketch of (z1,...,x,),
obtained through random hashing (Mitzenmacher and Upfal, 2017, Chapter 5 and Chapter
15). For an integer J > 1, let h be a random hash function of width J, defined as a ran-
dom mapping from S to [J], chosen from a pairwise independent hash family H ;. That is,
h:S — [J], and, for any ji,j2 € [J] and fixed x1,z9 € S such that x; # x2,

1

Pr(a(w1) = ji, h(w2) = jo] = 75

The pairwise independence of Hj, also known as strong universality, implies uniformity,
meaning that Pr[h(x) = j] = J~! for j € [J]. Hashing (x1,...,x,) through h produces a
random vector C; = (Cy,...,C ) € NJ, termed “sketch”, whose j-th element (bucket) is

Cj =Y I(h(x;) = j),
i=1

so that 3 ;< ; Cj = n. This sketch generally has a smaller (physical) size than (z1,..., %)
due to the collisions of the x;’s induced by random hashing (Cormode and Yi, 2020, Chapter
3). The sketch Cj is a special version of the sketch Cp ; € N{'))XJ at the basis of the CMS
(Cormode and Muthukrishnan, 2005), which simultaneously applies a collection of D > 1
independent random hash functions from H; (Cormode and Yi, 2020, Chapter 3). Based
on a sketch Cjy of (z1,...,2,), we study the BNP estimation of the empirical frequency
Jans1 of Tpyr in (21,...,2,); see Figure 1 for a schematic visualization.
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Figure 1: Data sketching in the “species” setting. Each object X;, for i € {1,...,n}, is assigned
to one of J possible “buckets” (shown in different colors) by a random hash functions h, and the
corresponding counters are incremented by one. One interesting problem is to estimate the empirical
frequency of a “query” X,, ;1 based on the sketch and the bucket assignments for X,, ;.

2.2 The BNP model

Inspired by Cai et al. (2018) and Dolera et al. (2023), we rely on two modeling assumptions:
i) the data (z1,...,x,) are modeled as a random sample X,, = (X1,...,X,) from an un-
known discrete distribution P endowed by a prior £2; ii) the hash family # ; is independent
of P. Then, we write the BNP model as:

Gy =) Ih(X)=3), jell,
=1

h o~ Hy, (2)

Xi,..., X, | P % P,

P~ Z.

Under this model, the problem of recovering the empirical frequency fx, ., from the sketch
consists of computing the posterior distribution of fx, , given C; and the bucket in which
Xpt1 is hashed, i.e., h(X,4+1). Below, we compute this posterior assuming &2 belongs to
the broad class of PK priors, and then we specialize our result to DP and PYP priors.

2.3 Background on PK priors

To define a PK prior (Pitman, 2003), we consider a completely random measure (CRM) fi
on S, which is a random element with values on the space of bounded measures on (S, S),
such that, for £ > 1 and for disjoint Borel sets Aj,..., A € S, the random variables
f(A1), ..., i(Ag) are independent (Kingman, 1967). We focus on CRMs of the form fi(-) =
fR+ sN(ds, -) = > k>1 JkOw, (), where N = > k>10(J,,wy) 18 a Poisson random measure on
R4 x S with Lévy intensity v(ds,dz), which characterizes the distribution of fi in terms
its random jumps Ji’s and random locations Wy’s (Kingman, 1967, 1993). We focus on
homogeneous Lévy intensities, in the form v(ds, dz) = 0p(s)ds Go(dx), where § > 0 is a
parameter, Gy is a nonatomic probability measure on S, and p(s)ds is a measure on R
such that [ p(s)ds =+oo and

v = [ (1= )pls)ds <+ (3)
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for all u > 0, ensuring 0 < [i(S) < 400 almost surely (Pitman, 2003; Regazzini et al., 2003).
We write i ~ CRM(6, p, Gg) to denote a homogeneous CRM on S. A PK prior is the law
of a “normalization” of a CRM with respect to its total mass (Pitman, 2006, Chapter 4).

Definition 1. Let i ~ CRM(0,p,Go) with total mass T = (S) ~ fr. Let Py := Ji/T
be the normalized random jumps of i, and denote by PK(0,p|T = t) the conditional dis-
tribution of (Pg)k>1 given T = t. If g(in) = g(T') such that E[g(T)] = 1, then a PK
prior with parameters (0, p, gfr,Go) is the law of the (discrete) random probability mea-
sure P(:) = Yo, Puow, (-), on' S, where (Py)y>1 is distributed as the PK distribution
PK(0,p,g9fr) = Eh PK(0,p|T = t)g(t) fr(t)dt, and the Wy’s are independent and identi-
cally distributed as Gy.

2.4 General posterior distribution for PK priors

Under the model in (2), with & being a PK prior, i.e., P ~ PK(0, p,gfr,Go), the next
theorem gives the posterior distribution of fx, , given C; and h(X,1). This is result can
be applied upon suitable specifications of the measure p and the function g. For instance,
PK priors include the class of (homogeneous) normalized CRM priors, obtained by setting g
as the identity function (James, 2002; Priinster, 2002; Pitman, 2003; Regazzini et al., 2003).
It is sufficient to consider g(t) o t~7e P! to recover from Definition 1 the most popular priors
in BNPs. Common choices of fi are the Gamma CRM and the a-Stable CRM (Kingman,
1975), as they provide PK priors with a flexible tail behaviour, ranging from geometric tail
to heavy power-law tails, respectively (Pitman, 2006, Chapter 3 and Chapter 4). Under
the Gamma CRM, Definition 1 generalizes the DP prior, which is obtained by setting g
as the identity function. Under the a-Stable CRM, Definition 1 provides a generalization
of the normalized a-Stable prior (Kingman, 1975), which is obtained by setting g as the
identity function, and it also includes the PYP prior and the normalized Gamma process
prior (James, 2002; Lijoi et al., 2005, 2007). See (Pitman, 2006, Chapter 3) and Lijoi and
Priinster (2010) for other examples of PK priors. The application of the next theorem to
the DP and the PYP priors will be considered below, showing their peculiar features.

Theorem 2. Let C; be a sketch of X,, under (2), with P ~ PK(0,p, gfr,Go) and g(t) x
t=Ye=Pt, and consider an additional (unobservable) X, 1. With 1) defined as in (3),
Prifx,,, =1|Cs = ¢, h(Xnt1) = j
0 <cj> fR+ w0 (u 4 B) 11y o) (u + B) k(u+ 5,1+ 1)du
J\ fR+ w1 et (u + ) Hk#j o) (u + B)du 5

foralll € {0,1,...,¢;}, where ¢ (u) = (—1)"ddn —0170() and k(u,n) fR e " s"p(s)ds.

See Appendix A.1 for the proof of Theorem 2. This result provides a BNP solution
to the frequency recovery problem, as it leads to an estimator of fx, ,, with respect to a
suitable loss function, as a mean functional of (2). Credible intervals may be also derived.

The use of the squared loss leads to the posterior mean as an estimator of fx, .., i.e.,
¢
Fxuis = D1 Prfx,,, =1 Cy = ¢, M(Xpp1) = j. (5)
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Regarding the use of the sketch, Cai et al. (2018, Proposition 1) and Dolera et al. (2023,
Theorems 1 and 2) provide posterior distributions of fx, ,, with respect to the sole bucket
Ch(X,41) in which X, is hashed. By contrast, Theorem 2 considers the entire sketch C
and the hash bucket of X,,;1, denoted as h(X,+1). Therefore, our posterior distribution
provides a principled BNP estimator also in those situations where Cj,(x, , ) may not be a
sufficient statistic, as elaborated below. Regarding the specification of the prior distribution,
Cai et al. (2018) and Dolera et al. (2023) focused on the DP and PYP priors, obtaining pos-
terior distributions through conjugacy or quasi-conjugacy properties. However, Theorem 2
considers a general PK prior. As discussed in Dolera et al. (2023), relying on conjugacy
poses a limitation when aiming to consider more diverse prior distributions because the DP
and PYP priors are the only quasi-conjugate PK priors. Our proof of Theorem 2 overcomes
this limitation by avoiding the use of any form of conjugacy for the prior.

2.5 Results under the DP prior

We consider Definition 1 with i being a Gamma CRM, i.e., p(s) = s~ exp{—s}, and g the
identity function. Then, P ~ PK(0, p, g fr,Go) is a DP with mass # > 0 and base measure
Go (Ferguson, 1973; Pitman, 2003); in short, P ~ DP(#,Gq). In this case, a simplified
expression for the posterior of fx, ,, given C; and h(X,1) is obtained from Theorem 2 as
follows. Denote by (a)(y) the rising factorial of a of order n, i.e., (a)un) = [lo<i<n_1(a +1)
with the proviso (a)() := 1 (Charalambides, 2005, Chapter 2). for any [ =0,1,...,¢;,

:g (Cj—l+1)(l)
J(%“‘Cj_l)(

Prfx,,, =1|Cs =c, h(Xnt1) = j] (6)

1+1)

See Appendix A.3 for a proof of how (6) follows from Theorem 2, and Appendix A.4 for an
alternative proof based on finite-dimensional properties of the DP. It is easy to see that (6)
is a Beta-Binomial distribution, namely a Binomial distribution in which the probability of
success at each of the c; trials is a Beta random variable with parameter (1,0/J), say By g,
That is, if Fix, ., is a random variable distributed as (6), then de Finetti’s theorem implies
that cj_lFXn 4, converges (weakly) to a Byg/; as ¢; — +oo. The posterior distribution in
(6) depends on the sketch C; only through Cj,(x, ). Thus, under the DP prior, Cjx, )
is a sufficient statistic for estimating fx, ., from C;, making (6) equivalent to the posterior
distribution in Cai et al. (2018, Proposition 1).

The next theorem, proved in Appendix A.2, characterizes the DP prior as the unique
PK prior for which the posterior distribution of fx, , with respect to Cj, ) is equivalent
to the posterior distribution with respect to C; and h(X,41).

Xn+1

Theorem 3. The DP prior is the sole PK prior for which (4) depends on C; only through
Ch(Xns1)-

In practice, evaluating (6) requires estimating the unknown parameter 6 > 0 of the prior
from the sketch C;. Cai et al. (2018) proposed an empirical Bayes approach to estimate
0, which relies on the following finite-dimensional projective property of P ~ DP(6,Gp): if
{Bxi,..., By} is a measurable k-partition of S, for k > 1, then (P(By), ..., P(By)) follows a
Dirichlet distribution with parameter (0Go(B1),...,0Go(By)) (Ferguson, 1973; Regazzini,
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2001). Due to the finite-dimensional projective property and the assumption that #H is
independent of P, the sketch Cj is distributed as a Dirichlet-Multinomial distribution, i.e.,

J=C|= (9)(n) =1 c;! .

This distribution enables estimating 6 directly, by maximizing the (marginal) likelihood (7)
over  (Cai et al., 2018). The estimated value of 6 can then be plugged into the posterior
distribution (6). A fully Bayesian approach is also possible, by assigning a prior distribution
to 6 and assessing the resulting posterior distributions through Monte Carlo sampling.

2.6 Results under the PYP prior

Consider Definition 1 with § = 1, i being an a-Stable CRM, i.e., p(s) = (a/T(1 —a))s~ 172
fora € (0,1) and g(t) = (I'(y+1) /T (y/a+1)t™7 for v > —a, where I'(-) denotes the Gamma
function, namely I'(x) = f(0’+oo) 2*~le=?dz for > 0. Then, P ~ PK(0,p, gfr,Go) is a
PYP with discount «, mass v and base measure Gg (Pitman, 2003); in short, we write
P ~ PYP(a,~,Go). In this case, a simplified expression for the posterior of fx, ,, given
C; and h(X,+1) is obtained from Theorem 2 as follows. For n > 0 and 0 < k < n,

(n. ki) = ;g—ni(ﬁ)(—m)(n)

denotes the generalized factorial of n of order k, with €(0,0;a) := 0, and €' (n,0;a) := 1
(Charalambides, 2005, Chapter 2). Then, from (4), for any [ =0,1,...,¢;,

Pr[an+1 =1 ‘ CJ =C, h(Xn-‘rl) = ]} (8)
_ 7(6;')(1 ) 2ieS(es-1) D) A DL, € e — 161005 0)

+ ] )
ZzGS( c,j,1 (J\ ||Z|) Hk: 1 % (ck +5k,j,%k;a)

where S(c, j, q) is the Cartesian product x1<x<s{0,...,cx + 9k ;q}, while 6 ; is the Kro-
necker delta and |¢| = ) ;.- ;ik. See Appendix A.5 for the proof of (8). The posterior
distribution (8) generalizes (6), which is recovered for v = # and a — 0; see Appendix A.6.

Unlike that in (6), the posterior distribution in (8) relies on the entirety of C;. Further,
the size of S(c, 7, ¢) increases exponentially with J and n. For instance, if J =10 and ¢; = 5
for all j, then |S(e, j,q)| ~ 60 x 105. Consequently, the evaluation of (8) is intractable even
for moderately large n, as it necessitates summations over an exceedingly large number of
generalized factorial coefficients, depending on J. See Appendix A.14 for some approaches
to evaluate (8), which still lead to non-trivial computational obstacles. To overcome this
challenge, we seek an approximation of (8) that depends on C; only through Cj,x,, ). The
next theorem characterizes the large-sample behaviour of the posterior mean estimator (5).

Theorem 4. Let C; be a sketch of X,, under the model in (2), with P ~ PYP(«,~,Go)
for a > 0, and consider an additional (unobservable) X, 1. Suppose h(Xn4+1) = j, for
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some fized j € {1,...,J}. Define c_; := (c1,...,¢j—1,Cj41,...,¢7). Let an+1 denote the
posterior mean estimator as defined in (5). Then,
an+1 FY 1 —

lim lim = - .
cjFooc_j—to0  ¢j a vy+Ja—a+1

See Appendix A.7 for the proof of Theorem 4. This result motivates approximating the

posterior mean estimator fx, ., in those situations where all the ¢;’s are large, with:

0% l1-a
ci - . .
T a vyt Ja—a+1

an+1 = (9)

Applying either (8) or (9) requires estimating («,~y) from the sketch C;. Under the
PYP prior, the distribution of C; has no simple closed-form expression, which impedes the
use of empirical Bayes or fully Bayesian approaches to estimate («, ). To address a similar
challenge, Dolera et al. (2023) adopted a likelihood-free approach based on the Wasserstein
distance (Bernton et al., 2019). That involves sampling independent data sets X/ from
P ~ PYP(/,v,Go) and sketching them into C’; using the same hash function h. Then,
(cr,7y) are estimated by minimizing (a suitable approximation of) the 1-Wasserstein distance
between C’; and C;. Since the objective function is not differentiable, Dolera et al. (2023)
utilized Bayesian Optimization to estimate the parameters.

However, their approach is computationally demanding: the cost of evaluating the
Wasserstein distance is O(J3), while the cost of simulating X!/, scales super-linearly with
n, depending on the parameters’ values. Therefore, we propose an alternative approach:
we consider the first n’ < n observations, sketch them through h, and estimate their fre-
quencies using (9). Then, the mean absolute error of the frequency recovery can be easily
minimized with respect to the unknown parameters using standard software packages since
the loss function is differentiable almost everywhere.

2.7 Comparison of the posterior under the PYP and DP priors

We present a numerical illustration of the posterior distributions under the DP and PYP
priors; see Section 5 for a more extensive simulation study. We set n = 50 and J = 10,
considering four sketched datasets: Cf]l), Cff), Cf;’), and Cff), with values reported in Table 1.
Specifically: i) in scenario CEJU, the values C;1>’s are constant across j; ii) in scenario Cff),
the values C'j(?)’s decay exponentially in j; iii) in scenario Cf}”, the values C;»S)’s decay linearly
in j; iv) in scenario Cff), the values C’j@’s are either nine, five, or one. Additionally, we
assume X, 1 is mapped into bucket h(?) (Xp+1) such that C}(Li()i)(x o) = 5fori=1,2,3,4.
We consider a PYP prior with parameter v = 1 and parameter o = 0,0.1,0.3,0.5; recall
that the PYP prior with @ = 0 and v > 0 coincides with the DP prior with parameter ~.
Figure 2 summarizes the posterior distribution of fx, ., in each scenario. Given the
sufficiency of Cj,(x,, ) under the DP prior, the corresponding posterior distributions remain
unchanged across all scenarios. Moreover, the posterior distributions under the DP prior
are the most concentrated on larger values. Across all the scenarios, increasing o pushes the
posterior towards lower values. Although not clearly evident from the plots, there are slight
differences under the PYP priors across scenarios. Particularly, for ¢« = 0.3 and o = 0.5,
the posterior mass assigned to 5 is larger in the second scenario compared to other settings.
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cyY|5 5 55 5 5 5 5 5 5
cPl14 10 75 43 2 2 21
cyl10 9 8 75 43 2 11
cl9 9 95 555 1 11

Table 1: Empirical frequencies of the j-th bucket (by column) in 4 simulated scenarios.
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Figure 2: Posterior distribution of fx,,, in the four scenarios of Table 1. The blue, orange, green,
and red bars correspond to a PYP(«,~y) prior, with « equal to 0, 0.1, 0.3, and 0.5 respectively, and
v = 1. Since the DP posterior (o« = 0) concentrates more of its probability mass at 5, the results
suggest the DP prior leads to a more accurate estimate across these 4 scenarios.

3. BNP cardinality recovery

3.1 Setup and overview

In the “species” setting described in Section 2, we tackle the problem of estimating the
cardinality k, of (z1,...,zy) and the [-cardinality my, of (z1,...,z,), for any [ € [n],
based on the data sketch C;. Estimating the m;,’s is a refinement of the problem of
estimating k,,, as the estimates of the m;,’s imply an estimate of &, given by

n n
kn = Zmlm, n= Zl SNy .
=1 =1

Recovering the [-cardinalities implies recovering the partition structure of (x1,...,zy,),
which is the partition of {1,...,n} induced by the equivalence relation i ~ j <= z; = z;;
this is a sufficient statistic for the sample (z1,...,2,). Under the model (2), for the DP
and the PYP priors, we demonstrate that recovering m;, boils down to computing the
posterior distribution of fx,,, given C;. Thus, the BNP approach connects frequency and
cardinality recovery, enabling the estimation of fx,, , and k, from the same sketch C,.
Our approach relies on a distinctive feature of the DP and PYP priors, known as the “suffi-
ciency” postulate (Bacallado et al., 2017), and does not extend to other PK priors. Below,
we compute estimates of k,, and of the m;,’s in terms of posterior expectations, given Cj.

11
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3.2 Background on the PYP prior

Before stating our main results, we recall the distribution of a random sample X, =
(X1,...,X,) from P ~ PYP(«,v,Gp). Due to the (almost sure) discreteness of P, the
random sample X,, induces a random partition of [n] into K, = k < n blocks, denoted
as {S7,..., 5%, }, with frequencies (N1n,..., Nk, n) = (n1,...,n;) such that n; > 0 and
Y 1<i<p i = n. Let M, be the number of blocks with frequency [ € [n], i.e

Kn
=> I(Nin=1),
=1

so that Y ;" | M;,, = K,, and ) ;" IM;,, = n, and let M, = (M1, ..., My,). If we set

My = {(mla---;mn) :mi >0, Zml:k, Zlml:nandkre [n]},

=1 =1

then, for m € M,,,

Pr[Mn:m]:n'( Zl L) ﬁ( all ~ a)u- 1)> t (10)

(n =1 ml!

The distribution in (10) first appeared in Pitman (1995, Proposition 9). Assuming P ~
DP(0, Gy), the distribution of M, is obtained from (10) by setting v = 6 and letting o — 0.

An application of (10) yields the conditional distribution of X, 11 given X,,, known as
the predictive distribution or generative scheme of the PYP prior, and also of the DP prior
by letting v — 0 (Pitman, 2006, Chapter 3). In particular, for any [ € [n], let

Kn
So=S—{87,...,S5 }, S=|J{Sr e {St,.... Sk}t Nim=1}.

Above, &y is the set of “new” symbols not observed in X,,, while S, is the set of “old”
symbols observed in X,, with frequency r. From Pitman (1995, Proposition 9),

rHha o if =0

y+n )
Pr[X, 1 €S| X, = (11)

mil=e) - jpg >

ytn =

The PYP prior is the sole PK prior for which the probability that X, 11 is a “new” symbol
depends on X, only through K,, and the probability that X, is an “old” symbol with
frequency ! depends on X,, only through M;,,. Further, the DP prior is the sole PK prior
for which the probability that X, i is “new” depends on X, only through n. These are
known as the “sufficientness” postulates of the DP and PYP priors (Bacallado et al., 2017).

3.3 Main result

Our BNP approach integrates the results of Section 2, under both the DP and PYP priors,
with the predictive distribution (11). We focus here on the PYP prior, noting that the

12



RANDOM MEASURE PRIORS IN BAYESIAN RECOVERY FROM SKETCHES

results for the DP follow by setting v = 6 and letting @ — 0. Before presenting the main
results, we outline the key arguments of our approach. In particular, for any [ € [n],

Prlfx,,, =1|Cs=c = Y  Pr[Xn1€8§|Cs=c, My =mlPr[M, =m|C, =c],
mEMn
(12)
where
my(l — )

Pr[Xn+1GSl|CJ:C,Mn:m]:Pr[Xn+1ESl‘Mn:m]Z Fn

;o (13)

with the last identity in (13) derived from (11). By combining (12) with (13), we obtain:

l— o

Pr[an+1 :HCJ:C] = E[Ml’n‘CJ:C], l e [n] (14)
This connects the posterior distribution of fx, ., given C, to the corresponding conditional
expectation of M ,,. This is the identity underpinning our approach to cardinality recovery,
effectively linking it to the frequency recovery problem discussed in Section 2.

From (14), a BNP estimator for m;,, under a squared loss can be immediately derived.
This is the conditional expectation of M; ,, given C, which is given for any [ € [n| by

. +n
mlm :E[Mlm‘CJ = C] = _aPr[an+1 :HCJ = C]. (15)

Then, since K,, = Y ;- ; M, a BNP estimator for k, under a squared loss is of the form

~ n +n
k:n:]E[Kn|CJ:c]:ZZ_aPr[an+l:l|CJ:c]. (16)
=1

Both (15) and (16) are based on (14), which in turn depends on (13) relying only on M ,.

Since the PYP prior is the sole PK prior for which (13) depends on X, only through M,
this approach cannot be extended to other PK priors. To conclude, we compute,

J
Pr[an+1 =1 ’ Cy= C] = ZPr[an+1 =1 ‘ Cs=c, h(XTH-l) = j]Pr[h(Xn-i-l) =7 | Cj = C],
j=1
(17)
for any I € [n], where the distribution of fx, ., conditional on C; and h(X,1) is given in
(8). We next provide an expression for (17) that simplifies the estimators (15) and (16).

Corollary 1. Let C; be a sketch of X,, under (2), with P ~ PYP(«,y,Gp). Forl € [n],
PT[an+l :”CJ :C]
J D222 +il) L
3 (1-a) Z ( > ieS(ej—l) — Tl [T/ % (ck — l‘sk,jﬂkaa)' (18)

+n +lil .
’y - Z’LES(CJO (JI\ )sz 1 (Ck,Zk;Of)

13
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See Appendix A.8 for the proof of Corollary 1. The BNP estimators for I-cardinality
and cardinality are derived by combining (18) with (15) and (16), respectively. Note that,
under the PYP prior, these estimators face the same computational challenges as those
discussed in Section 2 for the frequency estimation problem.

By contrast, under the DP prior, the estimators simplify significantly. By setting v = 6
and letting o — 0 in (18), we prove in Appendix A.9 that, for any [ € [n],

Pr| =1|Cyj=c] = 7 S] '+ lw (19)
r|f
Xnt1 J 6—|—n] f +c]—l)()

By combining (19) with (15) and (16), with v = 6 and o = 0, for any [ € [n]:

02 (¢j—1+1) 0\ 0 0
A J 0 ;o A
mmﬁzm ’“n—‘W(l‘J)*JZ ¢<1‘J‘%>’

Jj=1

where 1) is the digamma function, i.e. (z) = % log I'(x). These estimates for k, and my,
depend on the prior parameter 8, which can be estimated from C as discussed in Section 2.

4. BNP frequency recovery in the “traits” setting

The “traits” setting for frequency recovery extends the “species” setting studied in Section 2
by allowing the data points to exhibit nonnegative integer levels of association with multiple
symbols. We consider n > 1 data points (1, .. xn) modeled as a random sample X,, =
(X1,...,Xp), where each X; is represented as X; = = ((Yij, Aij),j = 1,. ., K;). Here,
A; ij € Np represents the level of association of the i-th sample with the tralt Y; j € S.
Sketching X, is conducted at the trait level using a random hash function h : S — {1,...,J}
from the hash family H ;. This function assigns each }7” to a bucket, incrementing the
bucket’s counter Ch(ﬁ- ) by flm, see Figure 3 for a schematic visualization. Consequently,
the sketch C; = (C1,...,Cy) captures the total association levels for the traits hashed into
each bucket. For a new data point X,,11, we define the empirical frequency level of a trait
Yoi1, as:

fYn+1 'r Z Z AZ]I ij = Yn+1 r) (20)

=1 j=1

We make use of the sketch C; to develop a BNP approach to estimate fy, ,,,, assuming
that X,, is sampled from a generalized Indian buffet process (James, 2017). Under this
model, the frequency levels of traits are sufficient statistics, thus paralleling the role of
species frequencies in our earlier BNP model for species data in Section 2.

Topic modeling is a prominent application of “traits” allocations, particularly through
the use of a multinomial naive Bayes classifier to categorize documents into topics. Suppose
each data point (X;,T;) consists of a document and a topic label T; € {1,..., M}. If n; is
the number of documents in each topic, the naive Bayes classification rule is given by:

K;
Pr(T; = m | Xi = {(yij ai;) }iy] o< Pr(T; = m] [ [ (m )9, (21)
j=1
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Sketching

Inference
J Buckets
1 2 J 1 2 J 1 2 J
EELL] AL HiN
h(Yoi1;) =2
h(Y1y) = J +Aig h(Ya) =1 44z,
h(Y12) =2 A2 h(Yaz) =2 +As2
h(Yi3) =2 +A1, h(Yag) =1 +Asg
h(Yas) =J +Az3
(a) Sketch update with traits of X;. (b) Sketch update with traits of X,. (c) Frequency query for trait Y, ;1 ;.

Figure 3: Data sketching in the “traits” setting. Each X;, for i € {1,...,n}, is defined by K; traits
(Yi1,...,Yik,) and exhibits an association level A;; with each Y; ;. A hash function maps each
trait into one of J possible “buckets” (shown in different colors), and the corresponding counters
are incremented by one. The recovery problem is to estimate the empirical frequency of a “trait”
Xy 41,5 based on the information contained in the sketch and the bucket assignments for Y,,;1 ;.

where 7 i is the relative frequency of the trait y; ; in documents with topic m. For sketched
data, w;'zj can be replaced by the Bayesian estimator f;]j] /nj. Another application is

in feature engineering, computing sketched “tf-idfs”. In information retrieval, tf-idf is a
preprocessing to adjust the A;;’s based on the frequency of documents with trait Y; ;:
A; n
K_Z’k~ log — = . (22)
St Ay s 1Yk € X5)

It is known that tf-idfs can replace raw frequencies in (21) (Rennie et al., 2003). One may
consider a sketched version of (22), where the counter is incremented by one instead of /L-JC,
so that fy, ., is the number of documents containing the word Y, ;1. Lastly, Zhou et al.
(2016) combines elements from the naive Bayes approach with a BNP model for “traits”
allocations, further illustrating the adaptability and potential of these methods.

4.1 BNP model and main result

We recall the definition of the generalized Indian buffet process; see also Broderick et al.
(2015), Broderick et al. (2018).

Definition 5. Let fi ~ CRM(0, p, Gy), that is i = )~ Jxbw,, and let G 4 be a probability
mass function over Ng. We say that a random variable X given fi is distributed as a
generalized Indian buffet process with parameter G4 if X =~ Ardw,, where (Ay)g>1 is
independent of (Wy.)k>1 and such that Ay | J, ~ G a(Jx) for k> 1.

We write X | i ~ IBP(G 4 | i) to denote that X is distributed according to a generalized
Indian buffet process with parameter G 4. While X represents an (infinite) random measure,
it is assumed that only a finite number of the A;;’s are non-zero. The representation of X
as a collection of displayed traits with their corresponding levels of association follows by

15



BERAHA, FAVARO AND SESIA

letting {(Yj, 4;)}; = {(Wy : Ax > 0, Ap)}r. Accordingly, we write the BNP model as:

Cj = ApI(h(Wi) =j),  jelJ],

i=1 k>1
h ~ My, (23)

~ did ~
Xl?"'aXn|M ~ IBP(GA’/’L))

fi ~ CRM(0, p, Go).
Under this model (23),

n
fYn+1,r = Z Xi(Yot1,r)
=1

is the total weighted frequency from equation (20). The sketch C; is derived through
random hashing of X,,, with each bucket j containing the hashed traits of S where h(w) = j,
denoted as D; = h™1(j) = {w € S : h(w) = j}. For a new data point X,,11, let Y,, 11, be the
trait belonging to X, 1 whose frequency we are interested in, and let B; = X,,11(D;) be the
increment to the j-th bucket of the sketch given by X, 11, for j € [J]. Let B = (By,..., By).

In the “species” setting, the posterior distribution (4) represented the probability that
Xn+1 appeared [ + 1 times conditional on the augmented sketch (Cy,...,C; +1,...,Cy)
and h(Xp,4+1) = j. This has a natural counterpart in the “traits” setting, namely

Pr{fvoer, =5 Xnp1(Yos1,) = a|h(Yai1,) = 5,C5 = ¢;,B =b], (24)

from which the posterior distribution of fy, , ., given C;, B, and h(Y,y1,), follows by
Bayes’ theorem. The next proposition establishes that the pair (Ch(Yn+1,r)7 Bh(ynﬂ’r)) is a
sufficient statistic for the estimation of fy, ,, ., with respect to (h(Yyny1,),Cy, B

Proposition 6. Let C; be a sketch of X,, under the model (23). Assuming X,11 is an
additional, unobserved random sample, for I =0,...,c, the following holds:

Pr |:fY:n+1,r = Z»XnJrl(YnJrl,T) =a | h(Yn+l,r) =75,Cr=c;,B= b]

. (25)
=Pr [fyppr, =L Xn1(YVar1,) = alh(Yns1,) = 5,Cj = ¢, Bj = 1] .

See Appendix A.10 for the proof of Proposition 6. The role of Proposition 6 is to
highlight an interesting distinction between the “species” and “traits” settings in frequency
recovery. In the “species” setting, Theorem 3 establishes that the DP prior is the sole prior
for which the posterior distribution of fx, ., given C; and h(X,1), matches the distri-
bution given just Cj(x, ). Conversely, in the “traits” setting, Proposition 6 demonstrates
that for any CRM prior, the posterior distribution of fy, ,, ., given C;, B, and h(Yy11,),
aligns with that given Cyy, ., ) and By, ,, ). This interesting phenomenon indicates that
all CRM priors in the “traits” setting satisfy a sufficiency property analogous to the DP

prior in the “species” setting. The following theorem provides an expression for (25).
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Theorem 7. Let C; represent a sketch of X,, under the model (23) with X,+1 being an
additional (unobservable) random sample. For anyl € {0,...,c},

Pr [fYnJFLT =1, Xn+1(Yn+1,r) a | h( n+1 r) Js Cj = Bj = b}
0 Pr [Zkzl die A;,k =c—1, 2@1 An+1,k =b— a}
I Pr [21@1 >oic1 A;,k =6 Zkz1 A;’H—l,k} = b} (26)

X / Pr Z/L =1, A1 =al 3] p(s)ds,
Ry

i=1
where Ay ..., Apy1]|s Y Ga(-|s) and the A].’s are the projection on the second coordinate
of the pomts of N' = {(Jy, (A; k)n+1)}k>1, which is a Poisson process on Ry x N”+1 with
Lévy intensity (0/J) [H1§1§n+1 Ga(da;|s)]p(s)ds.

See Appendix A.11 for a proof of Theorem 7. The application of Theorem 7 necessitates
defining the CRM prior via its Lévy intensity and choosing a distribution G4 for the trait
association levels. Below, we apply Theorem 7 with G 4 modeled as a Poisson distribution,
which simplifies (26), and then we consider modeling G4 as a Bernoulli distribution.

4.2 Results under G4 Poisson

Let G4(-| Jx) be the Poisson distribution with parameters A\J, for fixed A > 0. Leveraging
the closeness under convolution of Poisson distributions, we can simplify (26) considerably.

Proposition 8. Let C; be a sketch of X,, under the model (23) with G a(Jy) being the
Poisson distribution with parameter rJy for a fixed v > 0, and let X, 41 be an addi-

tional (unobservable) random sample. Further let ¥ be the function defined in (3), and
let (™ (u) = (—1)"%6_0/J¢( “) and k(u,n) f]R e ""s"p(s)ds. Then, forl=0,...,c,

Pr [fYn.H’T =1, Xny1 (Yn-‘rl r) =a | h( n+1 7") Js Cj = Bj = b}
0 (c\ (b ¢ = ((n+1)N) (27)
= — l 1A).
7 () (0) sy 0 0
See Appendix A.12 for a proof of Proposition 8. We further specialize Proposition 8 by
assuming that fi is a Gamma CRM, i.e., p(s) = s ! exp{—s}. This simplifies (27) to:
Pr [fYn+177< = laXn+1(Yn+1 r) =a | h( n+1 r) =7 C = Bj = b}
S 28
_ O fe\ (b (I+a—1) re/J+c+b-1 a). (28)
J\!/) \a r'@/J+c+b)

See Appendix B for the proof of (28). As a generalization of the Gamma CRM, we consider
the generalized Gamma CRM, i.e., p(s) = al'(1 — a) ts~* e~ for a € [0,1) and 7 > 0
(Brix, 1999); see also Pitman (2003) for details. This simplifies (27) to:

Pr [fYn+1,r = Z’Xn+1(Yn+1 7“) =a | h( n+1, T) Js Cj =6 Bj = b]
—J4b— 9\ % (c—l+b—a,i;a
_ 0 <C> <b> a(l =)y it (7) (T+(n(+1)x)cfl+bfzhm (29)
(r+ .

= = —a+l+a c+b 1 9\? C (c+b,i;a
7\ (n+1)r) Yt (9) (T+(—)

i=1 (nt1)A)eFb—ai
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See Appendix B for the proof of (29). Both (28) and (29) are easy to evaluate.

As explained in Section 2, applying (28) or (29) necessitates estimating the unknown
parameters A and the prior parameters from the sketch C ;. Given the convolution properties
of the Poisson distribution, the distribution of C; under the model (23), where G 4(Jy) is a
Poisson(AJ), corresponds to the distribution of the following hierarchical model:

Ci 1T Poi(nATY),

ind
CT]/' ~ ij(a’pu GO)’

(30)

where fp.(0,p,Go) is the distribution of fi(Dj;). If fi is modeled according to a Gamma
CRM, then fp, follows a Gamma distribution with parameter (¢/J,1). Consequently,

o (D
Pr[C; = = k 31
1[Cy =il (1—|—n)\)9+"j1—11 ol (31)
which allows estimating # and A by maximizing the marginal likelihood (31). If /i is a gen-
eralized Gamma CRM, the distribution of fp, is not conjugate to the Poisson distribution.
This prevents obtaining a closed-form distribution for the sketch Cj;. However, we can
apply a likelihood-free method similar to that discussed for the PYP prior in Section 2.

4.2.1 COMPARISONS UNDER THE GAMMA AND GENERALIZED GAMMA PROCESS PRIORS

We compare the posterior distributions of fy, ., under the Gamma CRM and generalized
Gamma CRM priors, with G 4(- | J) modeled as a Poisson distribution with parameter \Jj,
for fixed A > 0. Notably, when a = b = 1, the posterior distribution under the Gamma
CRM prior coincides with the posterior distribution obtained under the DP prior, which is
displayed in (6). In other cases, the posterior distribution of fy, , . incorporates additional
information from X,,11(Y;) = a and Xn+1(Dh(Yn+1,T)) = b, providing details on the relative
frequency of trait Y1, within its corresponding bucket. Figure 4 contrasts the posterior
distributions under Gamma CRM and generalized Gamma CRM priors, illustrating sig-
nificant differences influenced by the specific prior settings, especially for small values of
Xn+1(Yn+t1,r). Moreover, for a given Xy11(Dpy,,,,,)) = b, values of X, 11(Y;) close to b
push the posterior distribution to large values, reflecting the prevalence of the trait Y, i,
within that bucket. Conversely, values of X,,11(Y;) considerably smaller than b indicate the
rarity of the trait within the bucket, driving the posterior of fy, ., , towards lower values.

4.3 Results under G4 Bernoulli

Let G4(-| Ji) be the Bernoulli distribution with parameter Jg. Under this assumption, the
levels of associations of traits simply refer to their presence or absence. For this reason,
traits are typically referred to as features. The conditional distribution of the random
variable S, = 3 )~ Zle Ajy, in (26), given fi, is the distribution of the sum of independent
Bernoulli random variables with parameters J1, ..., J{,J3, ..., Js, ..., where each J} appears
exactly n times; this is the Poisson-Binomial distribution (Chen and Liu, 1997). Similarly,
Z=>% 1A 11,1, follows a Poisson-Binomial distribution with parameter Ji,Jb, . ... While
the Poisson-Binomial distribution has a complicated expression, one may combine Le Cam’s
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Figure 4: Posterior distribution of the empirical frequency level fy, ., ., assuming the Poisson
setting with a Gamma CRM prior (blue line) and with a generalized Gamma CRM prior (orange
and green lines). In all the panels, a and b vary, while we fix ¢ = 50, m = 1000, J = 50, § = 0.3,
7=1,A=1, and a = 0.25,0.75 for the orange and green lines respectively.

theorem (Le Cam, 1960) with the results in Section 4.2 to approximate (26) in the Bernoulli
setting. For notation’s sake, considering S, and Z as previously defined, we introduce S,
and Z such that, given 7" = 3,0, Ji, S, | T' ~ Poi(nT") and Z|T' ~ Poi(T"). We first
observe that the posterior distribution of fy, 41, in (26) is proportional to

Pr [fYn+l,r = l, Xn+1(Yn+1,7") = 1 | h(Yn+17r) — j7 C] — C’ BJ _ b]
X Pr[fyer, = b X1 (Vas1s) S =c— 1, Z=b—1].

In the next theorem, we provide an approximation of the distribution of fy, , . by replacing
S, and Z with S, and Z respectively. We also estimate the approximation error.
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Theorem 9. Let Cy be a sketch of X,, under the model (23) with G o(Jx) being the Bernoulli
distribution with parameter Ji, and let Xy, 1 be an additional (unobservable) random sam-
ple. Furthermore let ¥ be the function defined in (3), and let (™ (u) = (— "4 d o—0/J3(u)
and k(u,n) fR e ""s"p(s)ds. Then, the posterior distribution of fy, ., can be approxi-

mated by the distribution of the random variable fYn+l,r such that, forl=0,...,c

Pr [fyn+l,r = len-i-l(Yn-&-lm) = 1}

= Pr | friprs = b Xnt1 (Vas1,) = 1| Sy == 1,.Z = b— 1] (32)

o (e=1+1)q <7> == (n 1) /(sl+1 — 5" ) p(s)ds.

Moreover, the total variation distance between the random vectors [fy, ., ., Xny1(Ynt1,), Sny Z]
and [fy, 1. Xnt1(Yat1r), Sy, Z) is upper bounded by (260/.) fR+ e YWk (u, 2)du.

5. Numerical illustrations

5.1 Frequency recovery
5.1.1 LIMITATIONS OF THE DP WITH HEAVY-TAILED DATA DISTRIBUTIONS

To illustrate the limitations of the DP prior, we conducted two simulations with n = 500, 000
data points, simulated either from a DP with parameters § = 5,10,20,100 or from a Zipf
distribution with tail parameters ¢ = 1.18,1.54,1.82,2.22. The Zipf distribution, applicable
to infinitely many items, assigns the probability of the k-th item as k=¢/{(c), where ((-)
denotes the Riemann’s zeta function, defined by ((c) = >, k¢

The DP is known to produce distributions with geometric (light) tails (Teh and Jordan,
2010), which may not adequately capture data with heavier tails behaviours. In contrast,
the Zipf distribution exhibits power-law tails, where the parameter ¢ directly influences the
decay rate of the tail: lower values of ¢ indicate heavier tails, representing larger fractions
of low-frequency items.

We assume model (2) in combination with DP prior for P, whose total mass parameter
is estimated from the sketch as discussed in Section 2.5. We let J vary between 100 and
5,000. As evaluation metric, we follow Dolera et al. (2023) and consider the mean absolute
error (MAE) stratified by the true frequency of the tokens. That is, for all distinct symbols
s appearing in the original data set, we compute

1
ZSES (fS (m7 m

MAE,, = Zlfs—fslf(fs € (lm, um)
SGS

where f; = >, I(X; = s) is empirical frequency, fs its estimate, and (I Um]m>1 are
non-overlapping frequency bins.

The top row of Figure 5 shows the MAEs when data are generated from a DP with
parameter 6 € {5,10,20,100}. In this case, the MAEs for low and mid-frequency tokens
decrease rapidly with J, especially if 6 is small. This is expected since lower values of 6
correspond to fewer distinct symbols in the sample, reducing the likelihood of hash collisions.
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The results for Zipf-distributed data are displayed in the bottom row of Figure 5. In
this case, the MAESs are considerably larger, especially when c¢ is small. This is unsurprising
since, as discussed above, smaller values of ¢ correspond to a greater number of distinct
symbols in the sample, increasing the likelihood of hash collisions. Moreover, the DP prior
is not suited to modeling heavy-tailed data, which is clearly reflected in the very high MAEs
associated with the low-frequency tokens.

Bin: (0, 4] Bin: (16, 64] Bin: (256, +x)
— 0:5.0
10* 4 6:10.0 104 4 1044y
—— 0:20.0
10% 4 — 6:100.0 | 443 ] 10% 4
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10! 4 10! 4 10! 4
100 4 10° 4 100 4
0 1000 2000 3000 4000 0 1000 2000 3000 4000 0 1000 2000 3000 4000
Bin: (0, 4] Bin: (16, 64] Bin: (256, +x)
— ¢: 1.18
10* 4 10 § 10* 4
10°] 10° ] o] %
1024 107 | \ 102 4
10! 10t § 10!
10° 4 10° 4 10° 4
0 1000 2000 3000 4000 0 1000 2000 3000 4000 0 1000 2000 3000 4000

Figure 5: MAEs as a function of J for the frequency recovery problem under a DP prior. Top: data
simulated from a DP with parameter 6. Bottom: data from a Zipf distribution with parameter c.

5.1.2 FREQUENCY RECOVERY WITH THE APPROXIMATE POSTERIOR UNDER THE PYP

We consider now the same synthetic datasets of Dolera et al. (2023), which consist of
n = 500,000 samples from the Zipf distribution with parameter ¢ = 1.18,1.54,1.82,2.22.
We make use of (9) to estimate the frequencies via the posterior expectation, and then we
compare estimating the parameters via the likelihood-free approach in Dolera et al. (2023)
(specifically, we refer to their estimated values) and our method based on minimizing the
recovery error on the first 10,000 samples. The results are displayed in Figure 6.

Note that, to satisfy the asymptotic regime of Theorem 4, we set J to smaller values
compared to the previous simulation. It is clear that the proposed estimation method leads
to a significant enhancement for the frequency recovery problem. Additionally, employing
a PYP prior yields markedly lower MAEs compared to a DP prior, particularly for low
frequency tokens. Interestingly, while larger values of the parameter ¢ correspond to better
performance under the DP prior, the opposite holds true under the PYP.

This can be explained as follows: when the tail parameter of the Zipf distribution, c,
is large, the data generating process exhibits lighter tails and fewer data points contribute
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to most of the total mass, commonly referred to as “heavy hitters”. When predicting the
frequency of these heavy hitters, the asymptotic regime under which (9) is derived may not
hold, as ¢; may be comparable to n for some j while ¢, ~ 0 for other k # j.

A similar scenario might arise if J is large. From (5), it is clear that our estimator
applies linear shrinkage to c¢; by a term inversely proportional to J. Therefore, if J is
large and ¢; is not sufficiently large, the estimator over-shrinks the frequency to zero. This
becomes evident in our example when ¢ = 1.82: in this case, the MAEs associated with low
and mid-frequency tokens show an increase as J increases, which can be attributed to the
invalidity of the assumptions underlying Theorem 4 for larger values of J.

Bin: (0, 4] Bin: (16, 64] Bin: (256, +)
N
N N
NN \ §
1044 N~ 1049 N'==al 1044 Ny
\\\\\__~ \_~\ N \\\
______________ So \’f——\\ \\\\\
—————— J - = J N ——
10° 54 N = | 1074 N S\ eoo | 100 AR \ \\
AN N NN
S~el \\\\ SOOSS = S=o
0N\ T SSsee | 107 N 1024  TTTTTTT ~ =
10 4 10" 4 10 4
— c:1.18 — :1.82
100 4 100 4 c:1.54 —_— 1222 1004

T T T T T T T T T
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Figure 6: MAEs as a function of J for the frequency recovery problem of Zipf(c) data under a PYP
prior. Solid lines correspond to prior’s parameters (a, 6) estimated with our method; dashed lines
correspond to estimates of (a, #) obtained as in Dolera et al. (2023).

5.1.3 APPLICATION TO THE (GUTENBERG CORPUS

The second data set comprises 18 open-domain classic pieces of English literature from
the Gutenberg Corpus (Project Gutenberg, 2022). These data are pre-processed with the
same approach of Sesia and Favaro (2022): punctuation and unusual words are removed,
retaining only words found in an English dictionary of size 25,487. Subsequently, 1,700,000
consecutive word pairs, or 2-grams, are extracted. These 2-grams are then sketched using
a random hash function, as usual. As shown in Figure 7 (left), these data exhibit a clear
power law distribution characterized by numerous bigrams with low frequency.

We compare the frequency estimates obtained under the DP and PYP priors, with the
latter utilizing the large-n approximation derived in Theorem 4. Given the large sample
size, it is reasonable to expect that such an approximation should be quite accurate in this
case. Figure 7 (right) displays the results, averaged over 20 independent hash functions. As
anticipated, the PYP outperforms the DP significantly for low and mid-frequency tokens,
while their performance is essentially equivalent for very high frequency ones (note that the
number of tokens appearing more than 1024 times is less than 100).
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Figure 7: Left: frequency distribution for the Gutenberg corupus’ bigrams. Right: MAEs as a
function of J for the frequency recovery problem.

5.2 Cardinality recovery
5.2.1 EXPERIMENTS WITH SYNTHETIC DATA

We investigate here the empirical performance on simulated data of the BNP cardinality
estimator derived in Section 3, for the special cases of the DP prior of the general PYP
prior. Synthetic data are generated from the BNP model in (2) using different values of the
PYP parameters («, #), and then they are sketched using a hash function of width 128. Our
BNP estimates are compared to the ground truth, which is available in these experiments
because we know the prior parameters of the data-generating model and have access to
the non-sketched data. All experiments are repeated 20 times and the results averaged,
utilizing independent data sets and independent hash functions.

Figure 8 compares the true and estimated cardinality as a function of the sample size
n, separately for data generated from DP prior models with e = 0 and different values of 6.
Figures 10 and 11 in Appendix C.1 consider instead data generated from PYP models with
f = 100 and different values of o and from Zipf distributions with different tail parameters,
respectively. To make the computations practical, all estimates are computed under the
(possibly mis-specified) assumption that o = 0, and estimating 6 empirically via maximum
marginal likelihood. As predicted by the theory, the results confirm our estimates are
accurate when the DP prior is well-specified, while otherwise they tend to underestimate
the number of distinct species, especially if n is large. Similar results are shown by Figure 11
in Appendix C, which reports on analogous experiments based on synthetic data generated
from a Zipf distribution.
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Figure 8: True and estimated cardinality in synthetic data from a DP prior model with different
parameters, as a function of the sample size. The true and estimated cardinalities are almost
indistinguishable.

5.2.2 EXPERIMENTS WITH REAL DATA

In addition to the Gutenberg corpus’ bigrams dataset discussed in Section 5.1.3, we consider
here two additional datasets. The first one was made publicly available by the National
Center for Biotechnology Information (Hatcher et al., 2017) and contains 43,196 sequences
of approximately 30,000 nucleotides each, from SARS-CoV-2 viruses. For each sequence,
we extract a list of all contiguous DNA sub-sequences of length 16 (i.e., 16-mers), and
then we sketch the resulting data set with the random hash function. The last data set
is discussed in Rojas et al. (2018) and contains a list of 3,577,296 IP addresses, which we
sketch directly without pre-processing; these data were made publicly available through the
Kaggle machine-learning competition website. For all data sets, in these experiments we
separately consider sketches obtained with two distinct hash functions, one with a width of
128 and another with a width of 4096.

Figure 9 compares the true and estimated cardinality for random subsets of the three
aforementioned data sets, as a function of the sample size and for two different values of the
hash width. Our BNP cardinality estimators are computed assuming o« = 0, and estimating
f empirically via maximum marginal likelihood. All results are averaged over 20 indepen-
dent experiments with different hash functions. The results show the cardinality estimates
obtained under the DP prior are relatively accurate for the DNA data set, which does not
exhibit power-law tail behaviour (Sesia and Favaro, 2022), but tend to underestimate the
true missing mass in the other cases, especially if the hash function width is small. In
principle, we expect that using the PYP prior would yield more accurate estimators for the
cardinality in all cases. However, computing (18) (for o # 0) is computationally prohibitive
even for moderate sample sizes.

6. Discussion

In the “species” setting, while Cai et al. (2018) and Dolera et al. (2021, 2023) employed
BNPs to create learning-augmented versions of the CMS using DP and PYP priors, our ap-
proach diverges from the CMS framework as we condition on the information contained in
the entire sketch. Moreover, our approach encompasses the broader class of PK priors and
also facilitates cardinality recovery using the same data sketch. PK priors have been widely
applied in BNPs, assuming access to true data, largely for their mathematical tractabil-
ity, which leads to posterior inferences that are straightforward, computationally efficient,
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Figure 9: True and estimated cardinality in real data sets sketched with random hash functions of
different width, as a function of the sample size.

and scalable to large datasets (Lijoi and Priinster, 2010). However, we have shown these
advantages of PK priors do not necessarily extend to BNP inferences from sketched data,
presenting unique challenges and constraints in selecting appropriate prior distributions.

This challenge creates opportunities for: (i) further exploration of both exact and ap-
proximate algorithms for the efficient numerical evaluation of the posterior under the PYP
prior; (ii) continued investigation into large-sample approximations of the posterior under
the PYP prior, potentially with reliable error bounds; and (iii) the consideration of alter-
native priors aimed at simplifying posterior distributions while providing more flexible tail
behaviors than those offered by the DP.

The “traits” setting of the frequency recovery problem introduces another novel aspect
that goes beyond the works of Cai et al. (2018) and Dolera et al. (2021, 2023), highlighting
the adaptability of the BNP framework to diverse data structures. Unlike the “species” set-
ting, the “traits” setting demonstrates greater flexibility in the choice of prior distributions,
enabling the tractable evaluation of posterior distributions for large sample sizes, especially
under the assumption of a Poisson distribution for the levels of trait associations. Such a
desirable property stems from the Poisson process formulation of CRMs, which determines
a posterior distribution that depends on the sketch C; only through Cj(x,,,,)-

In general, for both the “species” and “traits” settings, we argue that the BNP approach
is also flexible with respect to the object of interest, due to the use of the posterior distri-
bution as the main tool to obtain estimates. In the future, our BNP approach may also be
extended to recover other quantities beyond those studied in this paper. Of notable interest
in the CMS literature is the problem of recovering the (cumulative) empirical frequency of
s > 1 new data points (Cormode and Yi, 2020, Chapter 3). We refer to Dolera et al. (2023)
for a discussion in the context of learning-augmented versions of the CMS.
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Appendix A. Proofs
A.1 Proof of Theorem 2
By the definition of conditional probability, we have that

— Pr [an+1 — lch = C,h(Xn+1) = ]]

P =[|Cjy=c h(X =j| = 33
r [anJrl ‘ J C, ( n+1) ]:| Pr [CJ =c, h(Xn+1) _ ]] ( )
Let g(t) = Zpt~ Ve P, where Zp is a normalizing constant.
Denominator. We have
Pr{Cy = e, h(Xp11) = j]
_ < n )Pr[Xl €Dj,...,X., €D;,Xps1 €Dy,
Cly...,CJ
J—1
X; € Dq,i € [Cj 1Cj +al,..., X € Dj,1 € [ch,n]}
k=1
n
= E | P(D)“ T ] P(Dr)™ | . 34
(", e [P@)e TP (31)

k#j
From (34), writing P(-) := fi(-)/i(S) and the expression of ¢g(t) = g(i(S))

. n . c
Pr[Cj=c, h(X,11) =j] = <c1 C)E P(D;)5*! | | P(Dy)*
e oy

n ~ —n—1—v_—B4a(S) ~ cj ~ c
:zT<Cl )E A(S) 18O () T f(Di)
yooosCj oy

n unty -
-7 E |e~wtBalDy) 5 p.yeitl
T(Cl,...’Cj>/[R+F(n+'y+1) [6 D) }

< [[E {6—<u+ﬂ)ﬂ<Dk>ﬂ(Dk)ck]
ki

n ™t de-i-l
-7 | c+1 87 —0Y(z)/J
T(cl,...,cj>/R+F(n+7—|—1)( ) dzeit1© ()
de  _
<TI0 m e arpdu.
k#j
where the second equality follows from the definition of PK model and the third from the
Gamma identity ji(S) " 177 = Jo, W/ T(n+y+ e ") dg, an application of Fubini’s
theorem, and the independence property of CRMs. The last equality follows from the
properties of the exponential function and the definition of Laplace exponent of the CRM.
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Numerator. Let B, denote a ball of radius € around w € S. We have

Pr [Z I(Xn_H)(Xi) = l, CJ = C, h(Xn—H) = ]] =

lim Pr[ZIB ) =1,C;=c,Xn41 € By | dw
We consider the integrand,
n
Pr|> Ip.(X:) =1 Zlh =¢,Xpt1 € Bur
=1
—z
- <”>< " )Pr[XleBw*...XleBw*,XnHeBw*,
l C1,...,Cj—l,...CJ

Xl+1 S Dj\Bw* ...,ch S Dj \Bw*,
J—1

Xi; € Dy,i€cjicj+cl,. ,XiEDj,ie[ch,n]}
=1

= < " )IE P(By+)*'P(D; \ By)o ' ] P(Di)* | . (35)
lCl, ) —l,...CJ kj

To evaluate the expected value, we proceed as in the case of the denominator and write

E P(Bw*)l+1P(Dj \ Bw*)cj*l H P(Dk)ck

ki
unty .
_z E [e~ (+ORBo) (B
T/R+F(n+”y+1) [e A Ber) }
X]E[ ~(EBADNB) (D \ Byye)e l} HE[G (WD) (D, )* | du.

k#j

The two latter expected values above can be computed as in the denominator case. For the
first expectation instead, letting € — 0 we have

E {e*(quﬁ)ﬂ(Bm)ﬂ(Bw*)lH] — k(u+ 3,1+ 1)0Go(dw),

where k(u,l) = fR+ sle™"$p(s)ds. This can be verified using, for instance, Lemma 1 in
Camerlenghi et al. (2019). Hence, the numerator equals

Pr [ZI(Xn+1 —ZCJ—C h( n+1)—j]

1 n ZT
M\et,oooe5—=1...cj)T(n+v+1)
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ci—l
% / / un+’7(_1)8j—l ( d ’ — 6—9/J¢(U+B)> X
D; JR, d(u+ B)%

de
< [J (=1 o e 0| 4 gyk(u+ B, 1+ 1)0duGo(dw®),
k#j

where we can further integrate with respect to dw* and observe | D, Go(dw*) = 1/J thanks
to the universality assumption on the hash function . Combining numerator and denomi-
nator, and using the definition of ¢(™ (u), yields the result.

A.2 Proof of Theorem 3
Recalling the definition of (™ (u), the claim of the theorem entails that

ci—l1 c _ P
fR+ un—‘rw%e_ij(z)‘u—i-ﬁ Hk;&j fsz e e )/J|(u+6)’i(u + 6’l + 1)du

d(=2)%

= f(na Cjal))

dc'+1 - de -
Jo, urT e g Tl Seere W@ gydu

where f is an unknown function which cannot depend on ¢k, k # j. Then

defl dex
n+ry —0/Jy(z) —0(2)/J -
/R+ U d(z)cj_le lu+8 kl#lj L€ |y (u + 6,1+ 1)du

Cj-‘r].

ntry d —0(2) /] d% gz
Fn.cj.1) /R W g O g [ o™ sy du
+ ki

or, equivalently,

n d —0Y(z)/J
/ Wt T e O g x
Ry k£

deJrl

defl 3 B Coui
(d(Z)Cj—le 0/J%( )|u+5/i(u + 5,01+ 1) — f(n, Cj’l)We 09 ( )/J|(u+ﬁ)> du = 0.

Since the above equality must hold true for all values of ¢, k # 7, it follows that, Yu > 0,
dcj+1
dZCj+1

dcj_l

W@*G/Jw(z)’u_i_ﬂﬁ(u + B,0+1) — f(n,cj,1)

670w(z)/J|(u+6) =0. (36)

The simplest nontrivial case is when ¢; = 1,/ = 0 (indeed note that if ¢; =0, I = 0 by
definition and we get f(n,c;,l) = 1). Now, note that

A o) _ -0/0u) <_9) 4,

dz J) dz

a2 0\ d 2 0\ d2
L -0/0u) _ ofaw) | (_0) L —o/au(z) (V) 47
dz2° ‘ [( J) dzw(z)] e ( J) V)

Plugging these into (36) we get
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6 d
—0/Jp(u+p)) _ T = 1
: { O @ ussn(ut 8,1)+

— 1) ([(—f’,) A ) - ij;w<z>|u+ﬁ} -0

u+p

Given the positivity of the exponential function, we can set the term in the curly brackets
equal to zero. Since d/dzv(z) = —k(z, 1), the term in the curly brackets above reduces to

2

0 0 0 d
jn(u +B,1)* = f(n,¢j,0) (sz(u +B,1)* + j&ﬁ(za 1)|u+6> =0,

which entails

-1
Letting w:= (¢ — -1 , the differential equation above can be seen to have solution
J o flnel)
1 w
K(z,1) = —= = :
c+,; Ttz

where c is an arbitrary constant and 7 = cw.
Let now ¢; = [ = 0 and recall that in this case f = 1. Plugging these into (36) we get

A —oprw) g,

which leads to

o/ (0 0 d _
€ (T+Z+Jd2w(z)>u+ﬂ 0-

Setting the term in the parentheses equal to zero, we obtain that
Y(z) = Klog(t + 2). (37)

Hence, we have shown that if Pr [anH =1|Cy=c,h(Xpnt1) = j] does not depend on ¢,
k # j, the CRM [ must have Lévy exponent (37).

Let now i’ be a CRM with Lévy exponent v as above. We first note that, without loss
of generality, we can set K = 1 since setting K # 1 the Laplace transform

Ee—zﬁ'(A) _ e—Klog(7+z)0Go(A) _ (7_ + Z)—KGGO(A) —. F,(Z)
simply amounts to rescaling the total mass parameter.

We now show that 7 must necessarily be equal to one. Note that if jig is a Gamma

process, then its Lévy exponent is log(1 + z), which is (37) but shifted of a term (1 — 7):
Ee #6(A) = (1 4 2)~ K000 = F'(z 4 (1 - 7). (38)

Let fa be the probability density function of fig(A), and f4 be the probability density
function of i'(A). By the properties of the Laplace transform, (38) is equivalent to

fa(t) =€ VIL(L),  for allt,
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which is clearly impossible if 7 # 1 since we must have that both f4 and f/; must inte-
grate to one since they are probability density functions. Hence, we have shown that if
Pr [an+1 =1|Cj=c,h(Xp+1) = j] does not depend on ¢, k # j, the underlying CRM
must be a Gamma process.

We are left with two degrees of freedom: namely the parameters v and 8 defining the
change of measure in the Poisson-Kingman model. However, note that if & is a Gamma
process, the resulting PK model with g(t) oc t~7e5* is still a DP. This can be checked, for
instance, starting from Eq. (177) in James (2002). This concludes the proof.

A.3 Proof of Equation (6) as a special case of Theorem 2

The DP is obtained by normalizing a Gamma process, whose Lévy intensity is s~ 'e~*dsGo(dx).
Hence,

() = / (1= e ") p(s)ds = / (1— e u)s~le=5ds

Ry R,
= / / (1 —e “)e e 5dtds
Ry JRy

u

_/R+ (t+1)(t+u+1)

dt =log(1 + u),

where the third equality follows from the identity s~! = fR+ e~'dt and the fourth one by
an application of Fubini’s theorem. Then it follows

dv 00 _ '@ +n)

-1y — 1 —60—n
(1 f
Moreover, k(I,u) = T'(1)/(u + 1)". Hence, the integral at the numerator of (4) can be

evaluated as

DO/ 46Dy ”Zl/(j/f,f’“)w L) / u o (14 )0
Ry

o) Al
DO/ T +¢; 1) Lo/J +cx) I'(n+1)
=t Ut Vg

kg

Similarly, the integral at the denominator of (4) equals

r@/J+cj+1) r@é/J+ck) o o) —6-n—1
ORI fo e
O/ +c;+1) D0/ +c) T(n+1)

N rwe/J) H re/J) T@+n+1)

k]

Combining these expressions together, we have

0 (c;\, T(O/] i—1
Pr[fx,os = 1| Cy = e h(Xnin) = ] = J<CZJ>Z!F((0//J1—CC;+1))'
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A.4 Proof of Equation (6) from the finite dimensional laws of the DP prior

In this proof, we exploit only the original characterization of the DP in terms of its finite-
dimensional distributions. That is, given 6 > 0 and G a probability measure on (S), P is
a DP with mean measure 0G if and only if, for any n > 0 and any n measurable partition
Aq,... Ay of X,

(P(Ay),..., P(Ay)) ~ Dir,(0Go(A1), .. ., 0Go(Ay)), (39)

where Dir,, denotes the n — 1 dimensional Dirichlet distribution.
We argue as in Appendix A.1. To compute the denominator in (33), from (34), (39)

Pr[Cy = ¢, M Xnt1) = j]

B ( n > r'(0) I'@/J+c;+1) H L'@O/J+ cg)
-\ cy)T(O+n+1) r/J) INC/P)

k#j

where we also exploited the e uniformity of the hash function which ensures that Go(Dy) =
Go(h~Y({¢})) =1/J forany £ =1,...,J.
Similarly, to compute the numerator, consider (35). Since P is a DP,

E | P(By)"™ P(D; \ By )™ [ [ P(Di)*
k#j
B 1< n > r'(9) ['(aGo(Bu) +1+1)
CU\etyeeci—1oegJT(O+n+1) ['(0Go(By*))
T(0Go(Dj \ Bu) +¢; — 1) I L(0/J + c)
I'(6Go(D; \ Bu+)) r/J)

k#j
We now let € — 0. First note that, of course

[(0Go(Dj\ Bur) +¢;—1)  T(0Go(Dy) +¢;—1) _ T(0/T +¢c; — 1)
[(0Go(D; \ Bu-)) [ (0Go(Dy)) T(6/J)

To evaluate the limit of I'(0Go(Byw+) + 1 + 1)/T(0Go(By+)), we first unroll the numerator
using the recurrence relation I'(z 4+ 1) = 2I'(2) [ times so that

['(0Go(By+) +1+1)
['(0Go(Bwr))

= (0Go(Bur) +1) -+ (0Go(Bur)) = 0Tl + 1)Go(Bur) + 0(Go(Bur))-

Letting now € — 0, we can ignore higher order infinitesimals and get that

L'(0Go(Bu~) +1+1)
F(HGO(Bw* ))

— 0T (1 + 1)Go(dw™),

which leads to

n

=1
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/ PI" [ZIXH+1 = ’CJ:C7XTL+16d(JJ*
. n r(6)
l<01, N )WOF(Z + 1)Go(Buw)
d
tor Lt J, G

Integration with respect to dw* is now straightforward and fD~ Go(dw*) =1/J.
J
Combining numerator and denominator yields the proof.

A.5 Proof of (8) as a special case of Theorem 2
In the case of a PYP, we have 8 =0, ¢(u) = u® and

Tl -« o
k(u,l) = au® ZM = au* (1 - )(1-1)-

Using the Faa di Bruno formula, we have (see, e.g., Lemma 1 in Camerlenghi et al., 2019):
d° N o . ;
1) = e/ .
(1) g Z Z S jl;[ln(u,k])
o 1 a" c 7
_ —u®/J 1L o -
- Z <J> uc=o! Z): <k1k1> 3131<1 )1

1=0

_ —u“/JE( > i),

where €'(c,i; «) is the generalized factorial coefficient and (%) denotes the summation over
positive integers (k1, ..., k;) such that 22:1 kj =c.

Recall the definition of the multi-index set S(c, 7, ¢) as in the main text below (8). Then,
the integral at the numerator of (4) equals

ci—l .
/ ub+~/e—ua/szzJ—i]- % (c; _lﬂﬁa)
R, = u(:jflfazjr
—u® — Cknzka ) —l—
{H u /JZJ ik o }aua l 1(1—a)(l)du
k#j i, =0

c1 c;—l

Z ZJ: J*Zkik%((:j — 1,45 )

=0 ;=0 ;=0
X H C (ck,ip; a)a(l — oz)(l)/ e Wy It i intagy,
ki Ry
c1 ¢l cJj
= ..Z...ZJ*Zklkcg(cj_hij;a)
=0 ;=0 ;=0
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X H‘K(ck,ik;a)(l — a)(l)F <PYZOK + ZZk)

kj k
v+« . — 4] el .
=(1—a)y Z r " +1| ) J H C(cr — 10k, 05 ).
i€S(e,j,—1) k=1

Similarly, the integral at the denominator of (4) equals

cj+1
Z ]Z ZJ Zklkcg C]-Fl ZJ, )H%”(ck,ik;a)l“ <Z£+ZZ;€>
k

i1=0 1;=0 i 7=0 k#j
J
= > T(/a+ i) J U] Elcr + 6k in; ).
i€S(c.51) k=1

Combining these gives (8).

A.6 Proof of Equation (6) from Equation (8)
The proof relies on Charalambides (2005, Theorem 2.16), which characterizes the behaviour
of generalized factorial coefficients as @« — 0. For n > 0 and 0 < k < n it holds that

lim € (n,k; a)

a—+00 ak

= |3(n7 k)’v (40)

where |s(n, k)| is the signless Stirling number of the first type; see Charalambides (2005,
Chapter 2) for details. Now, we apply (40) to the posterior in (8). For [ =0,1,...,¢;:

lim Pr{fx,,, =1|Cy = ¢, h(Xn41) =]

— lim 7<Cj)(1 — ) Zcsted- )F(( letl)l) [Ty € ek — g, 5 )
Zze5( c,g,1) T gl Hk 1 C(cr + Or gy ix; )
<Cj ) (1-a)g) 2 ies(e,) W [Tie ’“”’;J’“)
ZiES(c,jJ) Ht:0J|(i7+at sz:l %(cﬁjf,;j’lk;a)
_7 (cj>“ZieS(c,j,—l) (%)lfl ITiy Is(ex — Wry k)|

TN Yiesteqn (5) Ty Is(er + 0k i)

Recall that signless Stirling numbers of the first type are the coefficients of the series ex-
pansion of a rising factorial (Charalambides, 2005, Equation 2.4), i.e. for t > 0, (t)(,) =

> 0<k<n |5(0, k) |t*. Then,

J (2
i . Cj k=1 (7) cr—161 5
li Prlf =11 € = () =] = (7 )t e
J
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_ 1 (Cj—l-l-l)(l)
J(%—i_cj_l)(l—i-l)

which coincides with the posterior in (6) by setting 6 =

A.7 Proof of Theorem 4
The first step, proved below, consists of establishing that, with ¢; fixed,

lim  Prlfy,., =1Cy = h(Xni1) = J] (41)

c_j—+
¢j rE+J)(+ JQ)(¢;-1)
=7\, JA-ors :
F(a—i-J—l) (7+Ja—a)(cj+1)

Then, it follows by the Chu-Vandermonde identity (Charalambides, 2005, Chapter 2) that

F'(24+J)(y+Ja)e,
ZZ’Y( ) 1_@)([) ( (a )(’Y )(J l)

+J=1) (v + Ja = )11
Cj

F(l—i-J) C;
a H7)a- + Ja) (e,
L (G+J-1) (V+J04—Oé)(cj+1)lzg <l>( Vo1 + 18-

=7

ci—1
r(X+J L ci—IN\T(l—a+1+DT(1—-a+1
:,Y 5 (a ) Cj(] > ( ) ( )(’7+Ja)0j—1—l
P(2+T-1)(y+Ja—a)em) = l 'l—a) T(d-a+1)
r(1+J) 1
— el —Cj 1—Oé 2"— +J04_OZ Ci—
¥ 1l—-—a

ECH+Ja—a+1'

Recalling the definition of fxn .1 in (5), this directly leads to the desired result.
To prove (41), we rely on an asymptotic property of (normalized) generalized factorial
coefficients. That is, from Dolera and Favaro (2020, Lemma 2), for any z > 0 it holds that:

F€ (n, k; 5) 2kt
li =e 7 . 42
n—-too S opq € (n, ks s) ¢ (k—1)! (42)
We rewrite numerator and the denominator of (8). For the numerator of (8),

Y (S

J(l)(l—a)(l) (43)

X Z Jizlcg(cl,il;a) ce Z Jﬁzj(g(cj' — l,z'j;a) s Z J*”%(cj,zj;a)
i1=1 ij=1 ig=1

+a . ) .

(V)a-wor (2| I 5 A lenina)

1<s#5<J 25—1

o=
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cj—l1

«3 G) “lo—Lipe) Y <720‘

ij=1 i1=1

Yy+oa oo .
X | —Fu+---+-
o (i5)

1\%s .
X Z <+11+ +Z'J1) (J) Cg(CinJ,a) ’

(i) 2 i0=1 (5)” Cles isa)

) (H)" @(er,ina)
i) Yiiy (5)" G (e, insa)

iy=1

and for the denominator of (8)

1 Cj+1 cj
Z J—ilcg(chil;a) . Z J‘ijfg(cj +1,450) - Z J—iJ%(CJJJ;Oé) (44)
i1=1 =1 ir=1

XF( +91 + - +’ij+"'+’ij>

() 1S e

1<s#5<J ’Ls—l
c;j+1

‘1 1\% .
x ) < > (cj+1ij0) > (% ‘ 61(J) 11551'(01,21,0.4)

ij=1 i1=1 )(“) Zi1:1 (7) RAGHH)
Y . .
X <*+11 +"'+Zj_1)(‘

vy

. (1) C(es iz )
xZ( + 11+ - +'LJ_1>(i) py 1”% -
1y=1 J ZJ 1(]) (CJ,ZJ,CV)

By combining (43) with (44), we write the posterior distribution (8) as

+a
. Y (G T (’YT) N%a,(](l;cl, . ,CJ)
P =1|Cy=c, h(X, =jl== 1-— , (45
s =110 =) =41 = (7 )= gt G2
where
N’y,a,](hclw-ch) (46)
cj—l i c1 141 .
1 ! N ¢ , 215
= Z (J> %(cj—l,ij;a)z </Y+O[> C(J) . 1‘561 3! a)
ij=1 =1 & /) 211121 (j) % (c1,i1; )
X<7+a+i1+...+ij1)
@ (i)
¢y 1\%J .
+ . ‘ =) C ey, iy
xZ<M+u+--~+zH> C(J)ligf s3]
iy=1 « (i) Zijzl (7) C(cs,iya)
and
D'y,oz,J(Cla ERE) CJ) (47)
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:ch(l)ij €(cj+1 i-'oe)f: (1) ()" #eninio)
h J AR = o/ (iy) 22?11:1 (%)u %(cl,il;a)

ij
S LY (e Jig
- X (1+i1+”'+ij—1>, c(J)1i§J J ) .
=1 ) Zij:l (j) C(cs,ina)

Now, we apply repeatedly (42) to both (46) and (47), starting from the last terms, indexed
by is. In particular, for the sum in iy = 1,..., ¢y of (46), we have that

cy 1\%J .
. +a : ) Clesisa
lim Z<7+11+"'+ZJ_1> C(‘]) N 15 ) (48)
crrFoo = Q (is) Zz‘j:l (7) (e iz )
1\tg—1
+a . 17

= (7 —|—21+"'+1J—1> e }(L])“

iy>1 @ (i) (i = 1)!

~1 %—Fh-f-'”—i-it],l
=e
1 ﬁ%+i1+~~~+ijf1+1’
(1-7)
and similarly, for the sum in iy = 1,... ¢y of (47), we have:
& WY (ey iz

lim <l+i1+"‘+iJ—1> . C(J) N 15 ) (49)
cj—+oo ir=1 (6 ('LJ) ZZ‘}IZI (7) Cg(c']7 ZJ, a)

_e_§ %—Fil—i-"'—i—ij_l

o 1\ LHir++igo1 417

(1-7)
Now, consider the sum in iy =1,...,cj_1 of (46), combined with (48). That is,

Cj—1 . .

. Y+ao o . _1 Lza-f—h-*-'“-i-w—l

lim E —— +i+ iy e J e ,

Ccj—1—>+00 a (iy_1) 11 Sttty +1
t7-1=1 -1 (1-75)

(%)i‘]_l C(cr-1,ij-1;0)

St (%)LH C(cj—1,15-1;)

ij-1=1

»y_i'_oé . . 1 7,"]_171

vt 5 e el ol 5
=S <W+Z~1+...+iJ_2> R B ahl bt o W () -
~ o () (1 byt (i - 1)!

1 iy_1—1
J-1

2
e J Z Yt+a o .
e —|— 2 + e + 17 -
(1 _ %)7720‘—%2'1—&—...—&—1']72-&-2 ( o ! J 2) (iy_1+1) (ij—1 —1)!

1121

+a . .
e 7 (’YT+21+”'+ZJ_2)(2)
= + . . + . .
(1 _ %)%+z1+---+w_2+2 J_o\ Ta Fiitetis o2
J-1
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(2 4+ o+

(1- %)WTa+i1+m+iJ—2+2 '

_2
=e J

Similarly, consider the sum iniy_1 =1,...,cy_1 of (47), together with (49), which leads to

Cj—1

N .
. v . . a+11+"'+2‘]71

CJ_11131+OO | Z (a ‘a4 + ZJ—2>(iJ71) e (1 B l) T ttig_1+1

J

tj-1=1

o=

(5" Clesor,ig-1; )
ST (3) T (e, is1sa)

(3 +i+-Fisa)y,

2
= eij .
(1 _ g)g+i1+---+ij_2+2
J
By proceeding recursively, for the sum in i;41 =1,...,¢;j41 of (46), we find:
Cj 'y+a . .
. iy v+« . . J—j—1 ( @ +u +"'+’Lj+1)(J_j_1)
lim Z R e R P S ' '
Cj+1ﬁ+00i.+1_1 Q (ij41) (1 J—j—l) =ittt -1
1= _
(50)
1 i‘+1 . .
(7)77 Clejs1,i4150)
Cj+1 1)%+1 .
Yo (5)7 Cle, i a)
ol ST 1)4+1—1
_ YH+o . y _J—j—1 ( o tut-t ZJJrl)(ijq) 1 (j) ’
— _|_Zl+...+’Lj e J E— - T le J B 1'
st G (1o gy e ()
J
_J=i ( 1 )ijﬂ—l
e 7 TY+a o . JH1
= s L ()
<1 - ‘Jijlil) : ’ ij+121 (ij41+J—j=1) \'o+l :
B e 7 ( o T+ —i—zj)(J_j)
- Fa . . FYE . .
1 J—j—1 & g i+ T =) o & g e+ T =)
Jj+1

+ : ;
sy (BE+it+i)
= e

(1 _ J_J‘)"l“+i1+~~-+ij+J—j’

J

and, similarly, the sum in ;41 = 1,...,¢j41 of (47) it leads to the following:

(it i),
. Yo . _J=i=1 \a ) (7—j-1)
cj+11£>n+ooi'§:1 o s i (4541) ¢ (1 J_j_l)%+11+---+1j+1+&]*]71 ( )
J - _ = J -

(£)7 € (i1, ij41 )

Siho (5)7 E i a)
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+5) (55

1%

Now, we consider the sum in 7;_1 =1,...

Cj—1

)7+z1+ Fij+J—j

,cj—1 of (46), together with (50). That is,

| ta | +a .
lim Z (7 +i1+--+ zj_2> (7 +ip 4+ Zj—l)
Cj-17rHeo ij_1=1 @ (i5-1) @ (45)
+ . . L .
x e~ 7 (it 4y (7)" 7" €lej-1.ij-150)
+a . . s . L .
(1 250) L ) i)

J

-+ ij_2>
(tj—1+i+J—j)

N t+a , Nt ,
= Z 74—114— S o ) 7—|—z1~|— ot
ij_1>1 « (j-1) (45)
Yt . . . ij-1—1
Lo Gttty o (5)
e e
Yto | - . - .
(1 — J—j>T+l1+---+z]+J J (Z]_l — 1)'
J
_J—g+1
e J v+«
= yta o . . Z - + Z +
. +ijtii - tij_otJ—j+1 o
J
_J—j+1 yta o RIS
e R e I N U RE A A
N T o
J—j+1 ( +7,1 + +Z]_2)(7/]+J_J+1)
= e J
Jj=1

(

J

Similarly, consider the sum in ¢;_1 =1,...

) T+l_j+11+"'+ij—2+c]—j+1

i
lim Z (1+7:1+"'+Z.j—2>' (1—1—2'1-1—---—1-1']'_1),
Cj—l*)+00i. = o (ij—1) \&v (45)
1=
Yo . i .
x e T G+ +”'+Zﬂ)(J ) (5)77" Clej-1,ij-150)
iyt + T — ij— ;
(1 - T) nE I e (5) T G5 )

(

J

. ¥+

lim

c1—+00 -
11=1

(

j—1

% (m _|_Z‘1)

) %+ij+i1+"'+'l‘j—2+«]_j+1 '

(ij+J—-2)

By proceeding recursively, we arrive to the sum ini; =1,...

,c1 of (46). That is,
1

(s

)il ‘5(01, il; a)

)¢
(41)

(5
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1=

1
J

)il Cf(cl, il; 04)

-1l
()

(ij_1 — 1)

,cj—1 of (47), together with (51), which leads to

(52)
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Z (7+04> ( +i1) g 2) 1 (3
=1 @) (%) titintd—2 (i — 1)!

_J=1 1\%1—1
_ c 3 <7+0‘> (3)
( )ﬁT‘*ﬂ‘ﬁJfl = O ) ity —2) (i1 — 1)!

e_% (#Ta)(ij—&—(]—l)

—+ .
)%+zj+J—1

L

(%)’YTTQ‘Fij-‘rJ—l (l
2
(*3%)
_% « (ZJ—‘rJ—l)
(l) %LTQ—H'J-—I—J—I
J

= ¢

and, similarly, we arrive to the sum in iy = 1,...,¢; of (47), which leads to

lim N L T( +Zl)(ij+J—2) (%)il(g(cbiﬁa)

(@)
(§] - ]
cl—H—ooilz_:l a/ (iy) (2)= AR S ()" Clersins )

QR

—I71 (%)(ij-i-J—l)

=° (;)%-l—ij-&-‘]—l'

From (52) and (53), and (45),

—+a
. Yy Cj F(La )N%QJ l;Cl,...,CJ)
lim — 11—«
J< >( Jw T'(2) Dyalct,---cq)

c_j;—+00 l
Cj ij . _J=1 (%)(JJrJ 1)
yta le—l ( ) Cg( Z’Zj;a)e ! NI
_ 2 (%) (1w L () (7)) =9
J\1 O T (2) (D)1

i+l 1\ . _J-1 iiJ—
Y (7)7 ey + Ligra)e™ T

~—~
<=
—

_ <Cj)(1— ) I(e g g - 1) NP5 e —Liga) (B +T-1),
g DTG+ -1 S+ Liga) (2T 1),

(e TR -1) (ot Ta-aky
=7 (1-a)py—7s
l F(E-FJ—I) (’Y+JO&—O[)(C],+1)

)

where the sums over i; follows from Charalambides (2005, Equation 2.49).

A.8 Proof of Corollary 1

The proof follows the same arguments developed in Appendix A.5. According to (17), it is
sufficient to compute the conditional probability of h(X,+1), given C, as the conditional
probability of fx, ., given C; and h(X,1) is available from (8). For a PK prior,

Pr[C; = ¢, h(Xn+1) = J]

Pr[h(Xpi1) = j|Cy =c| = Pr[C, = c]
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for all j € [J], where, from (34),

. n e
Pr[Cj; =c, h(Xn41) = j] = <c1 CJ)IE P(D;)* T P(Dx)™ (54)
e o

n untY deit!
=7 et B ()T
T<Cl,...,cj> /]R+ F(?’L—I—’y—l—l)( ) dZCj+1€ |(u+6)
c dex —0y(z)/J
X H(_l) k@e Y(2)/ |(us pydu

and

Pr[C; =c| = <c1, B M)E P(D;)% ]gP(Dk)ck (55)
J

n u”+'Y dce
=Z Y T[S da
T(cl,...,c]) /JR+ F(n+7+1) kl_Il( ) dzcke ‘( +p)du

In the case of a PYP, we have 8 =0, ¢(u) = u® and

a— lr(l_a)

_ a—l
k(u,l) = au T = a) =au®" (1 — a)q_y)-

Then, by applying to (54) and (55) the same arguments of Appendix A.5, we obtain:

' n (%>§\i|> J
Pr[Cy = ¢, h(Xny1) = j] = <cl,...,cj> ie%,l) (7)1;L1) H% (ck + Ok jy ik @)
and
Pr[CJ:c]:< " ) z}i”ﬁ(g%%
Cly...,CJ iedei0) (n) » U O
Then,
. (%)(\m _
P CRar) 510y o) = ) Bisesn ol g T ot Batae)
(cl,j.l,,ct]) 2ieS(e,j,0) (&Il(‘) [T_, €cr,ir; )
_ 1 >ieS(e, ) G J)\ ~ D T % e + Oy s @)
v (2) gap '

ZiGS(C,j 0) ~ gl Hk 1 (Ck7 Zk7 (X)
Finally, we combine (17) with (8) and (56). In particular, for [ € [n],

Pr[an-H =1 ‘ C,= C]
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I +|z .
Z@'63(6,1',*1) G Nig )Hk 1 (k—l(Sk,j,Zk;a)

+7| .
ZieS(c,Jl (Jm )Hk 16 (ck + Ok, ks @)

(2) s .
1 Z’iGS(c,jl J|£‘ - Hk 1 (Ck+5k,jﬂk;04)

M“
<=
-
\_/

—a)()

X
Y+n ( ) ; .
ZiES(cJ 0) J\<|| : Hk 1 G (e, in; @)
T ”r+a+| | .
_ % Z ¢j\ 2ies(eg,h) — g in D i) sz 1€ ek — Lok, ik @)

E'LES(c,j,O) Jl 2| Hk 1 (Ck’aik;a)

A.9 Proof of Equation (19)

The proof follows the same arguments developed in Appendix A.6, exploiting the behaviour
of generalized factorial coefficients as o — 0. From (18), we write that

lim Pr[fx,,, =1|Cy =]

I‘( +|z|)

(1-a) zjz (%) Yiestegim) — i Uit € ek = 1.3 )
— )
l +il .
J=1 ZzES(cgo) (JH )Hk 1 (cks ik )
1] .
ol J ) . ) Ht o (vtatat) Ckflzsk,j,zk;a)
= lim —< (l—a)(l)z (CJ> ZZES(C,],—Z) 1_[le — Hk 1 : Zaz,;)
S sesteo) Lol [T{_, Closisia)
_ % i:( ) 2 ieS(e.j—1) (%)Izl Hk I8 (Ck—wkgﬂk)l
=1 Z’LES( c,7, 0)( ) Hk 1’ (Ckﬂlk”

Exploiting the definition of signless Stirling numbers of the first type as the coefficients of
the series expansion of a rising factorial (Charalambides, 2005, Equation 2.4), we obtain

,y

= lim
a—0 7y +n

o'k

1 Hk 1 (%)(c 165,.5)
lim Pr[fx,., =1|Cj=c|= J (Cg) . e~k
a—0 +1 Z Hk . ( ) Ck)

which coincides with the posterior in (19) by setting 6 = ~

A.10 Proof of Proposition 6

Without loss of generality, assume A; , € No :={0,1,...}. From the Poisson process repre—
sentation of CRMs and the marking theorem (Kingman, 1993), N := {(wg, Jk, (4;, ) b1
is a Poisson process on S x Ry X N”H Consider now thmned processes N]7 jg=1...,J
obtained from N by taking only those points for which wy, € D;. By the coloring theorem
(Kingman, 1993), the Nj’s are independent Poisson processes.
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Now observe that the random variables fy, ., ,, Xnt1(Ynq1,-) depend only on Nh(ynﬂm).

Similarly, each (CjLB j) depends only on N. ; and the independence is preserved also when
marginalizing the N;’s. Hence, (fv, ., Xn+1(Y2), Ch(viy1,) Bh(y,)) are independent of all
other Ci’s (k # h(Y;)) and all of By (k # h(Y;)), which yields the proof.

A.11 Proof of Theorem 7
We evaluate (25) by writing

Pr [fYn+1,r =1, Xn—i-l(Yn—i-l,r) =a ‘ h(Yn-i-l,'r) =7J Cj = Bj = b]
o Pr [fYn+17,« == laXn-i-l(Yn-l—l,T) =a, C] =, B] =b ’ h(Yn-i—l,r) = ]]
Pr[Cj = ¢, Bj =b|h(Ynt1,) = j]

and computing the numerator and denominator separately. In the following, we will denote
by D, the preimage of h(w), for w € S.

Denominator. From the Poisson process representation of CRMs and the marking the-

orem, N := {(wk, Sk, {Ai,k}?ill}k>1 is a Poisson process on S x Ry x N**! with intensity

n+1

H Ga(da; | s)] p(s)ds.

i=1

HGo(d’u})

Then, by the colouring theorem (see, e.g., Chapter 5 in Kingman, 1993), we have that
selecting from N only those points for which wy, € Dj (i.e., the points whose features’ hashes

coincide with the hash of Y;,11,), leads to a point process N’ := {(w%, Sy, {AL L ?jll}k
b 21
which is Poisson on D; x Ry x N1 with intensity

n+1

H Ga(da; | s)] p(s)ds, (57)

=1

Gj(dw)

Sl

where G,(dw) is Gy truncated on D+ and re-normalized. Then,

Pr(Cj=c,Bj =0 =Pr | Twp € Dj]> Ajp=c¢ Y Twi € Dj]Ains1 =1b
E>1 i=1 E>1

=Pr Zi/‘;k = chAln—H,k =b

E>1 i=1 E>1

Observe that wy is not involved in the last probability, so we can marginalize with re-
spect to it and consider the point process {.J, (A k)?jll}kzl on R, x NI with intensity

0071 [I14! Gadai | s)| pls)ds.
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Numerator. We start by considering Y, 1, = w* fixed. Let B,+ be a ball of radius ¢
centered in w*. We compute

Pr [ZX ) =1 X1 (Bor) = 0, C; = ¢, By =b| h(e") =j] ,
which converges to the numerator in (25) as ¢ — 0. By the definition of B; and C; we have

Pr [ZX ) =1,Xns1(Bu) =a,Cj=¢,B; = b (58)

[ZX Y =1, Xps1(Bur) = a,

ZX i\ Bur) = (¢ — 1), Xns1(D;j \ Bur) = (b — a)]

Further, (Xi(Bw*))iZI is a collection of random variables independent of (X;(D; \ By+))i>1-
Therefore, we can consider the first two events and the last two events separately.
For the last two, arguing as in the denominator case, we have that as ¢ — 0

Pr[ZX D;\ By (C—Z),XnH(Dj\Bw*):(b—a)}

— Pr ZZA”C_C_ZZA fe=b—al,

E>1i=1 E>1

where the A.’s come from the Poisson process {Jj, (A;k) Ies1 on Ry x NI with

intensity 0.J ! {H"H G (da; | )] p(s)ds.
For the first two events instead, an application of Campbell’s theorem yields

Pr[ZX O =1, X1 (B ):a}

Ian41 = alllw € By<]N(dsda dw)]

p(s)ds.

n ~
ZA JApi1=als

The proof concludes by letting € — 0 and noting that ij Go(dw*) = J L.

A.12 Proof of Proposition 8

The closeness of the Poisson distribution under convolution entails that > ; A; |s ~
Poi(nAs). Similarly, ;- >t Aj ) ~ Poi(nAT") where T" = 7, -, J;. Then,

L . 1
S A =1, Apys =al ] p(s)ds = / == (nrs) e (hs) e M p(s)ds
Ry b

43



BERAHA, FAVARO AND SESIA

7’Ll )\lJra

= Wﬁ(l +a,(n+1)A).
Moreover

c)\c—i—b ,

br Z ZAz k=6 ZA;erLk =b| = ] By |em (MFDAT (T’)”b}
k>1 =1 E>1 c
cyc+b c+b
clb! d((n 4 1)\)c+?
nc)\c—f—b

dc+b
c+b
= o VT qrem o (0/ 70 D s

In a similar fashion,

Pr ZZA“C_C_Z ZA fg=b—a

k>1i=1 k>1 (59)
dcflerfa

ncfl>\071+bfa I
(—1)c —aW exp (—6/JyY(z)) ’(n+1))\.

(c—DI(b—a)

Combining these expressions together yields the proof.

A.13 Proof of Theorem 9

Observe that (J;)r>1 in Theorem 7 is a Poisson process on Ry with intensity 6/.J ,0( )ds.
Consider now the numerator in (26). Let Sp 1= 3 ;o> 0 Ajy and Z := >0 A .
Conditional on (J})g>1, Sp i is Poisson-binomial with parameters Ji,...,J{,J5, ..., J5, ..,
where each J;, appears exactly n times. Similarly, Z | (Jk)k>1 is P01sson binomial with
parameters Ji, Ja,.... Let Sy |(J.)r>1 ~ Poi(nT") and Z | (Ji)k=1 ~ Poi(T") where T" =
>k Jy- Then, by Le Cam (1960), conditionally to (J;)k>1, Sp & Sn, Z ~ Z. Hence

Pr[S,=c—1,Z=b—1]~Pr[S,=c—1,Z=0b—1].
Then, from (59) we get

Pr[S,=c—1,Z=b—1] =
ncfl)\cflerfl

(c—DI(b—1)

dcflerfl

(_1)c—l+b—1Wexp (—G/Jw(z)) ‘(n+1))\'

Moreover,

Pr Z/L:l,fin“:l\s] :<7>prml:1,...,Alzl,AnHzl,AlH:o,...,An:m

i=1 B <7> (1 gymt (7) (sl+1 - 3"+1) .

Integrating this with respect to p(s)ds and ignoring multiplicative terms yields (26).
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To prove the error bound, for ease of notation, let fy = fy,,,,, X = Xy11(Yas1,) and
let M’ = (J},)g>1. Further, note that (fy, X) is independent of (S, Z) and (S, Z). Then,

V (I, X, 80, 2], [fr, X, 80, 2])

-3

l,x,8,z

= Z Pr(fy =1,X = x] ‘Pr[Sn:s,Z:z]—Pr [S’nzs,Z:zH

l,x,s,z

gz EPr[Sn:s,Z:z|M’] —EPr[S’n:s,Z:le’]

S,z
<E)
8,2

where the last inequality follows from Jensen’s inequality and an application of the Fubini
theorem. Then by the conditional independence between S,, and Z, and S,, and Z we get

2
8,2

Prify =0,X =2,5,=s,Z=2—Pr [fy:l,X:x,S'n:s,Z:zH

Pr[Sn:S,Z:z]M/]—Pr[gn:s,Z:z|M’] ,

Pr[Sn:s,Z:z\M']—Pr[gn:s,Z:z|M']

. [TV(Sn | M, S, | M)+ TV (Z| M, Z| M’)] .
To upper bound the error, we start from Eq. (5.5) in Steele (1994) so that

T / (1_einT/
V(Sn | M, S, | M) < ny Ji

k>1

vz|a, z |y < 1) efT/) D/
? — T/ k

k>1

so that
E [TV(Sn | M, 8, | MY+ TV(Z| M, Z| M’)}

Z / e ™" | du

k>1 k>1

= 2/ E [/ e ey ZMI(dZ)SQM'(dz)] du,
Ry Ry

where the last equality follows by identifying M’ with the random counting measure j>10 JL-
Then, Mecke’s equation (Last and Penrose, 2018, Theorem 4.1) leads to:

2/ E |:/ e_“fR+ ZM/(dZ)S2M,(dZ :| du = / / —uT’ e us 2/)( )d
R, Ry Ry JRy

The proof follows by noticing that, by the Lévy-Kintchine representation, E[e*“T/] = ¢ %)
and from the definition of x(u,n).
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A.14 Monte Carlo Estimation of (8)
As in Dolera et al. (2023), we note that (8) can be equivalently expressed as:

Pr [an+1 =1 ’ C;= C7h(Xn+1) = .7] =

(*2) gt

E Se =D
Kx5led: J (1
2l (C]) (1—a)g (V) (e;-1) Hk:l(a)K%%k‘j (60)
AN )(’Y)(cjﬂ) (2), Ste.i) ’
S(cy 1)
7= (2) . Koy

where K, is number of distinct values in a sample of size m from a PYP and K S (s =),

Zlgng Ky, 15, ;- To prove (60), recall that the number of distinct elements K, in a sample
of size m from a PYP has distribution

Pr[K,, = k| = o C(m, k; a).

Consider now (8) and note that I' (a + b) = (a))['(a). Then

Pr [an—H :”CJ = cvh(Xn-‘rl) :.7] =

2 (?Q)(Iz\) HJ (%)(ik) C(cr — 10k, ;@)
= 7( ]> (1- Oé)(l) (7)(%*1) iesled ) TR %)ﬁ'h) 1 Oea) o
J\ I (7)(C'+1) (%)(m) J ( )(Z) .
’ 2ies(ed,l) Jlil H;{:l(g)(m [Ti= (7)(ck+;kj)%(ck — 0 j,ik; )
(2) 4 e
ZzeS( J,—1) J|1\Hh ) 1)( ) Hk 1 I‘[ cp—I0k,; — Zlc]
«@ 'Lh

<cl]> (1-a)y () (e;-1)

(M (e;+1 (2) .
(e 2ieS(e) T (‘(g) ) Hi:l Pr [Kcﬁék,j = iy]
7'h

(%) K.S(C’j’_l)

]E S(e,j,—1)
K>\&D J o
_’Y(c]')(l a) (’Y)(Cj—l) ! Hk:l(a)K%_wk’j
= — - l
J\1 D) e +1) (2) estesn
S(c 1)
"L () .

Appendix B. Details about the Poisson-IBP
Proof of Equation (28) It follows from ¢(u) = log(1+u) and x(u,n) = (n—1)!/(u+1)".
Proof of (29) We have

o) = gy [ A= wtets = s [ e e

46



RANDOM MEASURE PRIORS IN BAYESIAN RECOVERY FROM SKETCHES

a tae—ts
= 1—e™)——¢ %dtds
I'l—a) /R+/R+( )F(Oz—i—l)
«

1o _ al(a)I(1-a) -
I(1—a) /R+ (t+1)(t+u—|—1)dt_F(l_a)r(a+1) (7 4 u) ]

=[(r+u)* =77,

and i
0,1 = g (74 0 =l = @)+ 0
Denoting by (*) the summation over positive integers (ki, ..., k;) such that Z;:l kj =n,

A ovyss _ g A 0i(r e

dun dun
— ¢ 0/J¢(u) En [AY E 1 " f[ ot +u)* (1 - a)
- J i\ky, .ok fal
i=1 (%) =1
_ "0\ C(n,ia)
=0/ T3 () 4 4
¢ ZZ:; <J> (T +u)n—o’

Plugging these in the expression of Proposition 8 leads to (29).

Appendix C. Additional Numerical Results
C.1 Cardinality recovery

PYP (100, 0) | [PYP (100, 0.25)| | PYP (100, 0.5) | |PYP (100, 0.75)
> 10000+
g 10004 = True
5 1001 -~ Estimated
8 10+
1 - ol ! L : :

10* 10° 10° 10* 10°® 10° 10! 10° 10° 10* 10° 10°
Sample size

Figure 10: True and estimated cardinality in synthetic data from PYP prior models, as a function

of the sample size. The estimates assume a mis-specified DP prior fitted via maximum marginal
likelihood. Other details are as in Figure 8.
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n=10 n=1,000 n = 100,000
10 1000 le+05

Pl
= 1le+04 A —e— True
c
= 87 300 A -
5 - Estimated
O 74 1e+03 1

T T T T — 100 T T T — T T T T T

NN N \/‘{3 NN o ,\/‘.0 NN NN S '»?’

Alpha

Figure 11: True and estimated cardinality for data sampled from a Zipf distribution, as a function
of the tail parameter o. The estimates assume a mis-specified DP prior fitted via maximum marginal
likelihood. Other details are as in Figure 8.
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