
Journal of Machine Learning Research 25 (2024) 1-69 Submitted 6/23; Revised 11/23; Published 3/24

Random Forest Weighted Local Fréchet Regression with Random
Objects

Rui Qiu RQIU_STAT@OUTLOOK.COM
School of Statistics, KLATASDS-MOE
East China Normal University
Shanghai 200062, China

Zhou Yu∗ ZYU@STAT.ECNU.EDU.CN
School of Statistics, KLATASDS-MOE
East China Normal University
Shanghai 200062, China

Ruoqing Zhu RQZHU@ILLINOIS.EDU

Department of Statistics
University of Illinois at Urbana-Champaign
Champaign, IL 61820, USA

Editor: Genevera Allen

Abstract
Statistical analysis is increasingly confronted with complex data from metric spaces. Petersen and
Müller (2019) established a general paradigm of Fréchet regression with complex metric space
valued responses and Euclidean predictors. However, the local approach therein involves nonpara-
metric kernel smoothing and suffers from the curse of dimensionality. To address this issue, we in
this paper propose a novel random forest weighted local Fréchet regression paradigm. The main
mechanism of our approach relies on a locally adaptive kernel generated by random forests. Our
first method uses these weights as the local average to solve the conditional Fréchet mean, while
the second method performs local linear Fréchet regression, both significantly improving existing
Fréchet regression methods. Based on the theory of infinite order U-processes and infinite order
Mmn -estimator, we establish the consistency, rate of convergence, and asymptotic normality for
our local constant estimator, which covers the current large sample theory of random forests with
Euclidean responses as a special case. Numerical studies show the superiority of our methods
with several commonly encountered types of responses such as distribution functions, symmetric
positive-definite matrices, and sphere data. The practical merits of our proposals are also demon-
strated through the application to New York taxi data and human mortality data.
Keywords: metric space, Fréchet regression, random forest, nonparametric regression, infinite
order U-process

1. Introduction

In recent years, non-Euclidean statistical analysis has received increasing attention due to de-
mands from modern applications, such as the covariance or correlation matrices for functional brain
connectivity in neuroscience and probability distributions in CT hematoma density data. To this
end, Hein (2009) proposed nonparametric Nadaraya-Watson estimators for response variables be-
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ing random objects, which are random elements in general metric spaces that by default do not
have a vector space structure. Petersen and Müller (2019) further introduced the general frame-
work of Fréchet regression and established the methodology and theory for both global and local
Fréchet regression analysis of complex random objects. Chen and Müller (2022) continued to de-
rive the uniform convergence rate of local Fréchet regression. Yuan et al. (2012) and Lin et al.
(2022) considered nonparametric modeling with responses being symmetric positive-definite matri-
ces, which are a specific type of random object. These methods certainly build a concrete foundation
of statistical modeling with non-Euclidean responses. However, methods mentioned above rely on
nonparametric kernel smoothing and thus can be problematic when the dimension of predictor X
is relatively high, limiting the scope of Fréchet regression in real applications (Zhang et al., 2023;
Ying and Yu, 2022). Recently, Bhattacharjee and Müller (2023) and Ghosal et al. (2023) proposed
single index Fréchet regression to resolve this dilemma but requires strong model assumptions.

Random forest, as pioneered by Leo Breiman (Breiman, 2001), is a popular and promising tool
for relatively high-dimensional statistical learning for Euclidean data. It is an ensemble model that
combines the strength of multiple randomized trees. Moreover, trees can be generated parallelly,
making random forests more attractive computationally. Random forests demonstrate substantial
gains in various learning tasks compared to classical statistical methods, such as survival analysis
(e.g., Ishwaran et al., 2008; Steingrimsson et al., 2019). Theoretical research into random forests
has gained considerable momentum in recent years due to their tremendous popularity. Biau et al.
(2008) first proved the consistency of purely random forests for classification. For regression prob-
lems, Genuer (2012) and Arlot and Genuer (2014) further made a complete analysis of the variance
and bias of purely random forests. Biau (2012) and Gao and Zhou (2020) established the consistency
and convergence rate of the centered random forests for regression and classification, respectively.
Duroux and Scornet (2018) provided the convergence rate of q-quantile random forests. In particu-
lar, Klusowski (2021) improved the rate of the median random forests. Scornet et al. (2015) proved
the L2 consistency of Breiman’s original random forests for the first time under the assumption of
additive model structure. Mentch and Hooker (2016) formulated random forests as infinite order
incomplete U-statistics and studied their asymptotic normality. Wager and Athey (2018) further
established the central limit theorem for random forests based on honest tree construction.

However, most methodology developments, theoretical investigations, and real applications of
random forests focus on classical Euclidean responses and predictors. In a recent study by Yao et al.
(2022), a general framework based on forests was introduced for estimating a survival function
considering time-varying covariates. Additionally, there is a significant interest in generalizing the
random forests with metric space valued responses, which is expected to work better than existing
Fréchet regression methods when the predictor dimension is moderately large. To this end, Capi-
taine et al. (2019) proposed Fréchet trees and Fréchet random forests based on regression trees and
Breiman’s random forests. On the other hand, recent developments (e.g., Lin and Jeon, 2006; Mein-
shausen and Ridgeway, 2006; Bloniarz et al., 2016; Athey et al., 2019; Friedberg et al., 2020) reveal
the fact that random forests implicitly construct a kernel-type weighting function. This proliferation
of work points toward a general synthesis between the core of nonparametric kernel smoothing and
the ability to encompass locally data-adaptive weighting by random forests. Taking a step forward,
we in this paper propose a novel random forest weighted local Fréchet regression paradigm with
superior performance and desirable statistical properties.

Our major contributions are summarized from the following three perspectives. First, to the
best of our knowledge, this is the first attempt to adopt random forests as a kernel for Fréchet
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regression. Our proposal called random forest weighted local constant Fréchet regression articulates
a new formulation of Fréchet regression based on random forests that has an intrinsic relationship
with classical nonparametric kernel regression. Second, compared to Capitaine et al. (2019), our
method is more concise in terms of formulation, which allows us to take a substantial step towards
the asymptotic theory of local Fréchet regression based on random forests rigorously. Following
the line of research introduced by Wager and Athey (2018) based on trees with honesty and other
properties, the consistency and rate of convergence are derived based on the theory of infinite order
U -statistics and U -processes. To study the asymptotic normality, we extend the current theory of
finite order Mm-estimator to infinite order Mmn-estimator. The new technical tools developed to
establish the central limit theorem of infinite order Mmn-estimator can be of independent interest.
And our asymptotic normality result also covers that of random forests with Euclidean responses
(Wager and Athey, 2018) as a special case. Last but not least, the perspective from which we view
the random forests facilitates the generalization of our method to the local linear version (Bloniarz
et al., 2016; Friedberg et al., 2020). This extension achieves better smoothness of the resulting
estimator. The random forest weighted local constant Fréchet regression and local linear Fréchet
regression collectively make up a coherent system and a new framework for Fréchet regression.

The rest of the paper is organized as follows. In Section 2, we give an overview of Fréchet
regression and introduce the random forest weighted local constant Fréchet regression (RFWL-
CFR) method. In Section 3, we establish the consistency and develop other asymptotic theories of
RFWLCFR. In Section 4, we present the random forest weighted local linear Fréchet regression
(RFWLLFR) approach as the generalization of RFWLCFR and confirm its consistency in estima-
tion. In Section 5, a novel measure of variable importance is introduced. In Section 6, we conduct
comprehensive simulation studies to examine our proposals in different settings, including proba-
bility distributions, symmetric positive-definite matrices, and spherical data. In Section 7, we apply
our methods to the New York taxi data, where the response is a taxi ride network, and human mor-
tality data, where the response is age-at-death distribution. Section 8 concludes the paper with some
discussions. All proofs and additional material are presented in the appendices.

2. Proposed Method

Before formally presenting our first method in Section 2.2, we undertake some preliminary
preparations. This encompasses furnishing a background introduction to Fréchet regression and
explaining the process of constructing Fréchet trees, which is a fundamental constituent of our
method.

2.1 Preliminaries

2.1.1 FRÉCHET REGRESSION

Let (Ω, d) be a metric space equipped with a specific metric d. Let Rp be the p-dimensional
Euclidean space. We consider a random pair (X,Y ) ∼ F , where X ∈ Rp, Y ∈ Ω and F is
the joint distribution of (X,Y ). We denote the marginal distributions of X and Y as FX and FY ,
respectively. The conditional distributions FX|Y and FY |X are also assumed to exist. When Ω ⊆ R,
the target of classical regression is to estimate the conditional mean

m(x) = E
(
Y | X = x

)
= argmin

y∈R
E
{(
Y − y

)2 | X = x
}
.
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By replacing the Euclidean distance with the intrinsic metric d of Ω, conditional Fréchet mean
(Petersen and Müller, 2019) can then be defined as

m⊕(x) = argmin
y∈Ω

M⊕(x, y) = argmin
y∈Ω

E
{
d2(Y, y) | X = x

}
.

Given an i.i.d training sample Dn = {(Xi, Yi)}ni=1 with (Xi, Yi) ∼ F , the goal of Fréchet
regression is to estimate m⊕(x) in the sample level. For this purpose, Hein (2009) generalized the
Nadaraya-Watson regression to the Fréchet version as

m̂NW
⊕ (x) = argmin

y∈Ω

1

n

n∑
i=1

Kh (Xi − x) d2 (Yi, y) ,

where K is a smoothing kernel such as the Epanechnikov kernel or Gaussian Kernel and h is a
bandwidth, with Kh(·) = h−1K(·/h). Petersen and Müller (2019) recharacterized the standard
multiple linear regression and local linear regression as a function of weighted Fréchet means, and
proposed global Fréchet regression and local Fréchet regression as

m̂⊕(x) = argmin
y∈Ω

1

n

n∑
i=1

sin(x)d2 (Yi, y) ,

where sin(x) has different expressions for global and local Fréchet regression.
The Nadaraya-Watson Fréchet regression and local Fréchet regression both involve kernel weight-

ing function K in the estimation procedure, which limits their applications when p ≥ 3. To address
this issue, we aim to borrow the strength of random forests to generate a more powerful weighting
function for moderately large p. Figure 1 depicts flow statistics and predictive outcomes of yellow
taxi traffic in Manhattan, New York, while further details are provided in Section 7. This problem
can be formulated as a Fréchet regression problem where the response variable is a network (ma-
trix) and 14 predictor variables are considered. Notably, when p = 14, both the Nadaraya-Watson
Fréchet regression and local Fréchet regression techniques exhibit significant limitations. Here we
employ Fréchet sufficient dimension reduction (Ying and Yu, 2022) to help realize the local Fréchet
regression. The global Fréchet regression, although not restricted by dimensionality, relies on the
assumption of linearity for satisfactory performance. Instead, it is evident from Figure 1 that the
two methods we will propose in this paper have a higher prediction accuracy than global Fréchet
regression.

2.1.2 FRÉCHET TREES

A regression tree T splits the input space recursively from the root node (the entire input space).
At each split, the parent node is divided into two child nodes along a certain feature direction and a
certain cutoff point, which are decided by a specific splitting criterion. After many splits, the child
node becomes small enough to form a leaf node, and the sample data points within the leaf node are
used to estimate the conditional (Fréchet) mean.

In this paper, we use Fréchet trees to refer to regression trees that handle metric space valued
responses, regardless of their splitting criterion. Here we introduce an adaptive criterion—variance
reduction splitting criterion, which uses information from both the predictor X = (X(1), . . . , X(p))
and response Y in the node splitting decision. The impurity of Y from a general metric space is no
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Figure 1: The first plot illustrates the flow statistics of yellow taxis in ten distinct zones of Man-
hattan, New York, during a certain time period. The thickness of the edges connecting
vertices corresponds to the level of inter-zone traffic, while the size of vertices represents
the total traffic volume within each zone. The remaining five plots from left to right
are the predictions given by the global Fréchet regression, local Fréchet regression after
dimension reduction, single index Fréchet regression, RFWLCFR and RFWLLFR.

longer measured by the variance under the Euclidean distance. Instead, we use the Fréchet variance.
A split on an internal node A can be represented by a pair (j, c), j ∈ {1, . . . , p}, indicating that A is
split at position c along the direction of feature X(j). We select the optimal (j∗n, c

∗
n) to decrease the

sample Fréchet variance as much as possible so that the sample points grouped in the same child
node exhibit a high degree of similarity. Specifically, the splitting criterion is

Ln(j, c) =
1

Nn(A)

{ ∑
i:Xi∈A

d2
(
Yi, ȲA

)
−

∑
i:Xi∈Aj,l

d2
(
Yi, ȲAj,l

)
−

∑
i:Xi∈Aj,r

d2
(
Yi, ȲAj,r

)}
,

where Aj,l =
{
x ∈ A : x(j) < c

}
, Aj,r =

{
x ∈ A : x(j) ≥ c

}
, Nn(A) is the number of samples

falling into the node A, and ȲA = argminy∈Ω

∑
i:Xi∈A d

2 (Yi, y), i.e., the sample Fréchet mean of
Yi’s associated to the samples belonging to the node A. ȲAj,l and ȲAj,r are defined similarly. Then
the optimal split pair is decided by

(j∗n, c
∗
n) = argmax

j,c
Ln(j, c).

2.2 Local Constant Method

A single tree model may suffer from large bias or large variance depending on the tuning. To
improve the predictive accuracy, we can aggregate multiple trees to form a random forest. The
prediction error of random forests is closely related to the correlation among different trees. In
addition to resampling the training data set for the growing of individual trees, auxiliary randomness
is often introduced to further reduce the correlation between trees and thus improve the performance
of random forests. For example, a subset of features is randomly selected before each split, and the
split direction is designed based on the subset only. Here, we denote ξ ∼ Ξ as a source of auxiliary
randomness.
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We first consider the classical random forests with Euclidean responses. And each tree is trained
on a subsample Dbn =

{(
Xib,1 , Yib,1

)
,
(
Xib,2 , Yib,2

)
, . . . ,

(
Xib,sn

, Yib,sn
)}

of the training data set
Dn, with 1 ≤ ib,1 < ib,2 < . . . < ib,sn ≤ n. Throughout the paper, we assume that the subsample
size sn → +∞ and sn/n → 0 as n tends to infinity. Data resampling is done here without
replacement (see Scornet et al. (2015); Mentch and Hooker (2016); Wager and Athey (2018)). The
bth tree Tb constructed by Dbn and a random draw ξb ∼ Ξ gives an estimator of m(x)

Tb(x;Dbn, ξb) =
1

N(Lb(x;Dbn, ξb))
∑

i:Xi∈Lb(x;Dbn,ξb)

Yi,

where N(Lb(x;Dbn, ξb)) is the number of samples in Lb(x;Dbn, ξb), the leaf node containing x of
Tb. For the random forest constructed by B randomized trees, m(x) can be estimated by

r̂(x) =
1

B

B∑
b=1

Tb(x;Dbn, ξb) =
1

B

B∑
b=1

1

N(Lb(x;Dbn, ξb))
∑

i:Xi∈Lb(x;Dbn,ξb)

Yi. (1)

In fact, we can view the random forest from another perspective and regard it as a weighted average
of the training responses like

r̂(x) =
n∑
i=1

αi (x)Yi, (2)

where αi (x) = 1
B

∑B
b=1

1{Xi∈Lb(x;Dbn,ξb)}
N(Lb(x;Dbn,ξb))

is defined as the random forest kernel.
We now generalize the Euclidean random forests to the Fréchet version when Ω is a general

metric space. The generalization process involves two distinct approaches, each aligning with one
of the two perspectives presented in (1) and (2). We first rewrite the explicit expression of the
random forest estimator (1) as the implicit minimizer of some objective function

r̂(x) = argmin
y∈R

1

B

B∑
b=1

[
argmin
y′∈R

{
1

N(Lb(x;Dbn, ξb))
∑

i:Xi∈Lb(x;Dbn,ξb)

(
Yi − y′

)2}− y]2

.

Then the first generalization for metric space valued responses is simply replacing the Euclidean
distance by the metric d of Ω, that is,

r̂
(1)
⊕ (x) = argmin

y∈Ω

1

B

B∑
b=1

d2

argmin
y′∈Ω

1

N(Lb(x;Dbn, ξb))
∑

i:Xi∈Lb(x;Dbn,ξb)

d2
(
Yi, y

′) , y
 . (3)

Alternatively, we can start from (2) and rewrite the random forest estimator as

r̂(x) = argmin
y∈R

n∑
i=1

αi (x) (Yi − y)2 .

Then we propose the second generalization for metric space valued responses as

r̂
(2)
⊕ (x) = argmin

y∈Ω

n∑
i=1

αi (x) d2 (Yi, y) . (4)
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The first generalization (3) is actually the Fréchet random forest proposed by Capitaine et al. (2019).
The idea behind it is to average the results of each Fréchet tree. However, our proposed second
generalization (4) looks more concise because it involves only one “ argmin ”, which brings con-
venience to our theoretical derivation. To acquire the random forest kernel αi (x), we still need to
construct all Fréchet trees. It is worth noting that when Ω ⊆ R, (3) and (4) are equivalent. However,
for a general metric space Ω, (3) and (4) may not be the same. Therefore these are two different
methods. Building upon the framework of the weighted Fréchet mean outlined in (4), we are able
to systematically establish the asymptotic theory. These results fill the theoretical gap left in Cap-
itaine et al. (2019) and encompass the theory for classical Euclidean random forests as a specific
case. Additionally, this framework offers the potential for generalizing our method to a local linear
version (see Section 4).

In the generalization (4), random forests produce the weighting function αi(x) for Fréchet re-
gression but do not participate in the prediction. Since (4) is essentially a local constant estimator
based on the random forest kernel, we call it random forest weighted local constant Fréchet regres-
sion (RFWLCFR). Our proposal is expected to outperform Nadaraya-Watson Fréchet regression
estimator (Hein, 2009) and the local Fréchet regression estimator (Petersen and Müller, 2019) for
the following two reasons. Firstly, the random forest kernel can handle moderately large p. Sec-
ondly, if the split criterion of Fréchet trees depends on the response Y , the random forest kernel
will be adaptive in the sense that it incorporates the information of both X and Y . Here we use a
simulation example to illustrate the adaptiveness of a random forest kernel based on 100 Fréchet
trees with the variance reduction splitting criterion introduced before.

Example 1 Consider a Fréchet regression problem for a spherical response Y equipped with the
geodesic distance and a predictor X = (X(1), X(2)) ∼ U

(
[0, 1]2

)
as

Y =
(

sin(X(1) + ε) sin(X(1) + ε), sin(X(1) + ε) cos(X(1) + ε), cos(X(1) + ε)
)T
, (5)

Figure 2: Weights given by the random forest kernel. Each point represents a training sample.
The red points represent samples whose weights to (0.5, 0.5) are greater than 0 and the
diameter of these points indicates the size of the weights.
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where ε ∼ N
(
0, 0.22

)
. The values of the random forest kernel at 100 training samples when

making a prediction at the center (0.5, 0.5) are displayed in Fig. 2. It can be observed that the
weights decay much more quickly along the X(1) direction and are less influenced by the value of
X(2). Under the construction mechanism of the random forest, samples that are close to the target
point in the X(1) direction are considered important for prediction, which is consistent with the fact
that Y is only relevant toX(1) in (5). Unlike the random forest kernel, the Euclidean distance based
kernel does not have such an adaptive nature, and the local neighborhoods determined by it for the
target point will not spread out in irrelevant directions.

3. Theoretical Properties

In this section, we first introduce the population objective form of our method RFWLCFR, and
then establish its theoretical properties from three perspectives: consistency, convergence rate, and
asymptotic distribution.

3.1 Population Target

Here we consider a random pair (X,Y ) ∼ F , where X and Y take values in [0, 1]p and Ω. To
facilitate further theoretical investigations with the infinite order U-statistic and U-process tools, we
follow Wager and Athey (2018) and assume that B →∞ given infinite computing power. Let

ᾱi(x) =

(
n

sn

)−1∑
k

Eξ∼Ξ
1
{
Xi ∈ L(x;Dkn, ξ)

}
N(L(x;Dkn, ξ))

, (6)

where the summation about k is taken over all
(
n
sn

)
subsamples of size sn, Dkn is the kth subsample

of Dn, and the expectation is taken about the random effect ξ. B → ∞ is equivalent to taking
into account all Fréchet trees constructed by each subsample of Dn and all ξ conditioned on each
subsample, which leads to the random forest kernel (6). Now we consider the infinite forest version

r̂⊕(x) = argmin
y∈Ω

R̂n(x, y) = argmin
y∈Ω

n∑
i=1

ᾱi (x) d2 (Yi, y) , (7)

and develop the corresponding large sample theory. It can be observed that

r̂⊕(x) =argmin
y∈Ω

n∑
i=1

[(
n

sn

)−1∑
k

Eξ∼Ξ
1
{
Xi ∈ L(x;Dkn, ξ)

}
N(L(x;Dkn, ξ))

]
d2 (Yi, y)

=argmin
y∈Ω

(
n

sn

)−1∑
k

Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}
. (8)

As sn →∞ when n→∞, the objective function R̂n(x, y) of r̂⊕(x) is an infinite order U-statistic
with rank sn for any fixed y ∈ Ω. The assumption that B is large enough for Monte Carlo effects
not to matter is inspired by Scornet et al. (2015); Wager and Athey (2018); Cevid et al. (2022) and
many other works. In practice, we can choose B as large as possible. In Remark 2, we provide a
discussion regarding the issue of finite B.
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Based on (7) and (8), we define two population level versions of r̂⊕(x) as follows.

r̃⊕(x) = argmin
y∈Ω

R̃n(x, y) = argmin
y∈Ω

nE
{
ᾱi (x) d2 (Yi, y)

}
= argmin

y∈Ω
E

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}
,

(9)

where the expectation is taken about all randomness. We can separate d(r̂⊕(x),m⊕(x)) into the
bias term d(r̃⊕(x),m⊕(x)) and the variance term d(r̂⊕(x), r̃⊕(x)) for asymptotic analysis.

3.2 Consistency

To study the pointwise consistency of r̂⊕(x), we assume the following regularity conditions.
(A1) (Ω, d) is a bounded metric space, i.e., diam(Ω) = supy1,y2∈Ω d (y1, y2) <∞.
(A2) The marginal density f of X , as well as the conditional densities gy of X | Y = y, exist

and are bounded and continuous, the latter for all y ∈ Ω. And f is also bounded away from zero
such that 0 < fmin ≤ f . Additionally, for any open V ⊆ Ω,

∫
V dFY |X(x, y) is continuous as a

function of x.
(A3) diam (L(x)) → 0 in probability, where L(x) is the leaf node containing x of any Fréchet

tree in the random forest.
(A4) The object m⊕(x) exists and is unique. For all n, r̃⊕(x) and r̂⊕(x) exist and are unique,

the latter almost surely. Additionally, for any ε > 0,

infd(y,m⊕(x))>ε {M⊕(x, y)−M⊕ (x,m⊕(x))} > 0,

lim infn infd(y,r̃⊕(x))>ε

{
R̃n(x, y)− R̃n (x, r̃⊕(x))

}
> 0.

Assumptions (A1), (A2) and (A4) are commonly used conditions to study the Fréchet regres-
sion, see Petersen and Müller (2019). If the termination condition for the growth of each Fréchet tree
is that the number of samples in the leaf nodes does not exceed a certain constant, for example, the
Fréchet tree is α-regular, which will be mentioned in Section 3.3, the assumption (A3) will hold (see
Lemma 2 of Wager and Athey (2018)). Similar conditions can also be found in Denil et al. (2013).
The assumption (A4) is also a regular condition to guarantee the consistency of M-estimators (see
Corollary 3.2.3 of van der Vaart and Wellner (1996)). The simulation in Section 6 will consider
three kinds of metric spaces: probability distributions equipped with the Wasserstein metric, sym-
metric positive definite matrices equipped with Log-Cholesky metric or the affine-invariant metric,
and unit sphere equipped with geodesic distance. The first two can satisfy the assumption (A4) nat-
urally or under very weak conditions. For the last one, the uniqueness of Fréchet means is generally
not guaranteed but can be satisfied under certain circumstances, for example restricting the support
of the underlying distribution.

In addition to assumptions (A1)–(A4), we further require that Fréchet trees are constructed with
honesty and symmetry as defined in Wager and Athey (2018). More instructions about honesty are
given in Appendix A and can easily be adapted to Fréchet trees.

(a) (Honest) The Fréchet tree is honest if the training examples whose responses have been used
to decide where to place the splits can not be involved in the calculation of the random forest kernel.

(b) (Symmetric) The Fréchet tree is symmetric if the output of the tree does not depend on the
order (i = 1, 2, . . . ) in which the training examples are indexed.

9
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Theorem 1 Suppose that for a fix x ∈ [0, 1]p, (A1)–(A4) hold and Fréchet trees are honest and
symmetric. Then r̂⊕(x) is pointwise consistent, that is,

d(r̂⊕(x),m⊕(x)) = op(1).

Remark 2 Building infinite Fréchet trees is actually computationally unfeasible. This issue also
represents a perennial challenge associated with U-statistics, particularly when dealing with large
n. In fact, the above results also hold true with B = Bn <

(
n
sn

)
where Bn → ∞ as n → ∞.

Consider

r̂⊕(x) =argmin
y∈Ω

R̂n(x, y) = argmin
y∈Ω

1

Bn

Bn∑
b=1

{
1

N(Lb(x;Dbn, ξb))
∑

i:Xi∈Lb(x;Dbn,ξb)

d2 (Yi, y)

}
.

In this case, R̂n(x, y) is called an incomplete infinite order U-statistic with a random kernel (about
ξb) for each fixed y ∈ Ω, which in general does not fit within the framework of infinite order U-
statistics. Since the randomization parameter ξ ∼ Ξ here is independent of the training sample
Dn, the consistency of R̂n(x, y) − R̃n(x, y) = op(1) for each y ∈ Ω still holds. Then by the same
proof as Theorem 1, r̂⊕(x) is still pointwise consistent with finite Fréchet trees. But the other tool of
incomplete infinite order U-processes with a random kernel is not clear so far. So the convergence
rate and asymptotic normality in the following content will still be developed under the constraint
B →∞ due to the vast challenges of theoretical techniques.

If the previous assumptions are suitably strengthened (see the assumption (U1–U4) before the
proof of the following theorem in the Appendix E), we can further obtain the uniform convergence
results for r̂⊕(x). Let ‖ · ‖ be the Euclidean norm onRp and J > 0.

Theorem 3 Suppose that (A1), (U1)–(U4) hold and Fréchet trees are honest and symmetric. Then

sup
‖x‖≤J

d(r̂⊕(x),m⊕(x)) = op(1).

3.3 Rate of Convergence

We proceed to analyze the convergence rates of the bias term and the variance term separately.
The convergence rate of the bias term is closely related to the construction of Fréchet trees. Here we
follow Wager and Athey (2018) to place the following additional requirements on the construction
of Fréchet trees.

(c) (Random-split) At each node split, marginalizing over ξ, the probability that X(j)(1 ≤ j ≤
p) is selected as the split variable is bounded below by π/p for some 0 < π ≤ 1.

(d) (α-regular) After each splitting, each child node contains at least a fraction α > 0 of the
available training examples which will be used to calculate the random forest kernel. Moreover, the
tree stops growing if every leaf node contains only between k and 2k − 1 observations, where k is
some fixed integer.

To derive the convergence rates, some additional assumptions are required. We start with some
notations. Let Zi = (Xi, Yi) and Dkn =

(
Zik,1 , Zik,2 , . . . , Zik,sn

)
, and define

Hn(Zik,1 , . . . , Zik,sn , y) = Eξ∼Ξ

[
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

{
d2 (Yi, y)− d2 (Yi, r̃⊕(x))

}]
.

10
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Consider the function class

Hδ := {Hn(z1, . . . , zsn , y) : d (y, r̃⊕(x)) < δ} .

Let Z0
i = (Xi, Yi), for i = 1, . . . , n, and let

{
Z1
i

}n
i=1

be i.i.d., independent of
{
Z0
i

}n
i=1

with the
same distribution. For ∀Hn(y1), Hn(y2) ∈ Hδ, define the following random pseudometric

dj (Hn(y1), Hn(y2)) =

∑n
k=1

∣∣∣∑a∈(n)sn :a1=kHn

(
Z0,1
aj ; y1

)
−Hn

(
Z0,1
aj ; y2

)∣∣∣∑
a∈(n)sn

Gδ

(
Z0,1
aj

) ,

where Z0,1
aj =

(
Z0
a1 , . . . , Z

0
aj , Z

1
aj+1

, . . . , Z1
asn

)
, (n)sn represents all the permutations of taking

sn distinct elements from the set {1, 2, . . . , n}, and Gδ is an envelope function for Hδ such that
|Hn| ≤ Gδ for every Hn ∈ Hδ.

With the above preparation, the assumptions are specified as follows.
(A5) For each y, M⊕(x, y) is Lipschitz-continuous about x, and the Lipschitz constant has a

common upper bound K.
(A6) There exist δ1 > 0, C1 > 0 and β1 > 1, possibly depending on x, such that, whenever

d (y,m⊕(x)) < δ1, we have M⊕(x, y)−M⊕ (x,m⊕(x)) ≥ C1d (y,m⊕(x))β1 .
(A7) There exist constants A and V such that

max
j≤sn

N (ε, dj ,Hδ) ≤ Aε−V

as δ → 0 for any ε ∈ (0, 1], where N (ε, dj ,Hδ) is the ε-covering number of the function class Hδ
based on the pseudometric dj we introduce.

(A8) There exist δ2 > 0, C2 > 0 and β2 > 1, possibly depending on x, such that, whenever
d (y, r̃⊕(x)) < δ2, we have

lim inf
n

{
R̃n(x, y)− R̃n (x, r̃⊕(x))− C2d (y, r̃⊕(x))β2

}
≥ 0.

The Lipschitz continuity in the assumption (A5) allows us to control the bias term by restricting
the diameter of the sample space represented by the leaf node. The assumption (A7) along with
the pseudometric dj were proposed by Heilig (1997) and Heilig and Nolan (2001) to establish the
maximal inequality of infinite order U-processes. From the perspective of empirical process, (A7)
regulates Hδ a Euclidean class. Knowing that a class of functions is Euclidean aids immensely in
establishing the convergence rate of the variance term. The assumptions (A6) and (A8) comes from
Petersen and Müller (2019). (A8) is also an extension of the condition that controls the convergence
rate of M -estimators. Please refer to Theorem 3.2.5 of van der Vaart and Wellner (1996) for more
details. First, we establish the rate for the bias term as follows.

Lemma 4 Suppose that for a fixed x ∈ [0, 1]p, (A1), (A2), (A4), (A5) and (A6) hold, and the Fréchet
trees are α-regular, random-split and honest. Then, as n→∞, provided that α ≤ 0.2, we have

d(r̃⊕(x),m⊕(x)) = O

(
s
− 1

2
log(1−α)
log(α)

π
p

1
β1−1

n

)
.

11
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Remark 5 Consider the special case when Ω ⊆ R. Then

M⊕(x, y)−M⊕ (x,m⊕(x)) = {y −m⊕(x)}2 .

That is to say, the assumption (A6) holds when β1 = 2. By the above lemma 4,

d(r̃⊕(x),m⊕(x)) = O

(
s
− 1

2
log(1−α)
log(α)

π
p

n

)
as n→∞. This rate coincides with Theorem 3 of Wager and Athey (2018), which indicates that our
asymptotic bias result generalizes that of Euclidean random forests to random forests with metric
space valued responses.

Then we turn to the convergence rate of the variance term.

Lemma 6 Suppose that for a fixed x ∈ [0, 1]p, (A1), (A4), (A7) and (A8) hold, and the Fréchet trees
are symmetric. Then we have

d(r̂⊕(x), r̃⊕(x)) = Op

((
s2
n log sn
n

) 1
2(β2−1)

)
.

Remark 7 When Ω ⊆ R, and if the trees are honest, then

R̃n(x, y) = E
[
E
{

(Y − y)2 | X ∈ L(x)
}]

and r̃⊕(x) = E [E {Y |X ∈ L(x)}] .

And we can further get

R̃n(x, y)− R̃n (x, r̃⊕(x))

=E
[
E
{

(Y − y)2 | X ∈ L(x)
}]
− E

[
E
{

(Y − r̃⊕(x))2 | X ∈ L(x)
}]

=y2 − 2yE [E {Y | X ∈ L(x)}] + (E [E {Y | X ∈ L(x)}])2

= {y − r̃⊕(x)}2 ,

which indicates that β2 = 2 in the assumption (A8) for Euclidean responses. By the result of Lemma
6, d(r̂⊕(x), r̃⊕(x)) = Op

(
(s2
n log sn/n)1/2

)
. The rate derived here is slower than (sn/n)1/2 as

described in our asymptotic normality result (Remark 15 in Appendix B). The reason is that the
existing maximal inequalities of infinite order U-processes are not strong enough. More refined
tools of infinite order U-processes are expected to be developed to further improve this convergence
rate.

Combining Lemma 4 and Lemma 6, we get the convergence rate for r̂⊕(x).

Theorem 8 Suppose that for a fixed x ∈ [0, 1]p, (A1), (A2), (A4)–(A8) hold, and Fréchet trees are
α-regular, random-split, honest and symmetric. If α ≤ 0.2, then

d(r̂⊕(x),m⊕(x)) = Op

(
s
− 1

2
log(1−α)
log(α)

π
p

1
β1−1

n +

(
s2
n log sn
n

) 1
2(β2−1)

)
.
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3.4 Asymptotic Normality

There are two major challenges in deriving the asymptotic normality of r̂⊕(x). On the one
hand, r̂⊕(x) has no explicit expression like Euclidean random forests and it is not the classical
M -estimator, but Mm-estimator (Bose and Chatterjee, 2018) and even Mmn-estimator with infinite
order U-processes. So we have to deal with the most general Mmn-estimator, where mn diverges to
infinity. On the other hand, theMmn-estimator here takes value not in Euclidean space but in general
metric space, which will also bring difficulties to the study of asymptotic limiting distribution. To
address the first difficulty, we will generalize the result in section 2.5 of Bose and Chatterjee (2018)
to acquire the probability representation and asymptotic normality of the Mmn-estimator. As for
the second issue, the seminal work of Bhattacharya and Lin (2017) and Bhattacharya and Patrange-
naru (2003, 2005) concluded that the map of the sample Fréchet mean is asymptotically normally
distributed around the map of the Fréchet mean under certain assumptions. We follow their de-
velopments in combination with our developed asymptotic tool for Mmn-estimator to establish the
asymptotic normality of r̂⊕(x) finally. While these difficulties have been reasonably addressed,
the conditions under which asymptotic normality holds are technical and not easily verifiable in
practice. Consequently, the asymptotic normality result is primarily intended for theoretical com-
pleteness and may not be convenient for practical statistical inference. Therefore we have placed
this section in the Appendix B for interested readers. It is noteworthy that our result encompasses
the asymptotic normality of the Euclidean random forest as a special case. In addition, the theory
developed forMmn-estimator based on infinite order U-processes and U-Statistics is of independent
interest. Overall, the development of a more practically significant asymptotic distribution theory
remains a challenging endeavor for our problem. When Y comes from specialized metric spaces
such as Riemannian manifolds or Hilbert spaces, the incorporation of additional space properties
may lead to further breakthroughs. However, it is beyond the scope of this paper.

4. Local Linear Smoothing

In Section 2, we have proposed RFWLCFR, which is a Nadaraya-Watson type estimator using
the random forest kernel. A very natural extension is to carry out local linear Fréchet regression
further. The local linear estimator is more flexible and accurate in capturing smooth signals. Lo-
cal Fréchet regression proposed by Petersen and Müller (2019) is a novel local linear estimator
adapted to cases with metric space valued responses. Similar to the classical local linear estima-
tor, their method still suffers from the curse of dimensionality. This section proposes the second
method called random forest weighted local linear Fréchet regression (RFWLLFR), which adopts
the random forest kernel to local linear Fréchet regression.

Bloniarz et al. (2016) and Friedberg et al. (2020) considered a local linear regression with Eu-
clidean responses based on the random forest kernel(

β̂0, β̂1

)
= argmin

β0,β1

1

n

n∑
i=1

αi(x) {Yi − β0 − βT
1 (Xi − x)}2 , (10)

where αi (x) = 1
B

∑B
b=1

1{Xi∈Lb(x;Dbn,ξb)}
N(Lb(x;Dbn,ξb))

. Then define the random forest weighted local linear
estimator as

l̂(x) = β̂0 = eT1 (X̃TAX̃)−1
n∑
i=1

(
1

Xi − x

)
αi(x)Yi (11)

13
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where

X̃ :=


1 (X1 − x)T

1 (X2 − x)T

...
...

1 (Xn − x)T

 , A := diag (α1(x), . . . , αn(x)) , e1 := (1, 0, · · · , 0)T .

To generalize (11) with metric space valued responses, we rewrite it as an implicit form

l̂(x) = argmin
y∈R

eT1 (X̃TAX̃)−1
n∑
i=1

(
1

Xi − x

)
αi(x)(Yi − y)2.

Replacing the Euclidean distance with a metric d, the RFWLLFR for a general metric space (Ω, d)
is proposed as

l̂⊕(x) = argmin
y∈Ω

eT1 (X̃TAX̃)−1
n∑
i=1

(
1

Xi − x

)
αi(x)d2(Yi, y). (12)

Our proposed local constant and local linear methods are both to calculate weighted Fréchet
means, but the weights of the local linear method may be negative. Due to the complexity of
RFWLLFR, we only study the consistency of l̂⊕(x) here. To this end, we assume the following
conditions.

(A9) X ∼ U ([0, 1]p), the uniform distribution on [0, 1]p.
(A10) N(Lb(x;Dbn, ξb))→∞ for b = 1, . . . , B.
(A11) The Fréchet trees are trained in such a way that for each y ∈ Ω

max
1≤i≤n,1≤b≤B

[
1
{
Xi ∈ Lb(x;Dbn, ξb)

}
|M⊕(Xi, y)−M⊕(x, y)|

]
p→ 0.

That is, the leaf node containing x shrinks such that the maximal variation of the function M⊕(·, y)
within a cell shrinks to 0 in probability for each y ∈ Ω.

(A12) m⊕(x) and l̂⊕(x) exist and are unique, the latter almost surely. For any ε > 0,

inf
d(y,m⊕(x))>ε

{M⊕(x, y)−M⊕ (x,m⊕(x))} > 0.

Assumptions (A9)-(A11) are similar to the conditions used in Bloniarz et al. (2016) to establish
the consistency of a nonparametric regression estimator using random forests as adaptive nearest
neighbor generators. The assumption (A11) is a general condition, which can be deduced from
assumptions (A2) and (A3). It is important to note that assumption (A10) is not required for the
consistency of our local constant method. But it provides a guarantee that the law of large numbers
can be used for the samples in the leaf node, which derives the consistency of l̂⊕(x) even when
B in the random forest kernel is a fixed constant. Another reasonable interpretation is that the
random forest provides weights for the final local linear regression and should not be used to model
strong, smooth signals to prevent overfitting phenomena. In other words, the Fréchet trees that
form the forest here should not grow too deep. These can also be observed in Figure 12 from
Appendix C.2, where moderately grown trees can improve the performance of l̂⊕(x). But our local
constant method often requires deeper trees. In addition to the assumptions above, the honesty
condition is still necessary to prove the consistency of l̂⊕(x).
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Figure 3: The relationships among the eight local estimators.

Theorem 9 Suppose that for a fixed x ∈ [0, 1]p, (A1), (A9)–(A12) hold and Fréchet trees are honest.
Then l̂⊕(x) is pointwise consistent, that is,

d(l̂⊕(x),m⊕(x)) = op(1).

Remark 10 As can be seen from Remark 2, we have weakened the requirement of our local constant
method for the number B of trees, which eliminates the gap between theoretical investigations and
practical applications. Certainly, if we reimpose assumptions of the local linear method here on it,
a parallel proof guarantees that B can be further weakened to a fixed constant.

After introducing our two methods, we briefly summarize all relevant methods. The classi-
cal Nadaraya-Watson regression, random forest, Nadaraya-Watson Fréchet regression (Hein, 2009)
and RFWLCFR are essentially all local constant estimators. The classical local linear regression,
random forest weighted local linear regression (Bloniarz et al., 2016; Friedberg et al., 2020), lo-
cal Fréchet regression (Petersen and Müller, 2019) and RFWLLFR are essentially all local linear
estimators. The relationship among the eight types of estimators is shown in Fig. 3.

5. Forest Kernel-based Permutation Variable Importance

As a byproduct of the classical random forest algorithm, one can effectively assess the impor-
tance of each variable using the out-of-bag (oob) samples (Breiman, 2001), which refer to those
observations not used in constructing the tree. Specifically, when the bth tree is grown, the oob
samples are passed down the tree, and the prediction accuracy is recorded. Then, the jth variable
values are randomly permuted within the oob samples, and accuracy is re-evaluated. The average
decrease in accuracy, resulting from this permutation, serves as a measure of the importance of vari-
able j in the random forest. The above process can be readily extended to non-Euclidean scenarios
by replacing the Euclidean distances with general distances. A notable disadvantage of this type
of permutation-based measure is that it is formulated at the tree level, and averaged over the forest.
Hence this method does not correctly reflect the reduced accuracy on the forest kernel due to the
permutation. Here, we introduce a novel method that uses the forest kernel for oob permutation
variable importance.

For each sample (Xi, Yi) from the entire training data Dn, we can collect the Fréchet trees
whose construction (Xi, Yi) did not participate in. Consequently, (Xi, Yi) serves as a natural test
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point for a small forest composed of these trees. We predict the response of Xi by RFWLCFR
based on the kernel generated by this small forest and record the prediction error. Note that the oob
prediction mechanic here is also similar to the ones used in the jackknife confidence interval (Wager
et al., 2014). These errors are then averaged over all training samples as a baseline. To quantify the
importance of the jth variable, we randomly permute the value for the variable j within Dn. The
prediction error is recalculated by treating each permuted observation as a testing point. The de-
crease in accuracy on the permuted data compared to the baseline is a variable importance measure
for variable j. The complete algorithm is summarized in Algorithm 1. Although Algorithm 1 incurs
more computational overhead compared to the classical tree-level measure, as it involves identi-
fying unrelated trees and making predictions for each observation, the extra computational cost is
not significant. The advantage of our method lies in its higher precision, given that the prediction
process is executed based on a forest-level kernel. In addition, repeating the algorithm multiple
times and averaging the variable importance can enhance result stability. In cases where there is an
excessive number of features, the variable importance ranking obtained from Algorithm 1 can guide
us in discarding less important variables, thereby mitigating the challenges arising from the curse
of dimensionality.

Algorithm 1 : Variable importance calculation
Inputs: A training set Dn = {(Xi, Yi)}ni=1, number of Fréchet trees B.

Step 1. Construct a random forest consisting ofB Fréchet trees {Tb(x;Dbn, ξb)}Bb=1 based onDn,
which generate the random forest kernel for the achievement of RFWLCFR.
Step 2.
for i = 1 to n do

Identify the collection Ti of Fréchet trees whose growth (Xi, Yi) did not participate in: Ti =
{Tb(x;Dbn, ξb) : 1 ≤ b ≤ B, (Xi, Yi) /∈ Dbn}.
Predict the response of Xi with RFWLCFR, denoted by r̂oob⊕ (Xi), based on the random forest
kernel provided by Ti.

end for
Record the mean square error: R0 = 1

n

∑n
i=1 d

2(r̂oob⊕ (Xi), Yi).
Step 3.
for j = 1 to p do

Permute the values for the jth variable randomly in {Xi}ni=1 and repeat Step 2 with the per-
muted data and the same Ti, 1 ≤ i ≤ n, acquired in Step 2; Record the corresponding mean
square error Rj .

end for
Step 4. Calculate the variable importance for the jth variable: VI(X(j)) = Rj −R0, 1 ≤ j ≤ p.

6. Simulations

In this section, we consider three Fréchet regression scenarios including probability distribu-
tions, symmetric positive definite matrices, and spherical data to evaluate the performance of the
two methods proposed in this paper. We include the global Fréchet regression (GFR) and local
Fréchet regression (LFR) (Petersen and Müller, 2019), and the Fréchet random forest (FRF) (Cap-
itaine et al., 2019) for comparisons. Additionally, the single index Fréchet regression (IFR) (Bhat-
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tacharjee and Müller, 2023) is also considered for a setting of the single index model with symmetric
positive-definite matrix responses. Throughout this section, GFR and LFR can be implemented by
R-package “frechet” (Chen et al., 2020). FRF can be implemented by the R-package “FrechForest”
(Capitaine, 2021) with a slight modification by adding the three new types of responses and their
corresponding metrics into the package. And Julia code for the implementation of IFR can be found
in the GitHub platform. Our RFWLCFR and RFWLLFR are also implemented in R. For simplicity,
the Fréchet trees in our simulations are not necessarily honest. All random forests are constructed
by 100 Fréchet trees. There are three hyperparameters for each Fréchet tree: the size sn of each
subsample, the depth of Fréchet trees and the number of features randomly selected at each internal
node. The choice of sn is very tedious and time-consuming. Here we instead acquire all subsamples
by sampling from the training data set Dn with replacement, which is commonly used in random
forest codes. When the size n ofDn is large enough, each subsample is expected to have the fraction
(1−1/e) ≈ 63.2% of the unique examples ofDn. We consider 3 ∼ dlog2 ne for the range of tuning
about the depth of Fréchet trees, where n is the number of training samples. For a fair comparison,
each method chooses the hyperparameters by cross-validation.

In the following simulations, each setting is repeated 100 times. For the rth Monte Carlo test,
m̂r
⊕ denotes the fitted function based on the method m̂⊕ and the quality of the estimation is mea-

sured quantitatively by the mean squared error

MSEr(m̂⊕) =
1

100

N∑
i=1

d2(m̂r
⊕(Xi),m⊕(Xi))

based on 100 new testing points.

6.1 Fréchet Regression for Distributions

Let (Ω, d) be the metric space of probability distributions on R with finite second order mo-
ments and the quadratic Wasserstein metric dW . For two such distributions Y1 and Y2, the squared
Wasserstein distance is defined by

d2
W (Y1, Y2) =

∫ 1

0

{
Y −1

1 (t)− Y −1
2 (t)

}2
dt, (13)

where Y −1
1 and Y −1

2 are quantile functions corresponding to Y1 and Y2, respectively.
Let X1, . . . , Xn ∼ U ([0, 1]p), and we generate random normal distribution Y by

Y = N
(
µY , σ

2
Y

)
,

where µY and σY are random variables dependent on X as described in the following.
Setting I-1:

µY ∼ N
(
5βTX − 2.5, σ2

)
, σY = 1.

We consider four situations of the dimension of X : p = 2, 5, 10, 20.
(i) p = 2: β = (0.75, 0.25);
(ii) p = 5, 10: β = (0.1, 0.2, 0.3, 0.4, 0, . . . , 0);
(iii) p = 20: β = (0.1, 0.2, 0.3, 0.4, 0, . . . , 0, 0.1, 0.2, 0.3, 0.4) /2.
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Setting I-2:

µY ∼ N
(
sin (4πβT

1X) (2βT
2X − 1) , σ2

)
, σY = 2|eT1X − eT2X|,

where ei is a vector of zeros with 1 in the ith element. We also consider four situations.
(i) For p = 2: β1 = (0.75, 0.25), β2 = (0.25, 0.75).
(ii) For p = 5, 10, 20: β1 = (0.1, 0.2, 0.3, 0.4, 0, . . . , 0) , β2 = (0, . . . , 0, 0.1, 0.2, 0.3, 0.4).

We set n = 100, 200 for p = 2; n = 200, 500 for p = 5; n = 500, 1000 for p = 10
and n = 1000, 2000 for p = 20. For computation simplicity, the quantile function of each Yi is
discretized as the 21 quantile points corresponding to the equispaced grids on [0, 1]. It can then
be verified from (13) that the Wasserstein distance between the two distributions is actually the
Euclidean distance between their quantile points. Therefore, our RFWLCFR and the method FRF
will have the same output.

For the fairness of comparison, we begin with the setting I-1 where data are generated in a linear
way. It is compliant with the initial assumptions of GFR. The results are recorded in Table 1. Not
surprisingly, GFR is the best performer, followed by RFWLLFR. It is worth noting that in all cases,
RFWLLFR performs best when the depth of Fréchet trees is 3 (under the constraint 3 ∼ dlog2 ne)
and only one feature is randomly selected at each internal node. In fact, if the input space is not
partitioned, i.e., the Fréchet trees are of depth 1, RFWLLFR will do the same thing as GFR ex-
cept RFWLLFR has a subsampling process from the training data. For setting I-2, as the Fréchet
regression function is nonlinear, the performance of GFR is the worst. And we observe that the
performance of GFR can not be improved significantly by simply increasing the number of train-
ing samples. For the low-dimensional case, the best performance is concentrated in RFWLLFR,
indicating that it is easier to capture nonlinear signals. But as the dimension of X increases, the
requirement of data size increases rapidly for local methods and the fitting becomes more challeng-
ing. Instead, a more straightforward method RFWLCFR begins to outperform RFWLLFR. LFR is a

Model (p, n) GFR LFR RFWLCFR/FRF RFWLLFR

I-1

(2, 100) 0.0014 (0.0012) 0.0688 (0.0707) 0.0269 (0.0071) 0.0031 (0.0015)
(2, 200) 0.0006 (0.0006) 0.0452 (0.0363) 0.0179 (0.0037) 0.0014 (0.0008)
(5, 200) 0.0011 (0.0006) NA 0.0468 (0.0085) 0.0028 (0.0010)
(5, 500) 0.0005 (0.0003) NA 0.0299 (0.0049) 0.0011 (0.0004)
(10, 500) 0.0009 (0.0004) NA 0.0401 (0.0059) 0.0019 (0.0005)
(10, 1000) 0.0004 (0.0002) NA 0.0284 (0.0039) 0.0009 (0.0002)
(20, 1000) 0.0009 (0.0003) NA 0.0542 (0.0088) 0.0015 (0.0004)
(20, 2000) 0.0004 (0.0001) NA 0.0444 (0.0059) 0.0007 (0.0002)

I-2

(2, 100) 0.3045 (0.0306) 0.0944 (0.0883) 0.0410 (0.0090) 0.0317 (0.0141)
(2, 200) 0.3023 (0.0278) 0.0745 (0.1550) 0.0254 (0.0050) 0.0186 (0.0073)
(5, 200) 0.2482 (0.0206) NA 0.0772 (0.0136) 0.0719 (0.0121)
(5, 500) 0.2335 (0.0241) NA 0.0557 (0.0087) 0.0502 (0.0083)
(10, 500) 0.2416 (0.0261) NA 0.1053 (0.0195) 0.1134 (0.0171)
(10, 1000) 0.2438 (0.0297) NA 0.0901 (0.0174) 0.0927 (0.0148)
(20, 1000) 0.2442 (0.0245) NA 0.1399 (0.0260) 0.1554 (0.0197)
(20, 2000) 0.2456 (0.0286) NA 0.1257 (0.0238) 0.1337 (0.0194)

Table 1: Average MSE (standard deviation) of different methods for setting I-1,2 with σ = 0.2 for
100 simulation runs. Bold-faced numbers indicate the best performers.
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Figure 4: The variable importance for all variables of setting I-1.

local method relying heavily on kernel smoothing. The corresponding function in “frechet” package
can only handle the case where the dimension of X is less than 3. When p = 2, the method LFR
does not perform as well as RFWLCFR and RFWLLFR. For the effect of noise size σ and the case
that the components of X are correlated, please refer to Appendix C.2.

As variable importance is readily apparent in setting I-1, we use this setting to examine the
variable importance measure introduced in Section 5. Our analysis concentrates on four cases of
(n, p): (2, 100), (5, 200), (10, 500) and (20, 1000). Following the Algorithm 1, we calculate the
importance for all variables in one simulation run, as presented in Figure 4. It is evident that the im-
portance rankings closely align with the truth. This indicates the ability of our method to accurately
discern the order of importance among the feature variables for predicting the response values.

6.2 Fréchet Regression for Symmetric Positive-definite Matrices

Let (Ω, d) be the metric space S+
m of m × m symmetric positive-definite (SPD) matrices en-

dowed with metric d. There are many options for metrics, this section focuses on the Log-Cholesky
metric and the affine-invariant metric. For a matrix Y , let bY c denote the strictly lower triangular
matrix of Y , D(Y ) denote the diagonal part of Y and ‖Y ‖F denote the Frobenius norm. It is well
known that if Y is a symmetric positive-definite matrix, there is a lower triangular matrix P whose
diagonal elements are all positive such that PPT = Y . This P is called the Cholesky factor of Y ,
devoted as L (Y ).

For an m × m symmetric matrix A, exp(A) = Im +
∑∞

j=1
1
j!A

j is a symmetric positive-
definite matrix. Conversely, for a symmetric positive-definite matrix Y , the matrix logarithmic map
is log(Y ) = A such that exp(A) = Y .

For two symmetric positive-definite matrices Y1 and Y2, the Log-Cholesky metric (Lin, 2019)
is defined by

dL(Y1, Y2) = dL(L (Y1),L (Y2)),

where dL(P1, P2) = {‖bP1c − bP2c‖2F + ‖logD(P1)− logD(P2)‖2F }1/2. And the affine-invariant
metric (Moakher, 2005; Pennec et al., 2006) is defined by

dA(Y1, Y2) =
∥∥∥log

(
Y
−1/2

1 Y2Y
−1/2

1

)∥∥∥
F
.
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Model (p, n) GFR LFR IFR RFWLCFR/FRF RFWLLFR

II-1

(2, 100) 1.264 (0.116) 0.088 (0.039) 0.981 (0.280) 0.177 (0.061) 0.128 (0.072)
(2, 200) 1.209 (0.089) 0.038 (0.016) 0.863 (0.283) 0.082 (0.019) 0.054 (0.019)
(5, 200) 1.281 (0.115) NA 1.202 (0.180) 0.507 (0.082) 0.397 (0.096)
(5, 500) 1.267 (0.104) NA 1.167 (0.216) 0.299 (0.046) 0.190 (0.040)
(10, 500) 1.279 (0.104) NA 1.252 (0.115) 0.586 (0.101) 0.575 (0.101)
(10, 1000) 1.253 (0.096) NA 1.242 (0.099) 0.420 (0.084) 0.407 (0.082)
(20, 1000) 0.973 (0.114) NA 0.971(0.110) 0.623 (0.088) 0.485 (0.075)
(20, 2000) 0.956 (0.122) NA 0.591(0.073) 0.522 (0.076) 0.379 (0.058)

II-2

(2, 100) 1.932 (0.135) 0.240 (0.098) NA 0.367 (0.068) 0.283 (0.079)
(2, 200) 1.898 (0.152) 0.109 (0.020) NA 0.188 (0.035) 0.143 (0.032)
(5, 200) 1.980 (0.136) NA NA 0.855 (0.114) 0.674 (0.116)
(5, 500) 1.935 (0.143) NA NA 0.543 (0.065) 0.369 (0.048)
(10, 500) 1.971 (0.136) NA NA 1.057 (0.155) 1.056 (0.134)
(10, 1000) 1.949 (0.140) NA NA 0.845 (0.134) 0.839 (0.119)
(20, 1000) 1.970 (0.116) NA NA 1.251 (0.200) 1.362 (0.171)
(20, 2000) 1.962 (0.140) NA NA 1.071 (0.178) 1.191 (0.158)

Table 2: Average MSE (standard deviation) of different methods for setting II-1,2 with σ = 0.2
and Log-Cholesky metric over 100 simulation runs. Bold-faced numbers indicate the best
performers.

In practical applications, we need to choose the appropriate metric according to the need. The Log-
Cholesky metric is faster in the calculation, while the affine-invariant metric has the congruence
invariance property. More discussion refers to Lin (2019).

We generate X1, . . . , Xn from the uniform distribution U([0, 1]p). And the response Y is gen-
erated via symmetric matrix variate normal distribution (Zhang et al., 2023). Consider the simplest
case, we say an m × m symmetric matrix A ∼ Nmm(M ;σ2) if A = σZ + M where M is an
m×m symmetric matrix and Z is an m×m symmetric random matrix with independent N (0, 1)
diagonal elements andN (0, 1/2) off-diagonal elements. We consider the following settings with Y
being SPD matrices.

Setting II-1:
log(Y ) ∼ Nmm

(
D(X), σ2

)
with D(X) =

(
1 ρ(X)

ρ(X) 1

)
, ρ(X) = cos (4π(βTX)). The choice of β corresponds to p =

2, 5, 10, 20 is the same as setting I-1.
Setting II-2:

log(Y ) ∼ Nmm
(
D(X), σ2

)
with D(X) =

 1 ρ1(X) ρ2(X)
ρ1(X) 1 ρ1(X)
ρ2(X) ρ1(X) 1

 , ρ1(X) = 0.8 cos
(
4π(βT1 X)

)
and ρ2(X) = 0.4 cos(

4π(βT2 X)
)
. The choice of (β1, β2) corresponds to p = 2, 5, 10, 20 is the same as setting I-2.

We again compare our methods with GFR, LFR and FRF. Additionally, since the setting II-1
is a single index model, we include IFR as another competitor. Since the Log-Cholesky distance
between two symmetric positive-definite matrices is essentially the Frobenius distance between the
matrices after some transformations. Therefore, similar to the regression for distributions, RFWL-
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Model (p, n) FRF RFWLCFR RFWLLFR

II-1

(2, 100) 0.164133 (0.041988) 0.164132 (0.041991) 0.124380 (0.046016)
(2, 200) 0.080703 (0.015133) 0.080707 (0.015134) 0.063739 (0.016001)
(5, 200) 0.408030 (0.063235) 0.408010 (0.063239) 0.332478 (0.073828)
(5, 500) 0.243664 (0.035725) 0.243662 (0.035725) 0.166254 (0.029714)
(10, 500) 0.501018 (0.079189) 0.500904 (0.079182) 0.464811 (0.079191)
(10, 1000) 0.366349 (0.069003) 0.366257 (0.068997) 0.331014 (0.067757)
(20, 1000) 0.502299 (0.073056) 0.502238 (0.073048) 0.390836 (0.057455)
(20, 2000) 0.425098 (0.062546) 0.425046 (0.062547) 0.304537 (0.044358)

II-2

(2, 100) 0.286285 (0.059663) 0.286285 (0.059655) 0.238548 (0.062099)
(2, 200) 0.154080 (0.025816) 0.154085 (0.025813) 0.128763 (0.023595)
(5, 200) 0.627837 (0.088528) 0.627769 (0.088545) 0.499721 (0.087616)
(5, 500) 0.396012 (0.046278) 0.395999 (0.046281) 0.280171 (0.035996)
(10, 500) 0.794744 (0.128331) 0.794220 (0.128334) 0.762684 (0.100195)
(10, 1000) 0.638420 (0.110770) 0.637765 (0.110686) 0.605356 (0.089589)
(20, 1000) 0.927755 (0.147346) 0.927363 (0.147369) 0.991135 (0.111894)
(20, 2000) 0.795528 (0.141159) 0.795009 (0.141150) 0.878269 (0.118397)

Table 3: Average MSE (standard deviation) of different methods for setting II-1,2 with σ = 0.2
and affine-invariant metric over 100 simulation runs. Bold-faced numbers indicate the
best performers.

Figure 5: The variable importance for all variables of setting II-1.

CFR and FRF would have the same output. Results about setting II-1,2 with Log-Cholesky metric
are shown in Table 2. In setting II-1, IFR performs better than GFR, but still falls short of our two
methods. IFR learns coefficients of a single index model within 500 randomly generated direction
vectors. This finite traversal optimization approach incurs a loss in precision. Taken together, LFR
has the best performance when p = 2. But when p > 2, RFWLLFR performs the best in most
cases. The results with the affine-invariant metric summarized in Table 3 also advocate RFWLLFR
except for the high dimensional case of setting II-2. Moreover, for the affine-invariant metric, we
observe slight differences between RFWLCFR and FRF.
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Similar to Section 6.1, we further evaluate the validity of the proposed variable importance
method in the scenario of matrix responses. We consider the setting II-1 with the Log-Cholesky
metric and still pick (n, p) for (2, 100), (5, 200), (10, 500) and (20, 1000). The results are illustrated
in Figure 5. Once again, it can be observed that our method produces nearly accurate importance
rankings for the variables.

6.3 Fréchet Regression for Spherical Data

Let (Ω, d) be the metric space S2 of sphere data endowed with the geodesic distance dg. For
two points Y1, Y2 ∈ S2, the geodesic distance is defined by

dg (Y1, Y2) = arccos (Y T
1 Y2) .

We generate i.i.d X1, . . . , Xn ∼ U ([0, 1]p). And Yi are generated by the following two settings.
Setting III-1: Let the Fréchet regression function be

m⊕ (X) =
(
{1− (βT

1X)2}1/2 cos(π(βT
2X)), {1− (βT

1X)2}1/2 sin(π(βT
2X)), βT

1X
)T
.

We generate binary Normal noise εi on the tangent space Tm⊕(Xi)S
2, then map εi back to S2 by

Riemannian exponential map to get Yi. Specifically, we first independently generate δi1, δi2
iid∼

N
(
0, 0.22

)
, then let εi = δi1v1 + δi2v2, where {v1, v2} forms an orthogonal basis of tangent space

Tm⊕(Xi)S
2. Then Yi can be generated by

Yi = Expm⊕(Xi) (εi) = cos (‖εi‖)m⊕ (Xi) + sin (‖εi‖)
εi
‖εi‖

,

Model (p, n) FRF RFWLCFR RFWLLFR

III-1

(2, 100) 0.032329 (0.007413) 0.032327 (0.007409) 0.019839 (0.005842)
(2, 200) 0.023078 (0.003967) 0.023079 (0.003967) 0.010781 (0.002704)
(5, 200) 0.030237 (0.004693) 0.030237 (0.004693) 0.017935 (0.003892)
(5, 500) 0.021684 (0.002725) 0.021683 (0.002724) 0.012164 (0.001998)
(10, 500) 0.035012 (0.004252) 0.035018 (0.004253) 0.013339 (0.001915)
(10, 1000) 0.027184 (0.003063) 0.027188 (0.003065) 0.010851 (0.001389)
(20, 1000) 0.034698 (0.003879) 0.034701 (0.003879) 0.033069 (0.004379)
(20, 2000) 0.029362 (0.003503) 0.029362 (0.003502) 0.028837 (0.003453)

III-2

(2, 100) 0.010498 (0.002954) 0.010501 (0.002954) 0.004226 (0.001735)
(2, 200) 0.007982 (0.001836) 0.007984 (0.001837) 0.003150 (0.000956)
(5, 200) 0.008893 (0.001612) 0.008894 (0.001612) 0.005192 (0.001418)
(5, 500) 0.006562 (0.001216) 0.006563 (0.001216) 0.002946 (0.000637)
(10, 500) 0.008936 (0.001378) 0.008938 (0.001378) 0.005266 (0.000962)
(10, 1000) 0.007110 (0.000951) 0.007111 (0.000952) 0.004190 (0.000626)
(20, 1000) 0.009005 (0.001258) 0.009006 (0.001259) 0.006311 (0.000975)
(20, 2000) 0.007427 (0.000938) 0.007429 (0.000938) 0.005117 (0.000692)

Table 4: Average MSE (standard deviation) of different methods for setting III-1,2 over 100 simu-
lation runs. Bold-faced numbers indicate the best performers.
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Figure 6: The plots of predictions of m⊕(x) given by RFWLCFR (the 1st and 3rd panels) and
RFWLLFR (the 2nd and 4th panels) in a simulation run of p = 2, n = 200. The left
two panels show the results of setting III-1, while the right two show the results of setting
III-2. The red points represent real points, and the black points represent predicted points.

where ‖ · ‖ is the Euclidean norm. Consider the following four kinds of dimensions
(i) p = 2: β1 = (1, 0), β2 = (0, 1);
(ii) p = 5, 10, 20: β1 = (0.1, 0.2, 0.3, 0.4, 0, . . . , 0) , β2 = (0, . . . , 0, 0.1, 0.2, 0.3, 0.4).

Setting III-2: Consider the following model

Yi =
(

sin(βT
1Xi + εi1) sin(βT

2Xi + εi2), sin(βT
1Xi + εi1) cos(βT

2Xi + εi2), cos(βT
1Xi + εi1)

)T
,

where the random noise εi1, εi2
iid∼ N

(
0, 0.22

)
are generated independently. The four situations

corresponding to p = 2, 5, 10, 20 are the same as setting III-1.
Setting III-1 is similar to Petersen and Müller (2019) and Zhang et al. (2023), and setting III-2 is

similar to Ying and Yu (2022). For Fréchet regression with sphere data, we focus on the comparison
of FRF, RFWLCFR and RFWLLFR. RFWLCFR and FRF will have different outputs under the
geodesic distance dg. We summarize the results in Table 4. RFWLLFR performs best in all cases.
To vividly describe the performance of RFWLCFR and RFWLLFR, Figure 6 exhibits the prediction
of nine given testing points with p = 2 and n = 200 for setting III-1,2, which verifies the advantage
of RFWLLFR.

7. Real Application

In this section, we use New York taxi data and mortality data to validate the advanced perfor-
mance of our methods in practical applications.

7.1 New York Taxi Data

The New York City Taxi and Limousine Commission provides detailed records on yellow taxi
rides, including pick-up and drop-off dates and times, pick-up and drop-off locations, trip distances,
payment types, and other information. The data can be downloaded from https://www1.nyc.
gov/site/tlc/about/tlc-trip-record-data.page. In line with Dubey and Müller
(2020), we transform the raw data into network data (adjacency matrices), where nodes represent
zones and edges are weighted by the number of taxi rides that picked up in one zone and dropped
off in another within a single hour. Specifically, we take the following steps to gather adjacency
matrices:
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1. Due to resource constraints, we only use data from January and February 2019 (59 days).
2. We further filter the observations to only include pick-ups and drop-offs that occurred within

Manhattan (excluding islands).
3. We divide Manhattan into 10 zones and labeled them according to Dubey and Müller (2020).

Details can be found in Appendix D. Then each network has 10 nodes, and the corresponding
adjacency matrix has dimensions 10× 10.

4. For each hour, we collect the number of pairwise connections between nodes based on pick-
ups and drop-offs, which corresponds to the weights between nodes. We normalize the weights by
the maximum edge weight in each hour, scaling them to the range [0, 1].

We acquire a total of 1416 adjacency matrices of 10 × 10, which describe the taxi movements
between zones in Manhattan. To facilitate the Fréchet regression analysis for network responses,
we transform these matrices into SPD matrices by applying the matrix exponential mapping exp(·)
to them. Additionally, from the taxi data, we collect nine potential features with values averaged
over each hour:

• Ave. Distance: mean distance traveled, standardized

• Ave. Fare: mean fare, standardized

• Ave. Passengers: mean number of passengers, standardized

• Ave. Tip: mean tip, standardized

• Cash: sum of cash indicators for type of payment, standardized

• Credit: sum of credit indicators for type of payment, standardized

• Dispute: sum of dispute indicators for type of payment, standardized

• Free: sum of free indicators for type of payment, standardized

• Late Hour: indicator for the hour being between 11pm and 5am, standardized

We also gather weather data for January and February 2019 from https://www.wunderground.
com/history/daily/us/ny/new-york-city/KLGA/date, which yields 5 weather vari-
ables as potential features:

• Day’s Ave. Temp: daily mean temperature, standardized

• Day’s Ave. Humid: daily mean humidity, standardized

• Day’s Ave. Wind: daily mean wind speed, standardized

• Day’s Ave. Press: daily mean barometric pressure, standardized

• Day’s Total Precip: daily total precipitation, standardized

In total, we have 14 potential features. The data set consisting of 1416 samples is partitioned ran-
domly into three parts for Fréchet regression: a training set of size 850, a validation set of size 283,
and a testing set of size 283, following a ratio of 6 : 2 : 2. We train GFR, LFR, IFR, RFWLCFR,
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and RFWLLFR on the training set using the Log-Cholesky metric and fine-tune their hyperparam-
eters on the validation set. Subsequently, we retrain these methods on the combined training and
validation sets of size 1133 using the selected hyperparameters to obtain the final models. Their
performance is evaluated on the testing set by computing the mean squared errors based on the Log-
Cholesky metric. However, the R-package for LFR is only applicable when the dimension of the
feature space does not exceed 2. This limitation restricts the use of LFR in the current regression
task. An effective solution is to consider the Fréchet sufficient dimension reduction method called
the weighted inverse regression ensemble (WIRE), as proposed by Ying and Yu (2022). Unfortu-
nately, the structural dimension of the central space is estimated to be 3. To ensure the availability
of LFR, we are compelled to discard the third sufficient dimension reduction direction and project
the original 14-dimensional feature vector onto a 2-dimensional subspace. This inevitably results
in some loss of information. Specifically, the first two sufficient dimension reduction directions
obtained through WIRE are as follows:

β̂1 = (−0.911, 0.049,− 0.152,−0.095, 0.303, 0.013, 0.035,−0.079,

0.157, 0.076, 0.007,−0.021, 0.058, 0.033)T;

β̂2 = (0.125,−0.057,0.178, 0.354, 0.740, 0.258,−0.091,−0.220,

− 0.390,−0.014, 0.020,−0.005,−0.027, 0.001)T.

(14)

The two directions transform X into a 2-dimensional vector (β̂T
1X, β̂

T
2X) as the input of LRF. Ad-

ditionally, the above result of the Fréchet sufficient dimension reduction shows that the underlying
model can not be a single index model. However, despite this, we still intend to employ the IFR
method for the sake of comparative analysis.

With the above preparations, we obtain the following testing errors: 1.377 for GFR, 0.944
for LFR, 2.620 for IFR, 0.568 for RFWLCFR, and 0.576 for RFWLLFR. In light of the results,
RFWLCFR exhibits the highest prediction accuracy, followed closely by RFWLLFR. The superior
performance of LFR compared to GFR strongly suggests the presence of a nonlinear regression
relationship. The poor performance of IFR can be easily understood, as the central space dis-
cussed before has a structural dimension of 3, rendering the single index method ineffective. As
expected, IFR performs worse than LFR, which benefits from two sufficient dimension reduction
directions. We can further obtain the predicted taxi ride networks by applying the inverse mapping
(matrix logarithmic map) log(·) to the predicted matrices given by the methods described above.
To visually illustrate the disparities in the outcomes of these methods, we randomly select three
samples from the testing set and plot their corresponding true and predicted networks, as depicted
in Figure 7. Please note that the plots for the first sample have been previously shown in Fig-
ure 1 and are therefore excluded here. Obviously, all the regression methods effectively capture
the structural characteristics and weight information of true networks. But our methods stand out
in their capacity to handle intricate details, yielding predicted outcomes that closely approximate
the true networks. Corresponding heatmaps (Figure 8) have also been generated to complement
the visualization. These results numerically and visually verify the superiority of our methods and
demonstrate their potential in complex network learning.

We now measure the importance of each feature using Algorithm 1. The result is shown in
Figure 9. This ranking of importance appears to be reasonable. Firstly, five weather features (X(10)

to X(14)) are deemed unimportant. One main reason is that daily averages of these weather features
may not accurately capture their hourly impact on taxi traffic. And our data is sourced from the
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Figure 7: True (left) and fitted (right, in order of GFR, LFR after dimension reduction, IFR, RFWL-
CFR, RFWLLFR) networks with 10 zones for the remaining two test samples. The
thickness of the edges connecting vertices corresponds to their weights, while the size
of vertices represents the total traffic volume within each zone.
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Figure 8: Networks with 10 zones represented as heatmaps for the three test samples.
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Figure 9: The variable importance for 14 features of New York taxi data.

consistent winter season in which daily weather conditions are relatively stable. The limited vari-
ability in weather conditions may account for the constrained explanatory power of these weather
features in capturing fluctuations in taxi traffic. Another evidence support is the observation that the
last five coefficients of the first two sufficient dimension reduction directions, β1 and β2 in (14), are
all notably small. Among these five features, the two most significant ones are Day’s Ave. Temp
(X(10)) and Day’s Total Precip (X(14)), as adverse weather conditions such as low temperatures or
rain are more likely to hinder travel. Secondly, disputed and free rides are infrequent events in the
raw data, and as such, their influence on the taxi ride network is consequently limited. This helps
explain the relatively low importance assigned to Dispute (X(7)) and Free (X(8)) among the 14 fea-
tures. Finally, it can be observed that the four most crucial features are Ave. Distance (X(1)), Cash
(X(5)), Late Hour (X(9)), and Ave. Passengers (X(3)). This result can also be explained intuitively.
Travel distance and passenger count are typically the two main considerations when people decide
whether to choose a taxi for their trip. Cash, as a primary mode of payment, plays a pivotal role
in people’s travel decisions. Late Hour emerges as a critical factor shaping taxi ride networks, as
late-night travel activity is significantly different from other times.

Based on the established variable importance ranking, we further illustrate how to perform vari-
able selection. Here we judge which features can be omitted by comparing the performance of
RFWLCFR with different feature subsets on the testing set. However, evaluating the performance
of Fréchet regression separately for all possible subsets of the 14 features is a cumbersome task. If
we leverage the feature importance ranking, this task will be greatly simplified. Specifically, we first
remove the four least important features (X(11) to X(14)). Then we initiate the selection process
with the most important feature, and add other features, one by one, to the candidate feature subset
in order of their importance among the remaining 10 variables. We conduct testing with each can-
didate subset. In this way, we only need 10 experiments to determine the most appropriate feature
subset as the result of our selection. The entire data set consisting of 1416 samples is divided into
training, validation, and testing sets in the same way as before. In the jth experiment, we inter-
cept the most important j features to implement RFWLCFR, tune the hyperparameters using the
validation set, and calculate the testing error using the testing set. The results of 10 experiments
are summarized in Figure 10. Notably, the Fréchet regression with the first seven most important
features achieves the lowest testing error. Adding additional features does not improve prediction
accuracy but instead increases computational complexity and complicates interpretation. Conse-
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Figure 10: The testing errors with the different number of features.

quently, the final selected seven variables are Ave. Distance, Cash, Late Hour, Ave. Passengers,
Credit, Ave. Tip, and Ave. Fare. In Figure 10, the testing error does not exhibit a clear upward
trend as the number of features increases. This once again illustrates, to some extent, that our ran-
dom forest based method can adaptively identify valuable features, and the presence of less relevant
features will not interfere too much with its accuracy.

7.2 Mortality Data

Taking distribution as the outcome of interest allows us to obtain more information than sum-
mary statistics. In this part, we apply the two proposed methods to deal with the Fréchet regression
problem for human mortality distribution. Just like Zhang et al. (2023), we also consider the fol-
lowing 9 predictor variables that have been standardized: (1) Population Density: population per
square Kilometer; (2) Sex Ratio: number of males per 100 females in the population; (3) Mean
Childbearing Age: the average age of mothers at the birth of their children; (4)Gross Domestic
Product (GDP) per Capita; (5) Gross Value Added (GVA) by Agriculture: the percentage of agri-
culture, hunting, forestry, and fishing activities of gross value added; (6) Consumer price index:
treat 2010 as the base year; (7) Unemployment Rate; (8) Expenditure on Health (percentage of
GDP); (9) Arable Land (percentage of total land area). These variables involve population, econ-
omy, health, and geography factors in 2015, which are closely related to human mortality. The data
are collected from United Nation Databases (http://data.un.org/) and UN World Popula-
tion Prospects 2019 Databases (https://population.un.org/wpp/Download). The life
table considered here contains the number of deaths for each single age group from 162 countries
in 2015. We treat the life table data as histograms of death versus age, with bin width equal to one
year (the results of the subsequent analysis are similar when bin width is set to five years). Then the
package “frechet” helps to transform the histograms into smoothed probability density functions.
For comparison, we try to consider GFR, LFR, IFR. Similarly, before using LFR, WIRE (Ying and
Yu, 2022) is adopted to achieve sufficient dimension reduction. The first four largest singular values
of the WIRE matrix (Ying and Yu, 2022) are 4.486, 0.785, 0.101, 0.066, and the structural dimen-
sion of central space is determined to be 2. The first two sufficient dimension reduction directions
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obtained by WIRE are

β̂1 = (−0.092,−0.084, 0.009,−0.429, 0.806, 0.048, 0.104,−0.364,−0.076)T;

β̂2 = (0.103, 0.079, 0.641, 0.566, 0.415,−0.017, 0.130, 0.243, 0.066)T.

The two directions transform the 9-dimensional featureX into a 2-dimensional vector (β̂T
1X, β̂

T
2X)

as the input of LRF. This also implies that the single index method is inappropriate. Here we drop
the use of the IFR method.

We then perform 9-fold testing to evaluate the performance of all Fréchet regression methods.
Specifically, we divide the 162 countries into 9 parts evenly and conduct 9 training runs. For each
run, one of the 9 parts is chosen as the testing set and the rest as the training set. The test errors
(mean squared errors based on the Wasserstein distance) obtained for nine runs are averaged for
each method under the best choice of hyperparameters. The average test errors are recorded as
56.51 for GFR, 41.66 for LFR, 31.79 for RFWLCFR, and 36.20 for RFWLLFR. RFWLCFR has
the best performance. These large errors reflect that inadequate sample size and large variation
across countries increase the difficulty of the 9-dimensional Fréchet regression problem.

To show the performance of each method more vividly, we aid the analysis by plotting the
mortality density predictions against the first sufficient predictor β̂T

1X (see Fig. 11). For reference,
plot (a) of Fig. 11 is the smooth real density functions fitted according to the human mortality data.
Observations reveal that the first sufficient predictor represents the development degree of a country.
Countries with large β̂T

1X have backward medical levels and indigent living conditions, resulting in
higher infant mortality and lower life expectancy. It is clear from plots that the distribution in the
elderly age region (80 ∼ 100 years old) and the infant age region (near 0 years old) is challenging to

Figure 11: The plot (a) is the real mortality distributions against β̂T
1X , and the remaining plots are

the distributions predicted by each method against β̂T
1X .
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be well estimated. GFR performs poorly in both regions. It underestimates the infant mortality rate
but successfully exhibits a tendency for the distribution to concentrate towards the elderly age region
as the first sufficient predictor decreases. Compared with GFR, LFR based solely on two sufficient
dimension reduction directions improves predictions of the elderly age region. However, the shape
of the predicted mortality density function does not change significantly with the first sufficient
predictor. In terms of the overall visual effect, the predictions of RFWLCFR are closest to the real
distributions, but still suffer from large deviations for the infant age region in density functions.
Among all local methods, RFWLLFR has the best performance in the infant age region. While
RFWLLFR performs slightly inferior to RFWLCFR in the elderly age region, but much better than
LFR. Overall, RFWLCFR has a remarkable advantage in this real data application. It again reflects
the fact that RFWLLRF is not always the best choice, especially for complex regression problems
with a small amount of data. RFWLCFR tends to be more robust and accurate in these cases.

8. Discussion

We propose two highly flexible and complementary locally weighted Fréchet regression meth-
ods for random object responses residing in a general metric space coupled with relatively high-
dimensional Euclidean predictors. These methods employ adaptive random forest weights that ef-
fectively mitigate the curse of dimensionality, leading to significantly improved prediction accuracy
compared to classical kernel weights. The two methods certainly extend random forests to the case
with metric space valued responses. In addition, our theoretical findings include the most up-to-date
result for random forests with Euclidean responses as a special case. Our proposals are supported
by strong numerical performance, as demonstrated in both simulation studies and real data applica-
tions. In the present work, we focus on the theory of random forest weighted local constant Fréchet
regression estimator. Theoretical investigation into the random forest weighted local linear Fréchet
regression estimator including convergence rate and asymptotic normality is challenging for future
research.

For Fréchet regression, our two methods only use the most basic information of a metric space.
So our methods have a wide range of applicability. When the metric space is a specific Riemannian
manifold, more information can be considered in the construction of the model. Taylor expan-
sions can be implemented on the tangent plane of the Riemannian manifold based on some specific
geometric structure. And some advanced statistical tools designed for responses lying on the Rie-
mannian manifold were developed, like the intrinsic local polynomial regression (Yuan et al., 2012)
and the manifold additive model (Lin et al., 2022). For metric space being a specific Hilbert space,
vector operations and an inner product structure are available, which inspires several promising
nonparametric Hilbertian regressions such as Jeon and Park (2020) and Jeon et al. (2022). For the
above two types of responses, we can consider a nonparametric regression framework based on
the random forest kernel in the future. When more information of the output space is considered,
models are expected to be more specific and targeted.
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Appendix A. More Explanation of Some Concepts

This section serves to provide a more detailed explanation of certain concepts mentioned in the
main text.

A.1 Random Forest Kernel

Nadaraya-Watson Fréchet regression (Hein, 2009) and local Fréchet regression (Petersen and
Müller, 2019) are based on the rationality that (X,Y ) should be informative form⊕(x) ifX is close
to x (assume the function m⊕ has some degree of smoothness). The smoothing kernel Kh(Xi − x)
is exactly used to weight the contribution of each (Xi, Yi) to the estimation of m⊕(x) according to
the proximity of Xi to x. But if the predictor contains some irrelevant variables, using the classical
kernel smoothing functions often has unsatisfactory performance.

Different from the above kernel, the random forest kernel has a different mechanism for gen-
erating local weights. Fréchet trees produce local relationships among samples by recursively par-
titioning the input space. In addition to helping combat the curse of dimensionality, the random
forest kernel can be adaptive if the partition process makes use of the information from responses
Y , for example, the variance reduction splitting criterion introduced above. For the sample points
divided into the same child node (or leaf), it is required that not only the distance of X is close to
each other, but also the sample Fréchet variance of Y is small. It encourages Fréchet trees to select
more relevant variables to divide the sample space. So the contribution value of (Xi, Yi) given by
the random forest kernel αi(x) is jointly determined by both the information of Xi and Yi. The
random forest kernel prefers to assign a high weight to sample points that share a similar value of
the response.

Assuming each tree is trained with at most k sample points per leaf node, and the full training
data is used for each tree, Lin and Jeon (2006) introduced a paradigm to understand Euclidean
random forests by considering any sample points falling into the leaf L(x) be a k potential nearest
neighbor (k-PNN) of x. When the splitting scheme of trees depends on the response, k-PNNs
are chosen by an adaptive selection scheme. And a k-potential nearest neighbor can be made a k
nearest neighbor by choosing a reasonable distance metric but not a simple Euclidean distance. The
adaptive nature of the random forest kernel can be reflected in this way. A similar analysis can be
extended to non-Euclidean cases.

A.2 Honest Tree

The honesty assumption is the largest divergence between the theory and applications of random
forests. However, it is necessary for pointwise asymptotic theoretical analysis as it can help to
eliminate bias. Similar assumptions have been used in many literatures (Friedberg et al., 2020;
Bloniarz et al., 2016; Denil et al., 2013; Biau, 2012). The training examples whose Yi’s are used for
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prediction are called prediction points, while the training examples whose Yi’s are used to construct
the tree are called structure points. A random forest is honest if it is composed of honest trees. The
advantage of such random forests is that the model construction process and prediction process are
independent. This brings great convenience to the analysis of the theoretical property of random
forests. Wager and Athey (2018) achieved both consistency and the central limit theorem of honest
random forests provided that the honesty assumption guarantees the following critical relationship
for the bias analysis

E
{
Tb(x;Dbn, ξb)

}
= E

[
E
{
Y | X ∈ Lb(x;Dbn, ξb)

}]
,

where Tb(x;Dbn, ξb) is the prediction at x of the tree Tb constructed by a subsampleDbn and a random
draw ξb ∼ Ξ, and Lb(x;Dbn, ξb) is the corresponding leaf node containing x of Tb. Moreover, their
theoretical results can apply to a wide range of random forest algorithms, including the classical
variance reduction splitting criterion.

Any method of constructing an honest tree can be applied exactly to the Fréchet trees. The
simplest way to achieve honesty is that the splitting rule of trees only depends on the predictorX like
purely random forests (Arlot and Genuer, 2014; Genuer, 2012). When treating the random forest
as a local weighting generator, all training examples in Lb(x) can be used to calculate the random
forest kernel. If the information of Y is also considered, then the double-sample tree (outlined
in Procedure 1 of Wager and Athey (2018)) is a common approach to generate an honest tree. It
divides the training sample into two non-overlapping parts: the structure set Jb and the prediction
set Ib satisfying |Jb| = dsn/2e and |Ib| = bsn/2c. During the tree growing process, the splits
are chosen using any data from the sample Jb and X-observations from the sample Ib, but without
using Y -observations from the sample Ib. And the estimation of leaf-wise responses only adopts Y -
observations from the sample Ib. When treating the random forest as a local weighting generator,
we only consider the subset {(Xi, Yi) : (Xi, Yi) ∈ Lb(x)} of Ib to calculate the random forest
kernel; For more discussion, please refer to section 2.4 and Appendix B of Wager and Athey (2018)
or section 2.3 of Friedberg et al. (2020). It is worth noting that if honesty is achieved by double-
sample trees, another condition α-regular mentioned in the paper should be satisfied for the sample
Ib. This is why X-observations from the sample Ib may be used during the construction of trees.

A.3 A Little Remark about RFWLLFR

Consider a special case with p = 1, then RFWLLFR estimator l̂⊕(x) has the following equiva-
lent expression.

l̂⊕(x) = argmin
y∈Ω

n∑
i=1

eT1 (X̃TAX̃)−1

(
1

Xi − x

)
αi(x)d2(Yi, y)

= argmin
y∈Ω

n∑
i=1

eT1

( ∑n
i=1 αi(x)

∑n
i=1 αi(x)(Xi − x)∑n

i=1 αi(x)(Xi − x)
∑n

i=1 αi(x)(Xi − x)2

)−1

(
1

Xi − x

)
αi(x)d2(Yi, y)

= argmin
y∈Ω

1

n

n∑
i=1

eT1

(
µ̂0 µ̂1

µ̂1 µ̂2

)−1(
1

Xi − x

)
αi(x)d2(Yi, y)
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= argmin
y∈Ω

1

n

n∑
i=1

eT1
1

µ̂0µ̂2 − µ̂2
1

(
µ̂2 −µ̂1

−µ̂1 µ̂0

)(
1

Xi − x

)
αi(x)d2(Yi, y)

= argmin
y∈Ω

1

n

n∑
i=1

1

µ̂0µ̂2 − µ̂2
1

{µ̂2 − µ̂1 (Xi − x)}αi(x)d2(Yi, y)

= argmin
y∈Ω

1

n

n∑
i=1

tin(x)d2(Yi, y),

where tin(x) = 1
µ̂0µ̂2−µ̂21

αi(x) {µ̂2 − µ̂1 (Xi − x)}, µ̂j = 1
n

∑n
i=1 αi(x) (Xi − x)j . Apart from

the weight generating function, this form coincides with the local Fréchet regression proposed by
Petersen and Müller (2019). Acquiring local Fréchet regression estimators directly from corre-
sponding explicit Euclidean forms as we do may be more straightforward.

Appendix B. Asymptotic Normality

This section is dedicated to deriving the asymptotic normality of RFWLCFR. We first generalize
the theory of Mm-estimator in Bose and Chatterjee (2018) to the case that m tends to infinity along
with n.

Definition 11 Let Z1, Z2, . . . , Zmn be i.i.d. Z-valued random variables and θ ∈ Rq. A real-valued
measurable function fn(z1, z2, . . . , zmn , θ) is symmetric in the arguments z1, z2, . . . , zmn for each
n. Define

Qn(θ) = Efn (Z1, Z2, . . . , Zmn , θ)

and
θn = argmin

θ∈Rq
Qn(θ).

θn is called the Mmn-parameter.

Definition 12 Let Z1, Z2, . . . , Zn be a sequence of i.i.d. observations. Define

Q̂n(θ) =

(
n

mn

)−1 ∑
1≤i1<i2<...<imn≤n

fn
(
Zi1 , Zi2 , . . . , Zimn , θ

)
and

θ̂n = argmin
θ∈Rq

Q̂n(θ).

θ̂n is called the Mmn-estimator of θn.

In the above definition, a hidden assumption is mn/n→ 0. Actually, Q̂n(θ) is an infinite order
U-process about θ. Since Q̂n(θ) is the sample analogue of Qn(θ), θ̂n is a reasonable estimator of
θn. When mn = 1, θ̂n is the classical M-estimator. When mn = m is a fixed positive integer, θ̂n is
the Mm-estimator studied in Bose and Chatterjee (2018). By an appropriate selection theorem, it is
often possible to choose a measurable version of θ̂n. We always work with such a version. Please
refer to section 2.3 of Bose and Chatterjee (2018) for more details.
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Let gn be a measurable sub-gradient of fn(z1, z2, . . . , zmn , θ) about θ. Define

Kn = Var [E {gn (Z1, Z2, . . . Zmn , θn) | Z1}] ,

Un =

(
n

mn

)−1 ∑
1≤i1<i2<...<imn≤n

gn
(
Zi1 , Zi2 , . . . , Zimn , θn

)
.

In order to achieve the asymptotic normality of the Mmn-estimator, we need the following assump-
tions.

(i) fn (z1, z2, . . . , zmn , θ) is measurable in (z1, z2, . . . , zmn) and convex in θ.
(ii) Qn(θ) is finite for each θ.
(iii) θn exists and is unique, and fn (z1, z2, . . . , zmn , θ) is twice differentiable on an appropriate

neighborhood of θn.
(iv) E |gn (Z1, Z2, . . . , Zmn , θn)|2 < C for some constant C, and mnλmin(Kn) 9 0, where

λmin(Kn) denotes the smallest eigenvalue of Kn.
(v) Hn = ∇2Q (θn) exists and is positive definite and λmin(Hn) 9 0.
Through the definition, we know that the Mmn-estimator is an implicit solution to the infinite

order U-process. Under the above assumptions, we can derive θ̂n a weak representation through the
linearization of the infinite order U-statistic Un. Therefore, the asymptotic normality of infinite or-
der U-statistics determines the asymptotic normality of the Mmn-estimator θ̂n. Mentch and Hooker
(2016) gave sufficient conditions for the asymptotic normality of such U-statistics. However, these
conditions can not hold simultaneously. DiCiccio and Romano (2022) then developed conditions
that can be verified on the basis of Mentch and Hooker (2016). But both of their results require that
the order of the infinite order U-statistics is o(

√
n). Peng et al. (2022) further improved this result

when the order of the infinite order U-statistics is o(n). Wager and Athey (2018) also gave the same
rate (ignoring the log-factors) when focusing on random forests with some additional requirements
on the construction of trees. Our assumption (iv) here is to ensure the asymptotic normality of Un
by the result of Peng et al. (2022). And assumptions (i), (ii), (iii) and (v) are adaptions of that for
studying Mm estimator in Bose and Chatterjee (2018).

Theorem 13 Suppose that assumptions (i)-(v) hold, then for any sequence of measurable minimiz-
ers {θ̂n, n ≥ 1},

(a) θ̂n − θn = −H−1
n Un + op

(√
mn√
n

)
,

(b)
√
nΛ
−1/2
n

(
θ̂n − θn

)
d−→ N (0, I), where

Λn = m2
nH
−1
n KnH

−1
n .

Theorem 13 establishes the asymptotic normality of Mmn-estimator, which is a generalization
of the central limit theorem of the Mm-estimator given in Bose and Chatterjee (2018). Next, we
derive the asymptotic normality of RFWLCFR by applying this result. Here we continue to adopt
the expressions (8) and (9). Let

hn
(
Zik,1 , Zik,2 , . . . , Zik,sn , y

)
= Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}
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where Zi = (Xi, Yi) and Dkn =
(
Zik,1 , Zik,2 , . . . , Zik,sn

)
. Then

r̂⊕(x) = argmin
y∈Ω

R̂n(x, y) = argmin
y∈Ω

(
n

sn

)−1 ∑
1≤i1<i2<...<isn≤n

hn
(
Zi1 , Zi2 , . . . , Zisn , y

)
,

r̃⊕(x) = argmin
y∈Ω

R̃n(x, y) = argmin
y∈Ω

Ehn (Z1, Z2, . . . , Zsn , y) .

Unfortunately, since y is not in the Euclidean space, the derivative about y can’t be computed
and r̂⊕(x) − r̃⊕(x) has no sense. In order to apply the Theorem 13, we consider mapping y to
the Euclidean space locally and establish asymptotic normality, which is the standard procedure
for the asymptotic analysis of sample Fréchet mean as introduced in Bhattacharya and Lin (2017);
Bhattacharya and Patrangenaru (2003, 2005). We assume the following conditions to establish the
central limit theorem of the proposed RFWLCFR.

(A13) hn (z1, z2, . . . , zsn , y) is measurable in (z1, z2, . . . , zsn) and R̃n(x, y) <∞ for each y.
(A14) r̃⊕(x) exists and is unique.
(A15) r̃⊕(x) ∈ G for large n, where G is a measurable subset of Ω. And there is a homeomor-

phism φ : G → U , where U is an open subset of Rq for some q ≥ 1, and G is given its relative
topology on Ω. Also

u 7→ fn(z1, z2, . . . , zsn , u) = hn
(
z1, z2, . . . , zsn , φ

−1(u)
)

is twice differentiable on an appropriate neighborhood of φ(r̃⊕(x)).
(A16) fn(z1, z2, . . . , zsn , u) is convex in u.
(A17) Let gn be a measurable sub-gradient of fn about u. Define

Kn = Var {E [gn (Z1, Z2, . . . Zsn , φ(r̃⊕(x))) | Z1]} ,

then E |gn (Z1, Z2, . . . , Zsn , φ(r̃⊕(x)))|2 < C for some constant C, and snλmin(Kn) 9 0.
(A18)Hn = ∇2Efn(Z1, Z2, . . . , Zsn , φ(r̃⊕(x))) exits and is positive definite, and λmin(Hn) 9

0.
The assumption (A15) is crucial just like the assumption for establishing the asymptotic nor-

mality of sample Fréchet mean as suggested in Bhattacharya and Lin (2017). For example, when
(Ω, dg) is a q-dimensional complete Riemannian manifold with metric tensor g and geodesic dis-
tance dg, we can choose the Riemannian logarithmic map at r̃⊕(x) as the homeomorphism φ, which
is defined on a neighborhood of r̃⊕(x) onto its image U in the tangent space at r̃⊕(x). Other as-
sumptions are adaptions of that of Theorem 13.

Theorem 14 Suppose that for a fixed x ∈ [0, 1]p, (A1), (A4), (A13)–(A18) hold, and the Fréchet
trees are symmetric. Then φ(r̂⊕(x)) is asymptotically normal, i.e.,

√
nΛ−1/2

n {φ(r̂⊕(x))− φ(r̃⊕(x))} → N (0, I) ,

where Λn = s2
nH
−1
n KnH

−1
n with Kn, Hn defined in assumption (A17) and (A18).

If the homeomorphism φ in Theorem 14 is further Lipschitz-continuous, by Lemma 6,

‖φ(r̃⊕(x))− φ(m⊕(x))‖ ≤ Ld(r̃⊕(x),m⊕(x)) = O

(
s
− 1

2
log(1−α)
log(α)

π
p

1
β1−1

n

)
,

35



QIU, YU, AND ZHU

where L is the Lipschitz constant. Under a suitable range of orders for sn with respect to n,
‖φ(r̃⊕(x)) − φ(m⊕(x))‖/‖Λ1/2

n /
√
n‖ can converge to zero. Then we can get the asymptotic nor-

mality of φ(r̂⊕(x)) about φ(m⊕(x)) by Theorem 14 and Slutsky’s theorem. The following takes
the Euclidean case as a simple example to illustrate it.

Remark 15 Consider the special case when Ω ⊆ R. For responses that are Euclidean, we natu-
rally choose φ as the identity mapping. Then we have

fn(Zik,1 , . . . , Zik,sn , u) = hn
(
Zik,1 , . . . , Zik,sn , u

)
= Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

(Yi − u)2

}
.

And we further get

Qn(u) = E

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

(Yi − u)2

}
,

Q̂n(u) =

(
n

sn

)−1∑
k

Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

(Yi − u)2

}
.

In addition,

un = argmin
u∈U

Qn(u) = E

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

Yi

}
,

ûn = argmin
u∈U

Q̂n(u) =

(
n

sn

)−1∑
k

Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

Yi

}
.

Since gn is the sub-gradient of fn about u, we have

gn(Zik,1 , . . . , Zik,sn , u) = −2

Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

Yi

}
− u

 .
Let ζ1,n = Var

[
E
{
Eξ∼Ξ

(
1

N(L(x;D∗n,ξ))
∑

i:Xi∈L(x;D∗n,ξ) Yi

)
| Z1

}]
with D∗n = (Z1, . . . , Zsn),

then Kn = 4ζ1,n and Λn = s2
nH
−1
n KnH

−1
n = s2

nζ1,n. If snζ1,n 9 0 and the assumption (A17)
holds, by Theorem 14 we have

√
n (ûn − un)√
s2
nζ1,n

d−→ N (0, 1) ,

i.e.,
√
n {r̂⊕(x)− r̃⊕(x)}√

s2
nζ1,n

d−→ N (0, 1) . (15)
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Here r̂⊕(x) is exactly the prediction of Euclidean random forest at x, and (15) is the standard results
of Euclidean random forests (Mentch and Hooker, 2016; Peng et al., 2022; DiCiccio and Romano,
2022). Since snζ1,n is bounded and snζ1,n 9 0, it holds that r̂⊕(x)− r̃⊕(x) = Op

(
(sn/n)1/2

)
.

For the Euclidean case, β1 = 2 and Lemma 4 gives

|r̃⊕(x)−m⊕(x)| = O

(
s
− 1

2
log(1−α)
log(α)

π
p

n

)
.

Let sn = nβ , then
|r̃⊕(x)−m⊕(x)|√

s2
nζ1,n/n

= O

(
n

1
2

[
1−β

{
1+

log(1−α)
π−1p log(α)

}])
.

The right-hand-side converges to zero provided that

β >

{
1 +

log (1− α)

π−1p log (α)

}−1

= 1−
{

1 +
p

π

log (α)

log (1− α)

}−1

.

Then by (15) and Slutsky’s theorem,

√
n {r̂⊕(x)−m⊕(x)}√

s2
nζ1,n

d−→ N (0, 1)

when

sn � nβ for some βmin := 1−
{

1 +
p

π

log (α)

log (1− α)

}−1

< β < 1.

This result coincides with Theorem 1 of Wager and Athey (2018). Therefore, our asymptotic nor-
mality established for Fréchet regression with metric space valued responses includes their result
for Euclidean random forests as a special case.

Appendix C. Additional Simulations

Here we specifically introduce the simplified splitting criterion used by the Fréchet tree con-
struction in our simulations, and add more simulations for responses being distributions or symmet-
ric positive-definite matrices.

C.1 Simplified Adaptive Splitting Criterion for Fréchet Trees

The process introduced in Section 2.1.2 to find the optimal split is accurate but computationally
intensive. In all simulation experiments of this paper, we adopt another efficient way introduced by
Capitaine et al. (2019). A split on an internal node A along the direction of feature j is any couple
of distinct elements (cj,l, cj,r). The partition associated with elements (cj,l, cj,r) is defined by

Aj,l =
{
x ∈ A : |x(j) − cj,l| ≤ |x(j) − cj,r|

}
and

Aj,r =
{
x ∈ A : |x(j) − cj,r| < |x(j) − cj,l|

}
,
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Figure 12: The influence of depth of Fréchet trees on average MSE for (10,500) from setting I-2.

which generate the left and right child nodes of the node A. Again, let

Hn(j) =
1

Nn(A)

 ∑
i:Xi∈A

d2
(
Yi, ȲA

)
−

∑
i:Xi∈Aj,l

d2
(
Yi, ȲAj,l

)
−

∑
i:Xi∈Aj,r

d2
(
Yi, ȲAj,r

) .

Then the optimal split (cj∗n,l, cj∗n,r) is decided by

j∗n = argmax
j

Hn(j).

To determinate the representatives (cj,l, cj,r), the 2-means algorithm (k-means with k = 2) can be
implemented on the jth component of the sample points falling into the node A.

C.2 Fréchet Regression for Distributions

RFWLCFR is similar in nature to random forests, so it prefers using deeper Fréchet trees. As for
RFWLLFR, knowing that a more powerful local linear regression will be used for the final model
fitting, it is not reasonable to capture too much signal from the data during the construction of the
Fréchet trees. So shallower trees are often used to avoid overfitting for RFWLLFR. Figure 12 shows
the effect of the depth of Fréchet trees on the performance of our two methods based on setting I-2
with p = 10 and n = 500. RFWLLFR achieves the optimal performance when the depth is six,
while RFWLCFR prefers deeper Fréchet trees.

We also select several combinations of (n, p) from setting I-2 to study the effect of noise size σ
on the performance of each method. The results are summarized in Table 5. It can be seen that GFR
is almost unaffected by noise. LFR performs poorly when the noise level is high. And our proposed
RFWLCFR and RFWLLFR are still better than GFR and LFR in general.
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(p, n) σ GFR LFR RFWLCFR/FRF RFWLLFR

(2,200)
σ = 0.1 0.3026 (0.0283) 0.0261 (0.0198) 0.0158 (0.0036) 0.0084 (0.0041)
σ = 0.2 0.3023 (0.0278) 0.0745 (0.1550) 0.0254 (0.0050) 0.0186 (0.0073)
σ = 0.5 0.3032 (0.0274) 0.3341 (0.3412) 0.0895 (0.0181) 0.0786 (0.0209)

(5,500)
σ = 0.1 0.2331 (0.0240) NA 0.0515 (0.0080) 0.0437 (0.0074)
σ = 0.2 0.2335 (0.0241) NA 0.0557 (0.0087) 0.0502 (0.0083)
σ = 0.5 0.2363 (0.0245) NA 0.0850 (0.0128) 0.0946 (0.0144)

(10,1000)
σ = 0.1 0.2434 (0.0295) NA 0.0870 (0.0175) 0.0879 (0.0145)
σ = 0.2 0.2438 (0.0297) NA 0.0901 (0.0174) 0.0927 (0.0148)
σ = 0.5 0.2462 (0.0302) NA 0.1103 (0.0195) 0.1251 (0.0171)

(20,2000)
σ = 0.1 0.2452 (0.0285) NA 0.1227 (0.0225) 0.1300 (0.0191)
σ = 0.2 0.2456 (0.0286) NA 0.1257 (0.0238) 0.1337 (0.0194)
σ = 0.5 0.2479 (0.0288) NA 0.1401 (0.0260) 0.1654 (0.0235)

Table 5: Average MSE (standard deviation) of different methods for (2,200), (5,500), (10,1000),
(20,2000) from setting I-2 with different σ over 100 simulation runs. Bold-faced numbers
indicate the best performers.

Model (p, n) GFR LFR RFWLCFR/FRF RFWLLFR

I-3

(2, 100) 0.2495 (0.2002) 0.0869 (0.3530) 0.1179 (0.1745) 0.0423 (0.0551)
(2, 200) 0.2302 (0.3131) 0.0390 (0.1558) 0.0944 (0.2843) 0.0347 (0.1355)
(5, 200) 0.0893 (0.0641) NA 0.0429 (0.0432) 0.0342 (0.0261)
(5, 500) 0.0827 (0.0551) NA 0.0248 (0.0272) 0.0164 (0.0107)
(10, 500) 0.0896 (0.1006) NA 0.0368 (0.0660) 0.0307 (0.0293)
(10, 1000) 0.0810 (0.0888) NA 0.0226 (0.0623) 0.0187 (0.0201)
(20, 1000) 0.0445 (0.0197) NA 0.0181 (0.0119) 0.0210 (0.0085)
(20, 2000) 0.0502 (0.0275) NA 0.0155 (0.0110) 0.0172 (0.0081)

Table 6: Average MSE (standard deviation) of different methods for setting I-3 over 100 simulation
runs. Bold-faced numbers indicate the best performers.

Since the components of the predictor X are independent in all previous simulation settings, we
here add another setting to cover the case that components are correlated.

Setting I-3: We generate X by a multivariate normal distribution

X ∼ N (0,Σ) ,

where the ij-th element of Σ is 0.5|i−j|. Then Y is generated by

Y = N
(
µY , σ

2
Y

)
,

where

µY ∼ N
(
0.1(eT1X)2 (2βTX − 1) , 0.22

)
and σY = 1.

The above ei is a vector of zeros with 1 in the ith element. Consider the following four kinds of
dimensions
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(i) For p = 2: β = (0.75, 0.25).
(ii) For p = 5, 10: β = (0.1, 0.2, 0.3, 0.4, 0, . . . , 0).
(iii) For p = 20: β = (0.1, 0.2, 0.3, 0.4, 0, . . . , 0, 0.1, 0.2, 0.3, 0.4) /2.
From the results in Table 6, we can find that the performance of GFR can not be improved

significantly by simply increasing the number of training samples, but it performs better when the
number of effective variables increases. RFWLLFR is the most stable among all methods. As the
dimension of X becomes larger, the performance of RFWLCFR gets closer to that of RFWLLFR.
Especially in the high-dimensional case, RFWLCFR begins to outperform RFWLLFR. Overall, all
methods under the current setting behave similarly to the cases when the components of X are
independent.

C.3 Fréchet Regression for Symmetric Positive-definite Matrices

For responses being symmetric positive definite matrices, the intrinsic local polynomial regres-
sion (ILPR) (Yuan et al., 2012) and the manifold additive model (MAM) (Lin et al., 2022) are two
promising tools that take advantage of the geometric structure of the Riemannian manifold. We plan
to include the two methods for comparisons for Fréchet regression with symmetric positive-definite
matrices.

The abelian group structure inherited from either the Log-Cholesky metric or the Log-Euclidean
metric framework can turn the space of symmetric positive-definite matrices into a Riemannian
manifold and further a bi-invariant Lie group. Lin et al. (2022) further proposed an additive model
for the regression of symmetric positive-definite matrix valued responses called the manifold addi-
tive model (MAM). Their numerical studies show that the proposed method enjoys superior numeri-
cal performance compared with the intrinsic local polynomial regression (ILPR, Yuan et al. (2012)),
especially when the underlying model is fully additive. However, Lin et al. (2022) only considered
p = 3, 4 in their simulation studies. In the next, we adopt the settings in Lin et al. (2022) to make
a comprehensive comparison among MAM, ILPR, GFR, FRF, RFWLCFR, and RFWLLFR. MAM
can be implemented with the R-package “matrix-manifold” (Lin, 2020).

Setting II: Let X ∼ U([0, 1]p). The response Y is generated via

Y = µ⊕ w (X)⊕ ζ,

where µ is the 3 × 3 identity matrix, w (X) = expτµ,ef (X), e is the identity element of the
group, τµ,e denotes the parallel transport from µ to e, exp(·) denotes the Lie exponential map, ⊕
denotes the group operation, and ζ is the random noise. The noise ζ is generated according to
logζ =

∑6
j=1 Zjvj , where log(·) denotes the Lie log map, Z1, . . . , Z6 are independently sampled

from N
(
0, σ2

)
, and v1, . . . , v6 are an orthonormal basis of the tangent space TeS+

3 . The signal-to-
ratio (SNR) is measured by SNR = E ‖logw (X)‖2e /E‖logζ‖2e. Take the value of the parameter σ2

to cover two choices for the SNR, namely, SNR = 2 and SNR = 4. Refer to Lin et al. (2022) for
the details of the notations and concepts here. We consider the following setting about f(X).

II-3: f (X) =
∑q

k=1 fk (xk) with fk (xk) being an 3×3 matrix whose (j, l)-entry is g(xk; j, l, q)
= exp(−|j − l|/q) sin (2qπ {xk − (j + l)/q}).

II-4: f (X) = f12 (x1, x2)
∏q
k=3 fk (xk), where f12 (x1, x2) is an 3 × 3 matrix whose (j, l)-

entry is exp {−(j + l) (x1 + x2)}, and fk (xk) is an 3× 3 matrix whose (j, l)-entry is sin (2πxk).
To maintain the consistency of the simulations, we use the same way as Lin et al. (2022) to

measure the quality of the estimation. For settings II-3 and II-4, we consider p = 3, 4, 10, 20
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Model (p, n) MAM ILPR GFR RFWLCFR/FRF RFWLLFR

(3, 100) 0.415 (0.023) 0.922 (0.126) 0.970 (0.012) 0.714 (0.018) 0.794 (0.023)
(3, 200) 0.299 (0.017) 0.796 (0.064) 0.956 (0.008) 0.613 (0.013) 0.655 (0.017)
(4, 100) 0.527 (0.028) 0.965 (0.033) 0.986 (0.013) 0.805 (0.018) 0.923 (0.029)

II-3 (4, 200) 0.357 (0.019) 0.916 (0.021) 0.970 (0.010) 0.748 (0.014) 0.832 (0.018)
(SNR= 2) (10, 500) NA NA 0.967 (0.008) 0.774 (0.014) 0.929 (0.015)

(10, 1000) NA NA 0.959 (0.009) 0.742 (0.012) 0.879 (0.011)
(20, 1000) NA NA 0.966 (0.009) 0.778 (0.011) 0.956 (0.014)
(20, 2000) NA NA 0.958 (0.008) 0.752 (0.010) 0.917 (0.012)

(3, 100) 0.744 (0.054) 0.672 (0.189) 0.773 (0.051) 0.501 (0.051) 0.540 (0.058)
(3, 200) 0.713 (0.049) 0.481 (0.087) 0.761 (0.049) 0.439 (0.037) 0.465 (0.041)
(4, 100) 0.841 (0.065) 0.834 (0.146) 0.855 (0.064) 0.676 (0.078) 0.788 (0.125)

II-4 (4, 200) 0.835 (0.063) 0.758 (0.113) 0.841 (0.060) 0.601 (0.073) 0.684 (0.092)
(SNR= 2) (10, 500) NA NA 0.838 (0.061) 0.681 (0.076) 0.773 (0.068)

(10, 1000) NA NA 0.829 (0.061) 0.643 (0.077) 0.718 (0.070)
(20, 1000) NA NA 0.836 (0.061) 0.736 (0.079) 0.838 (0.074)
(20, 2000) NA NA 0.830 (0.060) 0.698 (0.078) 0.783 (0.072)

(3, 100) 0.346 (0.022) 0.916 (0.136) 0.965 (0.011) 0.693 (0.017) 0.755 (0.019)
(3, 200) 0.229 (0.011) 0.774 (0.058) 0.954 (0.008) 0.589 (0.012) 0.616 (0.015)
(4, 100) 0.449 (0.033) 0.948 (0.030) 0.979 (0.012) 0.789 (0.017) 0.884 (0.025)

II-3 (4, 200) 0.284 (0.012) 0.902 (0.026) 0.966 (0.010) 0.734 (0.013) 0.802 (0.016)
(SNR= 4) (10, 500) NA NA 0.964 (0.008) 0.764 (0.013) 0.894 (0.013)

(10, 1000) NA NA 0.958 (0.009) 0.732 (0.012) 0.847 (0.011)
(20, 1000) NA NA 0.964 (0.009) 0.771 (0.010) 0.919 (0.013)
(20, 2000) NA NA 0.957 (0.008) 0.744 (0.010) 0.886 (0.011)

(3, 100) 0.736 (0.054) 0.655 (0.199) 0.770 (0.051) 0.466 (0.054) 0.477 (0.059)
(3, 200) 0.709 (0.049) 0.439 (0.084) 0.760 (0.048) 0.404 (0.040) 0.401 (0.043)
(4, 100) 0.841 (0.066) 0.853 (0.162) 0.851 (0.066) 0.656 (0.083) 0.746 (0.126)

II-4 (4, 200) 0.834 (0.063) 0.758 (0.131) 0.839 (0.060) 0.582 (0.076) 0.648 (0.093)
(SNR= 4) (10, 500) NA NA 0.836 (0.061) 0.675 (0.076) 0.749 (0.069)

(10, 1000) NA NA 0.829 (0.061) 0.636 (0.080) 0.696 (0.074)
(20, 1000) NA NA 0.835 (0.061) 0.734 (0.080) 0.822 (0.078)
(20, 2000) NA NA 0.830 (0.060) 0.695 (0.076) 0.769 (0.070)

Table 7: Average MSE (standard deviation) of different methods for setting II-3,4 with SNR = 2, 4
and Log-Cholesky metric over 100 simulation runs. Bold-faced numbers indicate the best
performers.

and two choices of n for each p. For p = 3, 4, the setting is the same as Lin et al. (2022). For
p = 10, 20, we increase the dimension of X , but Y is still only related to the first four components
of X , i.e., q = 4. Table 7 shows the results. For setting II-3 where the underlying model is
additive, MAM shows clear advantages when p is relatively small. Although the three methods
based on Fréchet trees are not optimal, they are significantly better compared to ILPR. For non-
additive setting II-4, RFWLCFR/FRF tends to perform the best. This setting also indicates that
there are indeed cases where RFWLLFR will perform worse than RFWLCFR. It may be more
efficient for complex settings to use RFWLCFR, whose mechanism is similar to that of random
forests. Since both MAM and GFR make specific model assumptions, setting II-4 is not suitable
for these two methods, although MAM performs slightly better than GFR. In particular, when p
is greater than 10, the implementations of MAM and ILPR often fail to work, and thus they are
not feasible when the dimension of X is large. Through this experiment, we again demonstrate
the outstanding performance of our methods for relatively high-dimensional Fréchet regression. In
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real applications, we often lack prior knowledge of the structure of the underlying model, so it is
important to develop regression methods that suit all situations with excellent performance.

Appendix D. Additional Materials for New York Taxi Data

The map for Manhattan excluding the islands is delimited in Figure 13 (from Dubey and Müller
(2020)). Manhattan can be further grouped into ten distinct zones, as detailed in Table 8, and the
center point of each zone is selected as in Figure 13.

Zone Towns
1 Inwood, Fort George, Washington Heights, Hamilton Heights, Harlem, East Harlem
2 Upper West Side, Morningside Heights, Central Park
3 Yorkville, Lenox Hill, Upper East Side
4 Lincoln Square, Clinton, Chelsea, Hell’s Kitchen
5 Garment District, Theatre District
6 Midtown
7 Midtown South
8 Turtle Bay, Murray Hill, Kips Bay, Gramercy Park, Sutton, Tudor, Medical City,

Stuy Town
9 Meat packing district, Greenwich Village, West Village, Soho, Little Italy,

China Town, Civic Center, Noho
10 Lower East Side, East Village, ABD Park, Bowery, Two Bridges, Southern tip,

White Hall, Tribecca, Wall Street

Table 8: 10 zones in Manhattan defined for the New York taxi data analysis

Figure 13: Towns in Manhattan (left) and center points for zones (right)
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Appendix E. Proofs

In what follows, we prove our main results.

E.1 Some Preparation

To facilitate the proof of important results in Section 3, we give some preparatory work as
follows. Recall

r̂⊕(x) = argmin
y∈Ω

R̂n(x, y)

= argmin
y∈Ω

n∑
i=1

ᾱi (x) d2 (Yi, y) (16)

= argmin
y∈Ω

(
n

sn

)−1∑
k

Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}
. (17)

and

r̃⊕(x) = argmin
y∈Ω

R̃n(x, y)

= argmin
y∈Ω

nE
{
ᾱi (x) d2 (Yi, y)

}
(18)

= argmin
y∈Ω

E

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}
. (19)

The goal of the Fréchet regression is

m⊕(x) = argmin
y∈Ω

M⊕(x, y) = argmin
y∈Ω

E
{
d2(Y, y) | X = x

}
.

We conduct asymptotic analysis by separating d(r̂⊕(x),m⊕(x)) into the bias term d(r̃⊕(x),m⊕(x))
and the variance term d(r̂⊕(x), r̃⊕(x)). As r̂⊕(x) have two different expressions, choosing a suit-
able form will bring great convenience for our theoretical developments. When we adopt (17) and
(19), the theory of infinite order U-statistics and U-processes can be applied. And when we adopt
(16) and (18), the perspective of the weighted average is helpful.

Under the honesty assumption, we have

E

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}
= E

[
E
{
d2(Y, y) | X ∈ L(x)

}]
,

where L(x) is the leaf node containing x of any honest Fréchet tree satisfying the assumption (A3).
We emphasize here that N(L(x;Dkn, ξ)) and Xi ∈ L(x;Dkn, ξ) don’t involve sample points whose
responses have been used to construct the Fréchet tree. Then (19) can be further rewritten as

r̃⊕(x) = argmin
y∈Ω

R̃n(x, y) = argmin
y∈Ω

E
[
E
{
d2(Y, y) | X ∈ L(x)

}]
.
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E.2 Proofs of Results in Section 3.2

To prove Theorem 1, we need to prove the convergence of the bias term d(r̃⊕(x),m⊕(x)) and
variance term d(r̂⊕(x), r̃⊕(x)), respectively.

Lemma 16 Suppose that for a fixed x ∈ [0, 1]p, (A1)–(A4) hold and the Fréchet trees are honest.
Then,

d(r̃⊕(x),m⊕(x)) = o(1).

Proof [Proof of Lemma 16] By the proof of Theorem 3 in Petersen and Müller (2019), we have the
relationship that

dFY |X(x, y)/dFY (y) = gy(x)/f(x)

for all x such that f(x) > 0. To prevent notation confusion, we consider a fixed x0 ∈ [0, 1]p and
y0 ∈ Ω, then

M⊕ (x0, y0) = E
{
d2(Y, y0) | X = x0

}
=

∫
Ω
d2(y, y0)dFY |X(x0, y)

=

∫
Ω
d2(y, y0)

gy(x0)

f(x0)
dFY (y)

and

E
{
d2(Y, y0) | X ∈ L(x0)

}
=

∫
L(x0)

(∫
Ω
d2(y, y0)

1

P {X ∈ L(x0)}
dFY |X(x, y)

)
f(x)dx

=

∫
L(x0)

∫
Ω
d2(y, y0)

gy(x)

P {X ∈ L(x0)}
dFY (y)dx

=

∫
Ω
d2(y, y0)

(∫
L(x0)

gy(x)

P {X ∈ L(x0)}
dx

)
dFY (y).

It is obvious to have ∫
L(x0)

gy(x)

P {X ∈ L(x0)}
dx =

∫
L(x0) gy(x)dx∫
L(x0) f(x)dx

.

Since gy(x) is continuous by the assumption (A2), for every (x0, y) ∈ [0, 1]p×Ω, ∀ ε > 0, ∃ δ1
ε > 0

such that when x ∈ B(x0, δ
1
ε ) =

{
x : ‖x− x0‖ ≤ δ1

ε

}
, we have

|gy(x)− gy(x0)| ≤ ε.

Thus, ∃ δ1
ε > 0 such that∣∣∣∣∣

∫
L(x0)
{gy(x)− gy(x0)}dx

∣∣∣∣∣
≤
∫
L(x0)

|gy(x)− gy(x0)|dx

=

∫
L(x0)∩B(x0,δ1ε )

|gy(x)− gy(x0)| dx+

∫
L(x0)\B(x0,δ1ε )

|gy(x)− gy(x0)| dx
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≤εVol
(
L(x0) ∩B(x0, δ

1
ε )
)

+ 2‖gy‖∞Vol
(
L(x0)\B(x0, δ

1
ε )
)

≤εVol (L(x0)) + 2‖gy‖∞Vol
(
L(x0)\B(x0, δ

1
ε )
)

(20)

where ‖gy‖∞ denotes the supremum norm of gy and Vol denotes the volume of subsets in the [0, 1]p.
Since the marginal density f is also continuous, using the same argument, for above ε, ∃ δ2

ε such
that ∫

L(x0)
{f(x)− f(x0)}dx ≤ εVol(L(x0)) + 2‖f‖∞Vol

(
L(x0)\B(x0, δ

2
ε )
)

(21)

We define δε = min(δ1
ε , δ

2
ε ). For two sequences of positive functions {fn}, {gn} and for another

two positive functions {f ′n} and {g′n}, we have∣∣∣∣fngn − f ′n
g′n

∣∣∣∣ =

∣∣∣∣fngn − f ′n
gn

+
f ′n
gn
− f ′n
g′n

∣∣∣∣ =

∣∣∣∣fn − f ′ngn
− f ′n

g′n − gn
g′ngn

∣∣∣∣ ≤ |fn − f ′n|gn
+ f ′n

|gn − g′n|
g′ngn

.

(22)
We take

fn(x0, y) =

∫
L(x0)

gy(x)dx; f ′n(x0, y) =

∫
L(x0)

gy(x0)dx;

gn(x0) =

∫
L(x0)

f(x)dx; g′n(x0) =

∫
L(x0)

f(x0)dx.

By (20), for above ε, we have

|fn(x0, y)− f ′n(x0, y)|
gn(x0)

=

∣∣∣∫L(x0) gy(x)dx−
∫
L(x0) gy(x0)dx

∣∣∣∫
L(x0) f(x)dx

≤

∣∣∣∫L(x0){gy(x)− gy(x0)}dx
∣∣∣

fmin Vol (L(x0))

≤ εVol (L(x0)) + 2‖gy‖∞Vol (L(x0)\B (x0, δε))

fmin Vol (L(x0))

=
ε

fmin
+

2‖gy‖∞Vol (L(x0)\B (x0, δε))

fmin Vol (L(x0))
.

And similarly by (21), we have

|gn(x0)− g′n(x0)|
gn(x0)

=

∣∣∣∫L(x0) f(x)dx−
∫
L(x0) f(x0)dx

∣∣∣∫
L(x0) f(x)dx

≤ ε

fmin
+

2 ‖f‖∞Vol (L(x0)\B (x0, δε))

fmin Vol (L(x0))
.

By the assumption (A3), diam (L(x0))→ 0 in probability. Hence, for δε defined above,

lim
n→+∞

P {diam (L(x0)) < δε} = 1.

Obviously when diam (L(x0)) < δε, Vol (L(x0)\B (x0, δε)) = 0 holds. Therefore

P {diam (L(x0)) < δε} ≤ P
{

Vol (L(x0)\B (x0, δε))

Vol (L(x0))
= 0

}
.
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Take the limit on both sides of the above formula, we have Vol(L(x0)\B(x0,δε))
Vol(L(x0)) → 0 in probability.

Combine with the assumption (A2), then

|fn(x0, y)− f ′n(x0, y)|
gn(x0)

P→ ε

fmin
and

|gn(x0)− g′n(x0)|
gn(x0)

P→ ε

fmin
. (23)

Finally, combine (22) and (23), then the following formula holds∣∣∣∣∣
∫
L(x0) gy(x)dx∫
L(x0) f(x)dx

− gy(x0)

f(x0)

∣∣∣∣∣ =

∣∣∣∣fn(x0, y)

gn(x0)
− f ′n(x0, y)

g′n(x0)

∣∣∣∣
≤|fn(x0, y)− f ′n(x0, y)|

gn(x0)
+ f ′n(x0, y)

|gn(x0)− g′n(x0)|
g′n(x0)gn(x0)

P→ ε

fmin
+

ε

fmin

gy(x0)

f(x0)
.

Let ε→ 0, we can get for each y ∈ Ω∣∣∣∣∣
∫
L(x0) gy(x)dx∫
L(x0) f(x)dx

− gy(x0)

f(x0)

∣∣∣∣∣ P→ 0.

Moreover, ∣∣∣∣∣
∫
L(x0) gy(x)dx∫
L(x0) f(x)dx

∣∣∣∣∣ ≤ ‖gy‖∞Vol(L(x0))

fmin Vol(L(x0))
<∞.

By the dominated convergence theorem and the assumption (A1), we conclude

sup
y0∈Ω

∣∣E{d2(Y, y0) | X ∈ L(x0)
}
−M⊕ (x0, y0)

∣∣
= sup
y0∈Ω

∣∣∣∣∣
∫

Ω
d2(y, y0)

{∫
L(x0) gy(x)dx∫
L(x0) f(x)dx

− gy(x0)

f(x0)

}
dFY (y)

∣∣∣∣∣
≤ sup
y0∈Ω

∫
Ω
d2(y, y0)

∣∣∣∣∣
∫
L(x0) gy(x)dx∫
L(x0) f(x)dx

− gy(x0)

f(x0)

∣∣∣∣∣ dFY (y)

≤
∫

Ω
sup
y0∈Ω

d2(y, y0)

∣∣∣∣∣
∫
L(x0) gy(x)dx∫
L(x0) f(x)dx

− gy(x0)

f(x0)

∣∣∣∣∣ dFY (y)

P→0.

(24)

Under the honest condition, we have

R̃n(x0, y0) = E

{
1

N(L(x0;Dkn, ξ))
∑

i:Xi∈L(x0;Dkn,ξ)

d2 (Yi, y0)

}
= E

[
E
{
d2(Y, y0) | X ∈ L(x0)

}]
.

By the dominated convergence theorem, we take the expectation about L(x0) on both sides of (24)
and get

sup
y0∈Ω

∣∣∣R̃n(x0, y0)−M⊕ (x0, y0)
∣∣∣
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= sup
y0∈Ω

∣∣E [E{d2(Y, y0)|X ∈ L(x0)
}
−M⊕ (x0, y0)

]∣∣
≤ sup
y0∈Ω

E
∣∣E{d2(Y, y0)|X ∈ L(x0)

}
−M⊕ (x0, y0)

∣∣
≤E

(
sup
y0∈Ω

∣∣E{d2(Y, y0)|X ∈ L(x0)
}
−M⊕ (x0, y0)

∣∣)
→0.

By the assumption (A4), we then get

d(r̃⊕(x0),m⊕(x0)) = o(1).

Lemma 17 Suppose that for a fixed x ∈ [0, 1]p, (A1), (A4) hold and the Fréchet trees are symmetric.
Then,

d(r̂⊕(x), r̃⊕(x)) = op(1).

Before giving the proof of Lemma 17, we need to prove another lemma first. It is the general-
ization of Corollary 3.2.3 of van der Vaart and Wellner (1996).

Lemma 18 Let Mn be stochastic processes indexed by a metric space Θ, and let Mn : Θ 7→ R
be deterministic functions. Suppose that ‖Mn −Mn‖Θ → 0 in probability and that there exists a
sequence θn such that

lim inf
n

inf
d(θ,θn)>ε

{Mn(θ)−Mn(θn)} > 0

for every ε > 0. Then any sequence θ̂n, such that Mn(θ̂n) ≤ infθMn(θ) + oP (1), satisfies
d(θ̂n, θn)→ 0 in probability.

Proof [Proof of Lemma 18] By the requirement of θ̂n, Mn(θ̂n) ≤ Mn(θn) + oP (1). Since
‖Mn −Mn‖Θ → 0 in probability, Mn(θn)−Mn(θn)→ 0 in probability. So we have

Mn(θ̂n) ≤Mn(θn) + oP (1).

Therefore, again by the uniform convergence, we have

Mn(θ̂n)−Mn(θn) ≤Mn(θ̂n)−Mn(θ̂n) + oP (1)

≤ ‖Mn −Mn‖Θ + oP (1)

P→ 0.

(25)

From the requirement of θn, given ε > 0, there exists δ > 0, N ∈ N+, when n ≥ N and d(θ, θn) ≥
ε, we have

Mn(θ)−Mn (θn) > δ.
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So
{
d(θ̂n, θn) ≥ ε

}
⊆
{
Mn(θ̂n)−Mn (θn) > δ

}
, however, by (25)

P
{
Mn(θ̂n)−Mn(θn) > δ

}
→ 0.

Therefore
P
{
d(θ̂n, θn) ≥ ε

}
→ 0.

i.e.,
d(θ̂n, θn)→ 0 in probability.

Proof [Proof of Lemma 17] For a fixed x ∈ [0, 1]p, by Lemma 18 and the assumption (A4), we only
need to prove convergence of supy∈Ω

∣∣∣R̂n(x, y)− R̃n(x, y)
∣∣∣ to zero in probability. To implement

this, we can show R̂n(x, ·)− R̃n(x, ·) 0 in l∞(Ω) which denotes the space of bounded functions
on Ω, and apply Theorem 1.3.6 of van der Vaart and Wellner (1996). Thanks to Theorem 1.5.4
of van der Vaart and Wellner (1996), this weak convergence is equivalent to R̂n(x, ·) − R̃n(x, ·)
is asymptotically tight and the marginals converge weakly. By Theorem 1.5.7 of van der Vaart
and Wellner (1996), the asymptotically tight continues to be equivalent to two requirements that
R̂n(x, y)− R̃n(x, y) is asymptotically tight inR for every y ∈ Ω and R̂n(x, ·)− R̃n(x, ·) is asymp-
totically uniformly d-equicontinuous in probability. So the proof will be finished if the following
conditions hold

(i) R̂n(x, y)− R̃n(x, y) = op(1) for each y ∈ Ω,
(ii) For all ε, η > 0, there exists δ > 0 such that

lim sup
n

P

{
sup

d(y1,y2)<δ

∣∣∣(R̂n − R̃n) (x, y1)−
(
R̂n − R̃n

)
(x, y2)

∣∣∣ > ε

}
< η.

First, prove (i): We consider the expressions of (17) and (19). R̂n(x, y) is an infinite order
U-statistic for each y ∈ Ω. Since (Ω, d) is a bounded metric space by the assumption (A1), the
kernels of R̂n(x, y) are uniformly bounded. By Remark 3.1 of DiCiccio and Romano (2022), we
have R̂n(x, y)− R̃n(x, y) = op(1) for each y ∈ Ω.

Then (ii): We consider the expressions of (16) and (18). For any y1, y2 ∈ Ω,∣∣∣(R̂n − R̃n) (x, y1)−
(
R̂n − R̃n

)
(x, y2)

∣∣∣
≤
∣∣∣R̂n(x, y1)− R̂n(x, y2)

∣∣∣+
∣∣∣R̃n(x, y1)− R̃n(x, y2)

∣∣∣
=

∣∣∣∣∣
n∑
i=1

ᾱi(x)
{
d2 (Yi, y1)− d2 (Yi, y2)

}∣∣∣∣∣+
∣∣nE [ᾱi(x)

{
d2 (Yi, y1)− d2 (Yi, y2)

}]∣∣
≤

n∑
i=1

|ᾱi(x) ‖d (Yi, y1)− d (Yi, y2)‖ d (Yi, y1) + d (Yi, y2)|

+ nE {|ᾱi(x) ‖d (Yi, y1)− d (Yi, y2)‖ d (Yi, y1) + d (Yi, y2)|}
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≤2 diam(Ω)d (y1, y2)

n∑
i=1

ᾱi(x) + 2 diam(Ω)d (y1, y2) [nE {ᾱi(x)}]

=4 diam(Ω)d (y1, y2)

=Op (d (y1, y2))

where the Op term is independent of y1 and y2. The second equality is because ᾱi(x), i = 1, . . . , n
are identically distributed and a fact

n∑
i=1

ᾱi(x) =
n∑
i=1

(
n

sn

)−1∑
k

Eξ∼Ξ
1
{
Xi ∈ L(x;Dkn, ξ)

}
N(L(x;Dkn, ξ))

=

(
n

sn

)−1∑
k

Eξ∼Ξ

n∑
i=1

1
{
Xi ∈ L(x;Dkn, ξ)

}
N(L(x;Dkn, ξ))

= 1.

Hence
sup

d(y1,y2)<δ

∣∣∣(R̂n − R̃n) (x, y1)−
(
R̂n − R̃n

)
(x, y2)

∣∣∣ = Op(δ)

which can deduce (ii). So, d(r̂⊕(x), r̃⊕(x)) = op(1)

Based on Lemma 16 and Lemma 17, we can prove Theorem 1 easily.
Proof [Proof of Theorem 1] Notice that

d(r̂⊕(x),m⊕(x)) ≤ d(r̂⊕(x), r̃⊕(x)) + d(r̃⊕(x),m⊕(x)).

By the results of Lemma 16 and Lemma 17, we complete the proof.

Before the proof of Theorem 3, we state the required assumptions (U1)–(U4).
(U1) For any ‖x‖ ≤ J , M⊕(x, y) is equicontinuous, i.e.,

lim sup
ẋ→x

sup
y∈Ω
|M⊕(ẋ, y)−M⊕(x, y)| = 0.

(U2) The marginal density f of X , as well as the conditional densities gy of X | Y = y,
exist and are bounded and uniformly continuous, the latter for all y ∈ Ω. And f is also bounded
away from zero such that 0 < fmin ≤ f . Additionally, for any open V ⊆ Ω,

∫
V dFY |X(x, y) is

continuous as a function of x.
(U3) sup‖x‖≤J diam (L(x)) → 0 in probability, where L(x) is the leaf node containing x of

any Fréchet tree in the random forest.
(U4) For all ‖x‖ ≤ J , m⊕(x), r̃⊕(x) and r̂⊕(x) exist and are unique, the latter almost surely.

Additionally, for any ε > 0,

inf
‖x‖≤J

inf
d(y,m⊕(x))>ε

{M⊕(x, y)−M⊕ (x,m⊕(x))} > 0,
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lim inf
n

inf
‖x‖≤J

inf
d(y,r̃⊕(x))>ε

{
R̃n(x, y)− R̃n (x, r̃⊕(x))

}
> 0,

and there exists ζ = ζ(ε) > 0 such that

P

{
inf
‖x‖≤J

inf
d(y,r̂⊕(x))>ε

(
R̂n(x, y)− R̂n (x, r̂⊕(x))

)
≥ ζ
}
→ 1.

Proof [Proof of Theorem 3] We need to prove the following two results:
(i) sup‖x‖≤J d(r̂⊕(x), r̃⊕(x)) = op(1),
(ii) sup‖x‖≤J d(r̃⊕(x),m⊕(x)) = o(1).
First prove (i): By Lemma 17, given any x ∈ [0, 1]p, d(r̂⊕(x), r̃⊕(x)) = op(1). Now consider

the process Dn(x) = d(r̂⊕(x), r̃⊕(x)) with ‖x‖ ≤ J . As the proof of Lemma 17, based on
Theorems 1.5.4, 1.5.7 and 1.3.6 of van der Vaart and Wellner (1996), it suffices to show that for any
S > 0, as δ → 0,

lim sup
n→∞

P

 sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

|Dn(x1)−Dn(x2)| > 2S

→ 0.

Since

|Dn(x)−Dn(y)|
= |d(r̂⊕(x1), r̃⊕(x1))− d(r̂⊕(x2), r̃⊕(x2))|
= |d(r̂⊕(x1), r̃⊕(x1))− d(r̂⊕(x1), r̃⊕(x2)) + d(r̂⊕(x1), r̃⊕(x2))− d(r̂⊕(x2), r̃⊕(x2))|
≤d(r̃⊕(x1), r̃⊕(x2)) + d(r̂⊕(x1), r̂⊕(x2)),

it suffices to show that, as δ → 0,

lim sup
n→∞

sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

d(r̃⊕(x1), r̃⊕(x2))→ 0, (26)

and

lim sup
n→∞

P

 sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

d(r̂⊕(x1), r̂⊕(x2)) > S

→ 0. (27)

Recall that we have proved supy∈Ω

∣∣∣R̃n(x, y)−M⊕ (x, y)
∣∣∣ → 0 for any x ∈ [0, 1]p in the proof

of Lemma 16. Since the density f and gf are uniformly continuous by the assumption (U2) and
sup‖x‖≤J diam (L(x))→ 0 in probability by the assumption (U3), we can get stronger convergence

sup
‖x‖≤J,y∈Ω

∣∣∣R̃n(x, y)−M⊕ (x, y)
∣∣∣→ 0. (28)

Notice that

sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

sup
y∈Ω

∣∣∣R̃n(x1, y)− R̃n(x2, y)
∣∣∣
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≤ sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

sup
y∈Ω
|M⊕(x1, y)−M⊕(x2, y)|+ 2 sup

‖x‖≤J,y∈Ω

∣∣∣R̃n(x, y)−M⊕ (x, y)
∣∣∣ .

Combining the assumption (U1) and (28), we can obtain, as δ → 0,

lim sup
n→∞

sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

sup
y∈Ω

∣∣∣R̃n(x1, y)− R̃n(x2, y)
∣∣∣→ 0.

Then (26) holds by assumption (U4). Now consider (27), let ε > 0 and suppose d(r̂⊕(x1), r̂⊕(x2)) >
ε with ‖x1‖, ‖x2‖ ≤ J . Then the assumption (U4) and the form of R̂n(x, y) imply that

ζ ≤ sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

sup
y∈Ω

∣∣∣R̂n(x1, y)− R̂n(x2, y)
∣∣∣ = Op(δ)

and (27) follows as δ → 0. At this point, the proof of (i) is finished.
Next prove (ii): By Lemma 16, given any x ∈ [0, 1]p, d(r̃⊕(x),m⊕(x)) = o(1). Similarly, we

consider Fn(x) = d(r̃⊕(x),m⊕(x)). It suffices to show that, as δ → 0,

lim sup
n→∞

sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

|Fn(x1)− Fn(x2)| → 0.

Since

|Fn(x1)− Fn(x2)| ≤ d(m⊕(x1),m⊕(x2)) + d(r̃⊕(x1), r̃⊕(x2)),

it suffices to show that, as δ → 0,

sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

d(m⊕(x1),m⊕(x2))→ 0, (29)

and

lim sup
n→∞

sup
‖x1−x2‖<δ
‖x1‖,‖x2‖≤J

d(r̃⊕(x1), r̃⊕(x2))→ 0. (30)

Based on the assumption (U1) and (U4), it is not difficult to prove that m⊕(x) is continuous at x
and hence uniformly continuous on {x : ‖x‖ ≤ J} considering the compactness of {x : ‖x‖ ≤ J}.
Then (29) naturally holds. And (30) has been solved in part (i).

Therefore, based on the results of (i) and (ii), it follows that

sup
‖x‖≤J

d(r̂⊕(x),m⊕(x)) ≤ sup
‖x‖≤J

(d(r̂⊕(x), r̃⊕(x)) + d(r̃⊕(x),m⊕(x)))

≤ sup
‖x‖≤J

d(r̂⊕(x), r̃⊕(x)) + sup
‖x‖≤J

d(r̃⊕(x),m⊕(x))

=op(1).
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E.3 Proofs of Results in Section 3.3

Proof [Proof of Lemma 4] Since X ∈ [0, 1]p with a density ρX bounded away from 0 and infinity.
By Lemma 2 of Wager and Athey (2018), for any 0 < η < 1, and for large enough sn,

P

diamj(L(x)) ≥
(

sn
2k − 1

)− 0.99(1−η) log((1−α)−1)
log(α−1)

π
p

 ≤
(

sn
2k − 1

)− η2
2

1
log(α−1)

π
p

. (31)

where diamj(L(x)) denote the length of the jth dimension of the leaf L(x). If the honest tree is
implemented by the double-sample tree, the above argument still holds by simply replacing sn with
sn/2. But it does not affect the final result.

The above bound can derive diam (L(x)) → 0 in probability. Then by Lemma 16, we have
d(r̃⊕(x),m⊕(x)) = o(1).

Since the Fréchet trees are honest,

R̃n(x, y)−M⊕(x, y) =E
[
E
{
d2(Y, y) | X ∈ L(x)

}]
− E

{
d2(Y, y) | X = x

}
=E

[
E
{
d2(Y, y) | X ∈ L(x)

}
− E

{
d2(Y, y) | X = x

}]
.

By the assumption (A5),∣∣E {d2(Y, y) | X ∈ L(x)
}
− E

{
d2(Y, y) | X = x

}∣∣ ≤ K diam(L(x)).

Now take the same approach as the proof of Theorem 3 of Wager and Athey (2018) to bound the
diameter of L(x). By plugging in η =

√
log ((1− α)−1) in the bound from (31). Since α ≤ 0.2,

we see that η ≤ 0.48 and so 0.99 · (1 − η) ≥ 0.51; thus, a union bound gives us that, for large
enough sn,

P

diam(L(x)) ≥ p1/2

(
sn

2k − 1

)−0.51
log((1−α)−1)

log(α−1)
π
p

 ≤ p
(

sn
2k − 1

)− 1
2

log((1−α)−1)
log(α−1)

π
p

.

The Lipschitz assumption lets us bound R̃n(x, y) − M⊕(x, y) base on the above result about
diam(L(x)). Specifically, let

a1 = p1/2

(
sn

2k − 1

)−0.51
log((1−α)−1)

log(α−1)
π
p

, a2 = p

(
sn

2k − 1

)− 1
2

log((1−α)−1)
log(α−1)

π
p

.

Then
P {diam(L(x)) ≥ a1} ≤ a2.

We have∣∣∣R̃n(x, y)−M⊕(x, y)
∣∣∣

≤
∣∣E [E {d2(Y, y) | X ∈ L(x)

}
− E

{
d2(Y, y) | X = x

}]∣∣
≤
∣∣E ([E {d2(Y, y) | X ∈ L(x)

}
− E

{
d2(Y, y) | X = x

}]
I(diam(L(x)) ≥ a1)

)∣∣
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+
∣∣E ([E {d2(Y, y) | X ∈ L(x)

}
− E

{
d2(Y, y) | X = x

}]
I(diam(L(x)) < a1)

)∣∣
≤E

[∣∣E {d2(Y, y) | X ∈ L(x)
}
− E

{
d2(Y, y) | X = x

}∣∣ I(diam(L(x)) ≥ a1)
]

+ E
[∣∣E {d2(Y, y) | X ∈ L(x)

}
− E

{
d2(Y, y) | X = x

}∣∣ I(diam(L(x)) < a1)
]

≤

(
sup

x∈[0,1]p

[
E
{
d2(Y, y) | X = x

}]
− inf
x∈[0,1]p

[
E
{
d2(Y, y) | X = x

}])
P {diam(L(x)) ≥ a1}+Ka1

≤

(
sup

x∈[0,1]p

[
E
{
d2(Y, y) | X = x

}]
− inf
x∈[0,1]p

[
E
{
d2(Y, y) | X = x

}])
a2 +Ka1

.

(
sup

x∈[0,1]p

[
E
{
d2(Y, y) | X = x

}]
− inf
x∈[0,1]p

[
E
{
d2(Y, y) | X = x

}])
a2,

since a1/a2 → 0.
Due to the Lipschitz condition,

sup
x∈[0,1]p

[
E
{
d2(Y, y) | X = x

}]
− inf
x∈[0,1]p

[
E
{
d2(Y, y) | X = x

}]
≤ K sup

x1,x2∈[0,1]p
‖x1 − x2‖

= Kp1/2.

So for large enough sn, ∣∣∣R̃n(x, y)−M⊕(x, y)
∣∣∣ = O

(
s
− 1

2
log(1−α)
log(α)

π
p

n

)
.

The above bound is uniform over y ∈ Ω. Let Tn(x, y) = R̃n(x, y)−M⊕(x, y), then easily we can
get, for any δ > 0,

sup
d(y,m⊕(x))<δ

|Tn(x, y)− Tn (x,m⊕(x))| . c1δs
− 1

2
log(1−α)
log(α)

π
p

n (32)

for some constant c1 > 0.

Now, set tn = s
1
4

log(1−α)
log(α)

π
p

β1
β1−1

n and define

Sj,n =
{
y : 2j−1 < tnd (y,m⊕(x))β1/2 ≤ 2j

}
.

Choose δ1 satisfying the assumption (A6). Set δ̃1 := (δ1)β1/2. For any integer M ,

I
{
tnd (r̃⊕(x),m⊕(x))β1/2 > 2M

}
=

∑
j>M

2j<tnδ̃1

I
{

2j−1 < tnd (r̃⊕(x),m⊕(x))β1/2 ≤ 2j
}

+
∑
j>M

2j≥tnδ̃1

I
{

2j−1 < tnd (r̃⊕(x),m⊕(x))β1/2 ≤ 2j
}

≤
∑
j>M

2j<tnδ̃1

I
{

2j−1 < tnd (r̃⊕(x),m⊕(x))β1/2 ≤ 2j
}

+ I
{

2d (r̃⊕(x),m⊕(x))β1/2 > δ̃1

}
.

(33)
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By the definition of Sj,n(x), we have

I
{

2j−1 < tnd (r̃⊕(x),m⊕(x))β1/2 ≤ 2j
}

=I {r̃⊕(x) ∈ Sj,n(x)}

≤I
{

inf
y∈Sj,n(x)

(
R̃n(x, y)− R̃n(x,m⊕(x))

)
≤ 0

}
.

(34)
In addition, notice that when y ∈ Sj,n(x), d(y,m⊕(x)) ≤ (2j

tn
)

2
β1 . If 2j < tnδ̃1, we have

d(y,m⊕(x)) < δ1. Then by the assumption (A6),

M⊕(x, y)−M⊕ (x,m⊕(x)) ≥ C1d (y,m⊕(x))β1 > C1

(
22(j−1)

t2n

)
.

Therefore, if 2j < tnδ̃1,

I

{
inf

y∈Sj,n(x)

(
R̃n(x, y)− R̃n(x,m⊕(x))

)
≤ 0

}
≤I

{
sup

y∈Sj,n(x)
|Tn(x, y)− Tn (x,m⊕(x))| ≥ C1

22(j−1)

t2n

}
.

(35)

Combine (33), (34) and (35), we get

I
{
tnd (r̃⊕(x),m⊕(x))β1/2 > 2M

}
≤I
{

2d (r̃⊕(x),m⊕(x))β1/2 > δ̃1

}
+

∑
j>M

2j<tnδ̃1

I

{
sup

y∈Sj,n(x)
|Tn(x, y)− Tn (x,m⊕(x))| ≥ C1

22(j−1)

t2n

}
,

where the first term of the right-hand side goes to zero for any δ̃1 > 0 since d(r̃⊕(x),m⊕(x)) =
o(1). Now we focus on the second term. Obviously,∑

j>M

2j<tnδ̃1

I

{
sup

y∈Sj,n(x)
|Tn(x, y)− Tn (x,m⊕(x))| ≥ C1

22(j−1)

t2n

}

≤
∑
j>M

2j<tnδ̃1

t2n
C122(j−1)

sup
y∈Sj,n

|Tn(x, y)− Tn (x,m⊕(x))| .

As mentioned above, for each j in the sum, we have d(y,m⊕(x)) ≤ (2j

tn
)

2
β1 < δ1, then (32) holds

with δ = (2j

tn
)

2
β1 .Therefore, the sum is bounded by

4c1C
−1
1

∑
j>M

2j<tnδ̃1

22j(1−β1)/β1

t
2(1−β1)/β1
n

s
− 1

2
log(1−α)
log(α)

π
p

n ≤ 4c1C
−1
1

∑
j>M

(
1

4(β1−1)/β1

)j
,

which converges since β1 > 1. Thus, for some M > 0, we have

d (r̃⊕(x),m⊕(x)) ≤ 22M/β1s
− 1

2
log(1−α)
log(α)

π
p

1
β1−1

n
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for large enough n.

Before proving the convergence rate of the variance term, we make some notes on the related
literature regarding infinite order U-processes. From (17) and (19), let

R̂n(x, y) =

(
n

sn

)−1∑
k

Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}
,

R̃n(x, y) = E

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}
.

By Theorem 3.2.5 of van der Vaart and Wellner (1996), the key to determining the convergence
rate is to establish the upper bound for the expectation of the local maximum value of the centered
process

{
(R̂n − R̃n)(x, y)− (R̂n − R̃n)(x, r̃⊕(x))

}
. Recall that R̂n is an infinite order U-statistic

for any fixed y ∈ Ω if Fréchet trees are symmetric. To figure out such an upper bound, the maximal
inequality of the infinite order U-process is the most important tool. Some related papers have
studied the maximal inequality of U-processes. Sherman (1994) established the maximal inequality
for degenerate U-processes of arbitrary order based on moment inequalities. Arcones and Giné
(1993) obtained a similar maximal inequality by exponential inequalities, which is stronger than
that of Sherman (1994). However, both results are limited to U-processes of fixed order. Heilig
and Nolan (2001) first extended the maximal inequality of Sherman (1994) to infinite order U-
processes by the complete sign-symmetrization technique. Unfortunately, they are unable to extend
the maximal inequality of Arcones and Giné (1993) to the infinite order case because such results
rely on a symmetrization inequality of de la Pena (1992) which incurs upper bounds that grow with
the order much too quickly. Chen and Kato (2020) gave a local maximal inequality for degenerate
infinite order U-processes in the form of uniform entropy integrals. Heilig (1997) discovered a
stronger maximal inequality by the partial sign-symmetrization technique. Our theoretical studies
will adopt this inequality to establish the convergence rate of the variance term.
Proof [Proof of Lemma 6] We consider the expressions of (17) and (19). For the sake of simplicity
in notation, let

hn
(
Zik,1 , . . . , Zik,sn , y

)
= Eξ∼Ξ

{
1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

d2 (Yi, y)

}

where Zi = (Xi, Yi) and Dkn =
(
Zik,1 , . . . , Zik,sn

)
.

Then

r̂⊕(x) = argmin
y∈Ω

R̂n(x, y) = argmin
y∈Ω

(
n

sn

)−1 ∑
1≤i1<...<isn≤n

hn
(
Zi1 , . . . , Zisn , y

)
;

r̃⊕(x) = argmin
y∈Ω

R̃n(x, y) = argmin
y∈Ω

Ehn (Z1, . . . , Zsn , y) .

Consider the centered process Vn(x, y) = R̂n(x, y)− R̃n(x, y), and we have

|Vn(x, y)− Vn (x, r̃⊕(x))|
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=

∣∣∣∣∣
(
n

sn

)−1 ∑
1≤i1<...<isn≤n

hn
(
Zi1 , . . . , Zisn , y

)
− Ehn (Z1, . . . , Zsn , y)

−
(
n

sn

)−1 ∑
1≤i1<...<isn≤n

hn
(
Zi1 , . . . , Zisn , r̃⊕(x)

)
+ Ehn (Z1, . . . , Zsn , r̃⊕(x))

∣∣∣∣∣
=

∣∣∣∣∣
(
n

sn

)−1 ∑
1≤i1<...<isn≤n

{
hn
(
Zi1 , . . . , Zisn , y

)
− hn

(
Zi1 , . . . , Zisn , r̃⊕(x)

)}
− E {hn (Z1, . . . , Zsn , y)− hn (Z1, . . . , Zsn , r̃⊕(x))}

∣∣∣∣∣.
Let

Hn(Zi1 , . . . , Zisn , y) = hn
(
Zi1 , . . . , Zisn , y

)
− hn

(
Zi1 , . . . , Zisn , r̃⊕(x)

)
.

Then

|Vn(x, y)− Vn (x, r̃⊕(x))|

=

∣∣∣∣∣∣
(
n

sn

)−1 ∑
1≤i1<...<isn≤n

Hn(Zi1 , . . . , Zisn , y)− E {Hn(Z1, . . . , Zsn , y)}

∣∣∣∣∣∣ .
Next, to control the |Vn(x, y)− Vn (x, r̃⊕(x))| uniformly over small d (y, r̃⊕(x)), we consider the
function class

Hδ = {Hn(z1, . . . , zsn , y) : d (y, r̃⊕(x)) < δ} .

It’s not hard to find |Vn(x, y)− Vn (x, r̃⊕(x))| is a centered infinite order U-process with index set
Hδ.

Since∣∣Hn(Zik,1 , . . . , Zik,sn , y)
∣∣

=

∣∣∣∣∣∣Eξ∼Ξ

 1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

{
d2 (Yi, y)− d2 (Yi, r̃⊕(x))

}∣∣∣∣∣∣
≤Eξ∼Ξ

 1

N(L(x;Dkn, ξ))
∑

i:Xi∈L(x;Dkn,ξ)

|d (Yi, y)− d (Yi, r̃⊕(x))| |d (Yi, y) + d (Yi, r̃⊕(x))|


≤2 diam(Ω)d(y, r̃⊕(x)).

An envelope function for Hδ is Gδ(z1, . . . , zsn) = 2 diam(Ω)δ, and the proof of Theorem 4.7 of
Heilig (1997) gives that, for small enough δ and any ε ∈ (0, 1],

E

{
sup

d(y,r̃⊕(x))<δ
|Vn(x, y)− Vn (x, r̃⊕(x))|

}

≤2K1ε+K2Gδ

sn∑
j=1

E
{
n−1 logN (ε/sn, dj ,Hδ)

}1/2
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where K1,K2 are absolute constants.
By the assumption (A7), for small δ,

sn∑
j=1

E {logN (ε/sn, dj ,Hδ)}1/2 ≤ sn(V log sn + logA− V log ε)1/2.

Then

E

{
sup

d(y,r̃⊕(x))<δ
|Vn(x, y)− Vn (x, r̃⊕(x))|

}
≤ c2δ

sn(logsn)
1
2

n1/2
(36)

for some constant c2 > 0.

Now, set rn = ( n
s2nlogsn

)
β2

4(β2−1) and define

Sj,n(x) =
{
y : 2j−1 < rnd (y, r̃⊕(x))β2/2 ≤ 2j

}
.

Choose δ2 satisfying the assumption (A8) and such that the assumption (A7) is satisfied for any
δ < δ2. Set δ̃2 := (δ2)β2/2. For any integer M ,

P
{
rnd (r̂⊕(x), r̃⊕(x))β2/2 > 2M

}
=

∑
j>M

2j<rnδ̃2

P
{

2j−1 < rnd (r̂⊕(x), r̃⊕(x))β2/2 ≤ 2j
}

+
∑
j>M

2j≥rnδ̃2

P
{

2j−1 < rnd (r̂⊕(x), r̃⊕(x))β2/2 ≤ 2j
}

≤
∑
j>M

2j<rnδ̃2

P
{

2j−1 < rnd (r̂⊕(x), r̃⊕(x))β2/2 ≤ 2j
}

+ P
{

2d (r̂⊕(x), r̃⊕(x))β2/2 > δ̃2

}
.

(37)

By the definition of Sj,n(x), we have

P
{

2j−1 < rnd (r̂⊕(x), r̃⊕(x))β2/2 ≤ 2j
}

=P {r̂⊕(x) ∈ Sj,n(x)}

≤P
{

inf
y∈Sj,n(x)

(
R̂n(x, y)− R̂n(x, r̃⊕(x))

)
≤ 0

}
.

(38)
In addition, notice that when y ∈ Sj,n(x), d(y, r̃⊕(x)) ≤ ( 2j

rn
)

2
β2 . If 2j < rnδ̃2, we have

d(y, r̃⊕(x)) < δ2. Then by the assumption (A8), for large enough n,

R̃n(x, y)− R̃n (x, r̃⊕(x)) ≥ C2d (y, r̃⊕(x))β2 > C2

(
22(j−1)

r2
n

)
.

Therefore, if 2j < rnδ̃2,

P

{
inf

y∈Sj,n(x)

{
R̂n(x, y)− R̂n(x, r̃⊕(x))

}
≤ 0

}
≤P

{
sup

y∈Sj,n(x)
|Vn(x, y)− Vn (x, r̃⊕(x))| ≥ C2

22(j−1)

r2
n

}
.

(39)
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Combine (37), (38) and (39), we get

P
{
rnd (r̂⊕(x), r̃⊕(x))β2/2 > 2M

}
≤P

{
2d (r̃⊕(x), r̂⊕(x))β2/2 > δ̃2

}
+

∑
j>M

2j<rnδ̃2

P

{
sup

y∈Sj,n(x)
|Vn(x, y)− Vn (x, r̃⊕(x))| ≥ C2

22(j−1)

r2
n

}
.

where the first term of the right-hand side goes to zero for any δ̃2 > 0 by Lemma 17. Now we focus
on the second term. By Markov’s inequality,

∑
j>M

2j<rnδ̃2

P

{
sup

y∈Sj,n(x)
|Vn(x, y)− Vn (x, r̃⊕(x))| ≥ C2

22(j−1)

r2
n

}

≤
∑
j>M

2j<rnδ̃2

r2
n

C222(j−1)
E

{
sup

y∈Sj,n(x)
|Vn(x, y)− Vn (x, r̃⊕(x))|

}
.

As mentioned above, for each j in the sum, we have d(y, r̃⊕(x)) ≤ ( 2j

rn
)

2
β2 < δ2, then (36) holds

with δ = ( 2j

rn
)

2
β2 . Therefore, the sum is bounded by

4c2C
−1
2

∑
j>M

2j<rnδ̃2

22j(1−β2)/β2

r
2(1−β2)/β2
n

sn(logsn)
1
2

n1/2
< 4c2C

−1
2

∑
j>M

(
1

4(β2−1)/β2

)j
.

Because β2 > 1, the last series converges, and hence this probability can be made small by choosing
M large. Hence

d (r̂⊕(x), r̃⊕(x)) = Op

(
r−2/β2
n

)
= Op

((
s2
nlogsn
n

) 1
2(β2−1)

)
.

E.4 Proofs of Results in Section 4

Proof [Proof of Theorem 9] Let

L̂n(x, y) = eT1 (X̃TAX̃)−1
n∑
i=1

(
1

Xi − x

)
αi(x)d2(Yi, y).

For a fix x ∈ [0, 1]p, by Corollary 3.2.3 of van der Vaart and Wellner (1996) and the assumption
(A12), we only need to prove supy∈Ω

∣∣∣L̂n(x, y)−M⊕(x, y)
∣∣∣ to zero in probability. To do this,

we show L̂n(x, ·)  M⊕(x, ·) in l∞(Ω) and apply Theorem 1.3.6 of van der Vaart and Wellner
(1996). By Theorem 1.5.4 of van der Vaart and Wellner (1996), this weak convergence is equivalent
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to L̂n(x, ·) is asymptotically tight and the marginals converge weakly. By Theorem 1.5.7 of van der
Vaart and Wellner (1996), This asymptotically tight is equivalent to L̂n(x, y) is asymptotically tight
in R for every y ∈ Ω and L̂n(x, ·) is asymptotically uniformly d-equicontinuous in probability. So
the proof will be finished if the following conditions hold.

(i) L̂n(x, y)−M⊕(x, y) = op(1) for each y ∈ Ω,
(ii) For all ε, η > 0, there exists δ > 0 such that

lim sup
n

P

{
sup

d(y1,y2)<δ

∣∣∣L̂n (x, y1)− L̂n (x, y2)
∣∣∣ > ε

}
< η.

First, prove (i): By the fact about local linear estimators,

eT1 (X̃TAX̃)−1

[
n∑
i=1

(
1

Xi − x

)
αi(x)E

{
d2(Y, y) | X = x

}]
= E

{
d2(Y, y) | X = x

}
.

So we have

L̂n(x, y)−M⊕(x, y)

=eT1 (X̃TAX̃)−1

(
n∑
i=1

(
1

Xi − x

)
αi(x)

[
d2(Yi, y)− E

{
d2(Y, y) | X = x

}])
.

Define

L̄n(x, y) = eT1 (X̃TAX̃)−1

[
n∑
i=1

(
1

Xi − x

)
αi(x)E

{
d2(Y, y) | X = Xi

}]
.

Then consider to decompose L̂n(x, y)−M⊕(x, y) into a variance-type term

L̂n(x, y)− L̄n(x, y)

=eT1 (X̃TAX̃)−1

(
n∑
i=1

(
1

Xi − x

)
αi(x)

[
d2(Yi, y)− E

{
d2(Y, y) | X = Xi

}])

and a bias-type term

L̄n(x, y)−M⊕(x, y)

=eT1 (X̃TAX̃)−1

(
n∑
i=1

(
1

Xi − x

)
αi(x)

[
E
{
d2(Y, y) | X = Xi

}
− E

{
d2(Y, y) | X = x

}])
.

Next, we will follow the proof of Theorem 1 in Bloniarz et al. (2016) with a few modifications to
show that each of these terms converges to zero in probability for each y ∈ Ω.

So we begin to prove L̂n(x, y)−L̄n(x, y)
p→ 0. For convenience in notation, let αi(x;Dbn, ξb) =

1
{
Xi ∈ Lb(x;Dbn, ξb)

}
, indicating that a training point Xi belongs to the same leaf node as x in

the bth Fréchet tree trained with subsample Dbn and random parameter ξb. We define the band-
width matrix of the random forest to be a diagonal matrix with diagonal elements set to be the
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largest component-wise distances from x to a training point that has a nonzero weight. Let Xi =(
X

(1)
i , . . . , X

(p)
i

)
and x =

(
x(1), . . . , x(p)

)
. Then define

hj = max
i,b

{
αi(x;Dbn, ξb)

∣∣∣X(j)
i − x

(j)
∣∣∣} , H = diag (1, h1, . . . , hp) .

By the assumption (A10), the number of training points falling in a leaf node goes to infinity. Under
the honesty condition, if we condition on the variables αi(x;Dbn, ξb), the subset of the training data
falling in Lb(x;Dbn, ξb) is independent and identically distributed in the rectangle Lb(x;Dbn, ξb). By
definition of H , for the training point that has nonzero weight, we have∥∥∥∥H−1

(
1

Xi − x

)∥∥∥∥
∞
≤ 1.

And notice that E
[
d2(Yi, y)− E

{
d2(Y, y) | X = Xi

}]
= 0. Combining the previous discussion,

with the weak law of large numbers we can obtain

1

N(Lb(x;Dbn, ξb))

n∑
i=1

H−1

(
1

Xi − x

)
αi(x;Dbn, ξb)

[
d2(Yi, y)− E

{
d2(Y, y) | X = Xi

}] p→ 0.

Therefore, averaging over total B Fréchet trees, we get

n∑
i=1

H−1

(
1

Xi − x

)
αi(x)

[
d2(Yi, y)− E

{
d2(Y, y) | X = Xi

}] p→ 0. (40)

Below we need to study the matrix X̃TAX̃ . Since A is a diagonal matrix,

X̃TAX̃ =
n∑
i=1

αi(x)

(
1

Xi − x

)(
1, (Xi − x)T

)
=

1

B

B∑
b=1

[
1

N(Lb(x;Dbn, ξb))

n∑
i=1

αi(x;Dbn, ξb)
(

1
Xi − x

)(
1, (Xi − x)T

)]
.

By the same argument of Theorem 1 in Bloniarz et al. (2016), we can have

eT1 (X̃TAX̃)−1H = (Op(1), . . . , Op(1)) . (41)

which needs the assumption (A9), (A10) and the honesty condition. Combining (40) and (41), then

L̂n(x, y)− L̄n(x, y)
p→ 0. (42)

Now we turn to prove L̄n(x, y)−M⊕(x, y)
p→ 0. Similarly, we have

L̄n(x, y)−M⊕(x, y) =eT1 (X̃TAX̃)−1H

(
n∑
i=1

H−1

(
1

Xi − x

)
αi(x)

[
E
{
d2(Y, y) | X = Xi

}
− E

{
d2(Y, y) | X = x

}])
.
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By the assumption (A11) and the definition of H , we can have

n∑
i=1

H−1

(
1

Xi − x

)
αi(x)

[
E
{
d2(Y, y) | X = Xi

}
− E

{
d2(Y, y) | X = x

}] p→ 0.

Since eT1 (X̃TAX̃)−1H = (Op(1), . . . , Op(1)), we get

L̄n(x, y)−M⊕(x, y)
p→ 0. (43)

Hence combine (42) and (43), it follows that for each y ∈ Ω,

L̂n(x, y)−M⊕(x, y) = op(1).

Then (ii): For any y1, y2 ∈ Ω,∣∣∣L̂n (x, y1)− L̂n (x, y2)
∣∣∣

=

∣∣∣∣∣eT1 (X̃TAX̃)−1

[
n∑
i=1

(
1

Xi − x

)
αi(x)

{
d2(Yi, y1)− d2(Yi, y2)

}]∣∣∣∣∣
≤

n∑
i=1

∣∣∣∣eT1 (X̃TAX̃)−1

(
1

Xi − x

)
αi(x)

∣∣∣∣ |d (Yi, y1)− d (Yi, y2)| |d (Yi, y1) + d (Yi, y2)|

≤2 diam(Ω)d (y1, y2)

n∑
i=1

∣∣∣∣eT1 (X̃TAX̃)−1

(
1

Xi − x

)
αi(x)

∣∣∣∣
=2 diam(Ω)d (y1, y2)

n∑
i=1

∣∣∣∣eT1 (X̃TAX̃)−1HH−1

(
1

Xi − x

)
αi(x)

∣∣∣∣
≤2 diam(Ω)d (y1, y2)

n∑
i=1

αi(x)
∥∥∥eT1 (X̃TAX̃)−1H

∥∥∥∥∥∥∥H−1

(
1

Xi − x

)∥∥∥∥
=2 diam(Ω)d (y1, y2)Op(1)

=Op (d (y1, y2)) ,

where the Op term is independent of y1 and y2. Hence

sup
d(y1,y2)<δ

∣∣∣L̂n (x, y1)− L̂n (x, y2)
∣∣∣ = Op(δ),

which can deduce (ii). So, d(l̂⊕(x),m⊕(x)) = op(1).

E.5 Proofs of Results in Appendix B

Proof [Proof of Theorem 13] Now we generalize the proof of Theorem 2.3 of Bose and Chatterjee
(2018). The norm involved in this part is the spectral norm for matrices and the Euclidean norm for
vectors.
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Since fn (x, θ) is convex in θ, for all α,β,

fn(x, α) + (β − α)T gn(x, α) ≤ fn(x, β),

fn(x, β) + (α− β)T gn(x, β) ≤ fn(x, α).

Hence,
(β − α)T gn(x, α) ≤ fn(x, β)− fn(x, α) ≤ (β − α)T gn(x, β). (44)

Then

0 ≤ fn(x, β)− fn(x, α)− (β − α)T gn(x, α) ≤ (β − α)T [gn(x, β)− gn(x, α)]. (45)

By the assumption (ii), we know Egn (Z1, Z2, . . . , Zmn , θ) < ∞ from (44). Moreover, based on
(45), note that Egn (Z1, Z2, . . . , Zmn , θ) serves as a subgradient of Qn(θ). Now, when Qn(θ) is
differentiable, it follows that

∇Qn(θn) = Egn (Z1, Z2, . . . , Zmn , θn) = 0.

Let Wn = {wn = (i1, i2, . . . , imn) : 1 ≤ i1 < i2 · · · < imn ≤ n}. For any wn ∈ Wn, let Zwn =(
Zi1 , . . . , Zimn

)
and

Zn,wn = fn

(
Zwn , n

−1/2Λ
1
2
nα+ θn

)
− fn (Zwn , θn)− n−1/2αTΛ

1
2
ngn (Zwn , θn)

where Λn = m2
nH
−1
n KnH

−1
n . Note that Vn =

(
n
mn

)−1∑
wn∈Wn

Zn,wn is an infinite order U -
statistic. Using (45), it follows that

Var (Vn) ≤ mn

n
Var (Zn,wn)

≤ mn

n
EZ2

n,wn

≤ mn

n2
E

{
αTΛ

1
2
n

[
gn(Zwn , n

−1/2Λ
1
2
nα+ θn)− gn(Zwn , θn)

]}2

≤ mn

n2
E

[
‖α‖‖Λ

1
2
n‖‖gn(Zwn , n

−1/2Λ
1
2
nα+ θn)− gn(Zwn , θn)‖

]2

=
mn‖Λn‖
n2

‖α‖2E
[
‖gn(Zwn , n

−1/2Λ
1
2
nα+ θn)− gn(Zwn , θn)‖

]2

.

By Taylor’s expansion, we have

gn(Zwn , n
−1/2Λ

1
2
nα+ θn) = gn(Zwn , θn) +

∂gn(Zwn , θ̃n)

∂θ
n−1/2Λ

1
2
nα,

where θ̃n is between θn and n−1/2Λ
1
2
nα+ θn. Then

E

[
‖gn(Zwn , n

−1/2Λ
1
2
nα+ θn)− gn(Zwn , θn)‖

]2

=E

[
‖∂gn(Zwn , θ̃n)

∂θ
n−1/2Λ

1
2
nα‖

]2

≤ 1

n
‖Λn‖‖α‖2E

[
‖∂gn(Zwn , θ̃n)

∂θ
‖

]2

.
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Since λmin(Hn) 9 0 by the assumption (v), ‖H−1
n ‖ = 1

λmin(Hn) 9 ∞. And due to mnKn ≤
Var (gn (Z1, . . . , Zmn , θn)) <∞, we have ‖mnKn‖ <∞. Hence,

‖Λn‖
n

=
‖m2

nH
−1
n KnH

−1
n ‖

n
≤ mn‖H−1

n ‖2‖mnKn‖
n

→ 0.

And we get

E

[
‖gn(Zwn , n

−1/2Λ
1
2
nα+ θn)− gn(Zwn , θn)‖

]2

→ 0.

By Markov’s inequality, it follows that for each fixed α,

n√
mn‖Λn‖

(Vn − E(Vn))
P→ 0.

Specifically,

n√
mn‖Λn‖

(
n

mn

)−1 ∑
wn∈Wn

(Zn,wn − EZn,wn)

=
n√

mn‖Λn‖
Q̂n

(
n−1/2Λ

1
2
nα+ θn

)
− n√

mn‖Λn‖
Q̂n(θn)−

√
n√

mn‖Λn‖
αTΛ

1
2
nUn

− n√
mn‖Λn‖

Qn

(
n−1/2Λ

1
2
nα+ θn

)
+

n√
mn‖Λn‖

Qn(θn)

P→0.

(46)

On the other hand, for each fixed α, by Taylor’s expansion and the assumption (iv), (v),

n√
mn‖Λn‖

Qn

(
n−1/2Λ

1
2
nα+ θn

)
→ n√

mn‖Λn‖
Qn(θn) +

αTΛ
1
2
nHnΛ

1
2
nα

2
√
mn‖Λn‖

. (47)

The reason why there are only two items on the right side of the above formula is

n‖Λ
1
2
n‖3n−

3
2√

mn‖Λn‖
=
‖Λn‖√
mn
√
n
≤ mn‖H−1

n ‖2‖mnKn‖√
mn
√
n

→ 0.

By Lemma 2.1 of Bose and Chatterjee (2018), the convergences in (46) and (47) are uniform on
compact sets due to convexity. Thus for every ε > 0 and every M > 0,

sup
‖α‖≤M

∣∣∣∣∣ n√
mn‖Λn‖

Q̂n

(
n−1/2Λ

1
2
nα+ θn

)
− n√

mn‖Λn‖
Q̂n(θn)

−
√
n√

mn‖Λn‖
αTΛ

1
2
nUn −

αTΛ
1
2
nHnΛ

1
2
nα

2
√
mn‖Λn‖

∣∣∣∣∣∣ < ε.

(48)

holds with probability at least (1− ε/2) for large n.
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Define the quadratic form

Bn(α) =

√
n√

mn‖Λn‖
αTΛ

1
2
nUn +

αTΛ
1
2
nHnΛ

1
2
nα

2
√
mn‖Λn‖

.

Its minimizer is αn = −Λ
− 1

2
n H−1

n n1/2Un. Since for any c 6= 0,

cTUn =

(
n

mn

)−1 ∑
1≤i1<i2<...<imn≤n

cT gn
(
Zi1 , Zi2 , . . . , Zimn , θn

)
And

mn Var
[
E
(
cT gn (Z1, . . . , Zmn , θn) | Z1

)]
= cTmnKnc.

By Rayleigh-Ritz theorem and assumption (iv), cTmnKnc 9 0 for any c 6= 0. Utilizing Theorem
1 of Peng et al. (2022), cTUn is asymptotically normal. Hence, by Cramér-Wold device,

√
n

mn
K
− 1

2
n Un

d−→ N (0, I) .

So
αn = −Λ

− 1
2

n H−1
n n1/2Un

d−→ N (0, I) .

The minimum value of the quadratic form is

Bn (αn) = −nUTnH−1
n Un/2

√
mn‖Λn‖.

Further, αn is bounded in probability. So we can select an M such that

P (‖αn‖ < M − 1) ≥ 1− ε/2. (49)

The rest of the argument is on the intersection of the two events in (48) and (49), which has a
probability of at least 1− ε.

Consider the convex function

An(α) =
n√

mn‖Λn‖
Q̂n

(
n−1/2Λ

1
2
nα+ θn

)
− n√

mn‖Λn‖
Q̂n(θn).

From (48),
An (αn) ≤ Bn (αn) + ε = −nUTnH−1

n Un/2
√
mn‖Λn‖+ ε. (50)

Again by using (48), we know the value of An(α) is at least

Bn(α)− ε. (51)

By simple calculation, the bound in (51) is always strictly larger than the one in (50) when ‖α −
αn‖ ≥ T (ε

√
mn‖Λn‖)

1
2 /‖Λ

1
2
n‖, where T = 4 [λmin(Hn)]−1/2 and λmin denotes the minimum

eigenvalue.
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On the other handAn has the minimizer
√
nΛ
− 1

2
n (θ̂n−θn). So, using the fact thatAn is convex,

it follows that its minimizer satisfies

‖
√
nΛ
− 1

2
n (θ̂n − θn)− αn‖ < T (ε

√
mn‖Λn‖)

1
2 /‖Λ

1
2
n‖. (52)

Note that (
√
mn‖Λn‖)

1
2

‖Λ
1
2
n ‖

= m
1
4
n

‖Λn‖
1
4
<∞. Since (52) holds with probability at least (1− ε) where ε is

arbitrary, we get
√
nΛ
− 1

2
n (θ̂n − θn)− αn = op(1).

The first part of the theorem has been proved, and the second part follows from the multivariate
version of the Central Limit Theorem of Un.

Proof [Proof of Theorem 14] Since the assumption (A1) and assumption (A4) hold, by Lemma 17,
we have d(r̂⊕(x), r̃⊕(x)) = op(1). Then P (r̂⊕(x) ∈ G)→ 1 as n→∞.

For large n, let
un(x) = φ(r̃⊕(x)), ûn(x) = φ(r̂⊕(x)).

Since
Efn(Z1, Z2, . . . , Zsn , u) = Ehn

(
Z1, Z2, . . . , Zsn , φ

−1(u)
)

= R̃n(φ−1(u)),

we have

un(x) = argmin
u∈U

Efn(Z1, Z2, . . . , Zsn , u) , argmin
u∈U

Qn(u).

Similarly, since (
n

sn

)−1 ∑
1≤i1<i2<...<isn≤n

fn(Zi1 , Zi2 , . . . , Zisn , u)

=

(
n

sn

)−1 ∑
1≤i1<i2<...<isn≤n

hn
(
Zi1 , Zi2 , . . . , Zisn , φ

−1(u)
)

=R̂n(φ−1(u)),

we have

ûn(x) = argmin
u∈U

(
n

sn

)−1 ∑
1≤i1<i2<...<isn≤n

fn(Zi1 , Zi2 , . . . , Zisn , u) , argmin
u∈U

Q̂n(u).

When we consider Msn-estimator ûn(x) of un(x), the assumptions of Theorem 13 are satisfied by
the assumptions (A13)–(A18). Hence by Theorem 13, we get

√
nΛ−1/2

n {ûn(x)− un(x)} d−→ N (0, I)

where
Λn = s2

nH
−1
n KnH

−1
n .
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