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Abstract

In linear distance metric learning, we are given data in one Euclidean metric space and the goal is
to find an appropriate linear map to another Euclidean metric space which respects certain distance
conditions as much as possible. In this paper, we formalize a simple and elegant method which
reduces to a general continuous convex loss optimization problem, and for different noise models
we derive the corresponding loss functions. We show that even if the data is noisy, the ground truth
linear metric can be learned with any precision provided access to enough samples, and we provide
a corresponding sample complexity bound. Moreover, we present an effective way to truncate the
learned model to a low-rank model that can provably maintain the accuracy in the loss function and
in parameters — the first such results of this type. Several experimental observations on synthetic
and real data sets support and inform our theoretical results.

Keywords: linear metric learning, Mahalanobis distance, positive semi-definite matrix, low-rank
metric learning

1. Introduction

The goal of distance metric learning is to map data in a metric space into another metric space in
such a way that the distance between points in the second space optimizes some condition on the
data. Early work in this area focuses mostly on the Euclidean to Euclidean setting, and specifically
on the case of learning linear transformations. For data X € R™*, it attempts to learn a Maha-
lanobis distance dps : RY x R — R20 as dpys(z,y) = ||z — yllm = /(z —y) M (z —y).
This is a metric on the original space R? as long as M is positive definite. We can decompose M
as M = AA" for A € R™? Then A can be used as a linear map so that X’ = A’X is another
point set of n points in d dimensions; for ' = A’z and y' = A’y in the new space, ||z — y||as is
equivalent to the standard Euclidean distance |2’ — y/||.
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Linear metric learning has been studied in Weinberger and Saul (2009) for kNN classification,
in Torresani and Lee (2006); Wang and Zhang (2007); Xiang et al. (2008) via margin/distance
optimization, in Sugiyama (2007); Bar-Hillel et al. (2005) via discriminant analysis, and in Nguyen
et al. (2017) via Jeffrey divergence. Many of these linear methods also propose kernelized versions,
and kernelized metric learning was also considered in Mika et al. (1999); Roth and Steinhage (1999).
But the current state of the art uses arbitrarily complex neural encoders that attempt to optimize the
final objective with very little restriction on the form or structure of the mapping (Ermolov et al.,
2022). Merging with the area of feature engineering (Nargesian et al., 2017; Shi et al., 2009), these
approaches are an integral element of information retrieval (Patel et al., 2021; Ramzi et al., 2022),
natural language processing (Mikawa et al., 2011; Li et al., 2017), and image processing (Chopra
et al., 2005). To access further details, readers can refer to two well-conducted surveys Bellet et al.
(2013); Kulis (2013).

In this work, we revisit linear distance metric learning. We posit that there are two useful
extremes in this problem, the anything-goes non-linear approaches mentioned above, and the very
restrictive linear approaches. The linear approaches exhibit a number of important properties which
are essential for certain applications:

e When the original coordinates of the data points have meaning, but for instance are mea-
sured in different units (e.g., inches and pounds), then one may want to retain that meaning
and interpretability while making the process invariant to the original underlying (and often
arbitrary) choice of units.

e Many geometric properties such as linear separability, convexity, straight-line connectivity,
vector translation (linear parallel transport) are preserved under affine transformations. If
such features are assumed to be meaningful on the original data, then they are retained under
a linear transformation.

e Some physical equations, such as those describing ordinary differential equations (ODEs) can
be simulated through a linear transform (Sutherland and Parente, 2009). We will demonstrate
an example application of this (in Section 5.5) where because of changing units, it is not
clear how to measure distance in the original space, and locality based learning can be more
effectively employed after a linear transformation.

While several prior works have already explored linear distance metric learning (Weinberger
and Saul, 2009; Torresani and Lee, 2006; Sugiyama, 2007; Nguyen et al., 2017), they often reduce
to novel optimization settings where specially designed solvers and analysis are required. For in-
stance, Ying and Li (2012) utilize a clever subgradient descent formulation to ensure the learned
M retains its positive-definiteness. In our work we provide a simple and natural formulation that
converts the linear distance metric learning task into a simple supervised convex gradient descent
procedure, basically a standard supervised classification task where any procedure for smooth con-
vex optimization can be employed.

1.1 Formulation

Specifically, we assume N i.i.d. observations (x;,y;) € R? x R? and each pair is given a label
¢; € {Far,Close}. Our goal is to learn a positive semi-definite (p.s.d.) matrix M and threshold
T > 0 so that ||z; — y;||3; > 7if £; = Far and ||z; — y,|3; < 7 if £; = Close. Towards solving
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this we formulate an optimization problem

N
1
min  Ry(M,7)= min > L(ziy;, l; M,7) M
T >0 ro>0 NI
M =0 M =0

where L(x;,y;,{;; M, ) is a loss function that penalizes the mismatch between the observed label
and the model-predicted label. Then we propose to optimize this in an (almost, except for 7 > 0)
unconstrained setting, where we can apply standard techniques like (stochastic) gradient descent:

min  Ry(AA' T)
TeER
Ac RAxd

1.2 Our core results

We analyze this simple, flexible, and powerful formulation and show that:

e This optimization problem is convex over M, 7. Moreover, while optimizing over A is not
convex, we can leverage an observation of Journée et al. (2010) to show that the minimizer
A* over the unconstrained formulation generates M* = A*(A*)!, which is the minimizer
over the convex, but (positive semi-definite) constrained formulation over M.

e The sample complexity of this problem is Ny(e,d) = O(E%(log ++d*log g)) More specif-
ically, let f be the pdf of the distribution from which difference pairs & — y are drawn, let
¢ be the (noisy) label associated with a pair, and let R(M,7) = Eg_yf[L(x,y,{; M, T)]
be the expected loss. Then, given Ny(e, §) observations, |R(M, 7) — R(M?*, 7*)| < ¢ with
probability at least 1 — &, where (M, 7) is the minimizer of Ry.

o If the labels ¢; are observed with unbiased noise, and the loss function is chosen appropriately
to match that noise distribution, then Ry still approximates R, and in fact, the minimizers
M 7 of Ry converge to the true minimizers M ™, 7* of R.

e Returning a low-rank approximation M, to M can achieve bounded error with respect to
|R(M},7) — R(M*,7*)| and |M — M?*|| + |7 — 7%, as elaborated on just below. To the
best of our knowledge, this is the first such dimensionality reduction result of this kind.

1.3 Reasonable Choice for the Loss Function L: Logistic noise

We assume the labeling of {Close, Far} through the evaluation of ||z; — y,||3; is noisy. We will
prove that if the noise comes from the Logistic distribution, then

L(wi,y;, i M, 7) = —log o (ti([l; — yillag — 7))

serves as an excellent theoretical choice; here o(x) = H% is known as the Logistic function. We
note that prior work (Guillaumin et al., 2009) also considered this special case of our formulation,
and provided an empirical study on face identification; however they did not theoretically analyze
this formulation.
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As mentioned, our work will show that this form of L is indeed optimal under a Logistic noise
model. We also show that if one assumes a different noise model (e.g., Gaussian), then a different
loss function would be more appropriate. Furthermore, we show that irrespective to the amount
of unbiased noise, we are able to recover the ground truth parameters if we observe enough noisy
data, and we provide precise sample complexity bounds. Section 5 also confirms these theoretical
results with careful experimental observations and demonstrates that the method is in fact robust to
misspecification of the noise model.

1.4 Dimensionality Reduction

It is natural to ask if linear distance metric learning approaches can be used for linear dimensionality
reduction. That is, if one restricts to a rank-k positive semi-definite M, then we can write M =
Ap Al where Ay, € R¥*k Hence A}, can be used as a linear map 2’ = Al x from R? — RF,
Yet optimizing Ry (A AL, 7) with Aj, € R¥¥ is not only non-convex, the optimization has non-
optimal local minima (Journée et al., 2010).

Another natural approach is to run the optimization with a full rank A, and then truncate A by
rounding down its smallest d — k singular values to 0. As far as we know, no previous analysis
of a distance metric learning (DML) approach has shown if this is effective; a direction (singular
vector of A) associated with a small singular value of A could potentially have out-sized relevance
towards cost function Ry that we seek to optimize, and this step may induce uncontrolled error in
Ry.

In this paper, we detail some reasonable assumptions on the data necessary for this singular
value rounding scheme to have provable guarantees. The key assumption is that the width of the
support of the data distribution is bounded by v/F (for some parameter F'), and either this support
must include measure in regions which assign labels of both Close and Far, or the unbiased noise
must be large enough to generate some of each label.

Specifically we consider the following algorithm.

1) Sample N = Ny(e,0) pairs x,y from a Lebesgue measurable distribution with the width of
support at most v/F in each direction.

2) Solve for A € R% and 7 > 0 in Ry (AA' 7) using any convex gradient descent solver.

3) For positive integer k < d, set the d — k smallest singular values of Ato0, resulting in low-rank
matrix Ay. Let ~ be the value of the (d — k)-th singular value of A (the largest one rounded to 0).

4) Return M, = AkAk, a rank-k positive semi-definite matrix.
For this algorithm (formalized in Theorems 14 and 15), we claim with probability at least 1 — ¢

ROV, 7) — ROM*,7)| < e + Py

Thus, for instance if we draw & — ¥y from a unit ball (so ' = 1), and set ¢’ = 2¢, and assume that
M* has d — k eigenvalues less than ¢’/4, then with probability at least 1 — ¢

|R(M},,7) — R(M*,7%)| < £'.

1.5 Outline

In Section 2 we more carefully unroll this model formulation, and in Section 3 we show sample
complexity and convergence results, including under noise. In Section 4 we discuss the optimiza-
tion procedure and show that the unconstrained optimization approach is provably effective, and
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useful for dimensionality reduction tasks. Finally, in Section 5 we verify our theory on a variety of
synthetic data experiments and demonstrate the utility of this linear DML framework on two real
data problems that benefit from a learned Mahalanobis distance.

2. Model and Key Observations

This section contains the model, the underlying assumptions, and some observations used through-
out the paper.

2.1 Data and Model Assumptions

We work under the following data model throughout the paper. We assume there exists some posi-
tive semi-definite M* € R%*¢ that defines a Mahalanobis distance that we seek to discover. We ob-
serve pairs of data points x;, y; € R?, but we only consider the differences of the pairs z; = x; —y,.
Moreover, we assume that all observations z; € R4 are i.i.d. from some unknown distribution with
pdf f(2).

We also assume there exists a threshold 7* which generates labels ¢; € {Close, Far}; more
specifically, z; is Close if and only if

Izill 3 +m <7, (Label Assumption)

where 7); is a noise term. Each 7); is generated i.i.d. from a distribution Noise(7|0, s) which comes
from a location-scale family of distributions with location 0 and scale parameter s > 0. For different
distributions, s can have a different meaning. For example, for the normal distribution, s is the
standard deviation. For mathematical convenience, we overload “Close” = -1 and “Far” = +1 so
0; € {—1,41}. As ||z;||%;« +m < 7" is equivalent to ||z;]|3,« + % < - for any t > 0, scaling

M?*, 7%, and s by a common parameter ¢ does not change tile labeling distribution, so w.l.o.g.,
we remove this degree of freedom in the analysis presented in this paper by setting s = 1. Thus
what the techniques in this paper ultimately recover is actually MT* and % In other words, we will
see that our model is identifiable if s = 1. Moreover, the following lemma indicates that for the
noiseless case, the model is identifiable provided that 7 = 1. The following formalization is proved
in Appendix A.

Lemma 1 Given two pairs (M1, 7) and (M s, T) such that M1, My = 0 and 1,79 > 0, if the

two functions z — 1 ) and z — 1 ) agree for all z, then M, _ M,
{12113, {12113,

-n zo} —1y zo} 1 2

In order to be able to solve our optimization challenges and bound the sample complexity, we
need to make a few simple assumptions on M ™, 7* and the data distribution. We have the following
assumption on the model:

[M*||l2 < B and 7" € [0, B]. (Model Assumption)

Note that as we have assumed that s = 1, M* and 7*, as well as the upper bounds /3 and B, have
been scaled by 1/s. Since  and B later appear in the sample complexity (see Section 5.3.2), noise
affects the sample complexity through these terms.

Next we assume something about the data we observe. Assume z1,...,zy € R? are N i.i.d.
samples from an unknown distribution with probability density function f(z) with respect to the
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Lebesgue measure on R? (f is Lebesgue measureable whose Lebesgue integral over R? is 1). Hence
Jga f(z)dz = 1 which implies that the set {2z: f(z) # 0} has a positive Lebesgue measure. We
also assume that the probability density function f(z) has bounded support, i.e.,

max{||z||?: f(z) #0} < F. (Data Assumption)

By this assumption, we know that almost surely ||z||> < F. Also, by the Data Assumption, for each

Me M= {M e R M is ps.d.,

M, < B},

we have ||z]|3; < || M||2]|2||*> < BF. When it is clear by context, we sometimes write M for M.
Accordingly, for z ~ f(z), almost always

l|zillas — 7| < max{B, BF} V(M,T1) € Mg x [0, B].
Since the sign of ||z;||3; — 7 determines the label of z, it is reasonable to assume that
B < gF, (Meta Assumption)

which implies
\|zillar — 7| < BF V(M,T) € Mqx [0,B]. 2)

2.2 Convexity

Our core objective is optimizing Ry or R over (M, 7) such that M > 0,7 > 0. In the same vein
as regular supervised learning scenarios, we consider loss functions that are convex with respect
to the contribution of each data point (z;, ¢;). To show the loss functions over the space of valid
parameters are convex, we first show that any convex combination of two valid models’ parameters
is still a valid parameter and for any two models with parameters (M, 7)) and (M2, 72) and an
interpolation parameter A € [0, 1], we have

12387, +(1-ryaz, = 71+ (1= N72) = A(l|2l13g, = 71) + (1 = N (2], — 7).

Hence, the convex interpolation of the two models gives us another model with parameter (M =
AM 7 + (1 = AN)Mgy, 7 = A1 + (1 — \)72) which is in the space of the valid parameters. Coupled
with a convex loss function, this implies that minimizing Ry or R over (M, 7) with M > 0 and
7 > 0 is a convex optimization problem. Hence any critical point is a global minimum. How-
ever, restricting M > 0 under gradient descent is non-trivial since generically the gradient may
push the solution out of that. While manifold optimization methods have been developed for other
matrix optimization challenges (Balzano et al., 2010; Vandereycken, 2013), we develop a simpler
unconstrained approach in this work.

3. Noise Observations and Optimal Loss Functions

Recall that z1,...,zy € R% are N ii.d. samples from an unknown distribution with probability
density function f(z) with bounded support. As the noise distribution Noise(n|0, 1) makes the
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labeling probabilistic, for a given z ~ f(z), the probability that the corresponding label is 1 can be
computed as

P(t=1|z;M,7) = P(n>1—||z[3)

23—
= / Noise(n|0, 1)dn
—0oQ
= (I)Noise(HzH%\/I - 7—)7 &)

where ®noise(a) = [ Noise(n|0, 1)dn. Observe that
P(t=—1|z;M,7) =1— P({ = 1|z; M, 7) = Oxose(—1([| 2] 21 — 7).
Consequently, we have
2,0~ g(z, 6 M, 7) = f(2)PNoise (U]|2l30 — 7))

where ¢ is the density of the random variable (z,¢) with respect to p;, ® v (the product of the
Lebesgue measure j;, and the counting measure v). Our theoretical results hold under quite general
assumptions on the noise. In particular, the noise should be symmetric, continuous, and — log ®Pnoice
should be convex, one-to-one, and ¢-Lipschitz on [—3F, 5 F']. Throughout the paper, we refer to any
noise satisfying these assumptions as a simple noise model, and specifically consider the Logistic,
Normal, Laplace, and Hyperbolic secant (HS) distributions as special cases. Table 1 describes
these distributions and their associated model constants (see Appendix E for verification of these
constants). Note for the Logistic and Hyperbolic models, sech(t) = Cosi( = fe—t’ and in the
remainder of this article we will refer to Noise(7|0, 1) as Noise(n) for brevity. One could consider
other noise models like Cauchy, but then — log ®nige 1S not convex. In Figure 1, we compare the

four simple noise distributions when they share the same mean and variance.

Noise Logistic Normal Laplace = Hyperbolic

L(n0,1) ~ N(n[0,1)  f(»l0,1) HS(n0,1)
2

pdf 1sech? (%) \/%ef% Te=Mnl $sech(3n)

std e 1 V2 1

¢ (cdf is ¢-log-Lipschitz) 1 O(BF) 1 5

w = | I‘I’EE}F Noise(n) e_O(BF) e_O(ﬁQFQ) 6_0(5F) e_O(BF)

nl<
T = max —log PNoise(n) O(BF) O((BF)*) O(BF)  O(BF)

In|<BF

Table 1: Simple noise models and key properties and values.

Note by the Label Assumption,

(21,01), - - (23, n) % gz, b M 7%) = F(2)®Noise (6|1 2] 30 — 7)) - )

Since we have a probabilistic model, we now use the MLE method to estimate M ™, 7*. As one of the
main contributions of this work, we will prove that this method works and deduce the corresponding
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Comparing Simple Noises
(mean =0 and variance = 1}

07
Normal pdf
06 —— Logistic pdf
Laplace pdf
05 Hypsecant pdf
04
03
02
01
0.0
-4 -2 o 2 4

Figure 1: Comparing simple noise models when y = 0 and 02 = 1.

sample complexity. The average negative log-likelihood of the given data z; . . ., zy and their labels
l;, ..., LN as afunction of M and 7 is
N
NLL(M, 1) = N;logg(zi,&;M,T)
| N
=- > flog f(zi) + log (4| zi; M, 7)]
i=1
N

= Zlogf zi) Zlogp (4i|zis M, ) .

independent of M, 7 the loss function
Therefore, to solve the MLE, we need to find a p.s.d. matrix M and a 7 € [0, B] minimizing

Ry(M,T) = _7210gp (il M, 7) = —— ZIOg (I)Nmse szuM - T))
=1

Thus the optimization problem we are dealing with is

min  Ry(M, ),
M=0.7>0

where Ry (M, 7) = =5 32 log xoise (4i(l2il3s — 7).

&)

We will justify that solving this optimization problem with high probability ends up in a guar-
anteed approximation of (M ™, 7*). For fixed but arbitrary M, 7, using Chebyshev’s inequality (or
directly by the Law of Large Numbers), we know that Rx (M, 7) tends to (in measure induced by
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g(z,6; M*, 7))
R(M7 T) = _Ez,fwg(z,é;M*,T*) IOg (I)Noise (E(HZH?\/I - T)) (6)
__ /g(z,e; M, 7%) log ®xoie (€(]|2I[3¢ — 7)) dzdf

provided that log ®noise (£(||2]|3, — 7)) has a bounded variance, which is the case since f(z) has
bounded support. Thus we can view Ry (M, 7) as the empirical risk function and R(M, 7) as the

true risk function. However, we only have access to Ry (M, 7). The rest of this subsection can be
summarized as follows:

1. We prove that both functions R(M,7) and Ry (M, T) are convex, so we are dealing with
convex optimization problems.

2. We prove that R(M, 7) is uniquely minimized at (M ™, 7).

3. We show that Ry (M, 7) converges uniformly in measure to R(M, 7). We also bound the
corresponding error for an arbitrarily given confidence bound.

4. Combining these results, we conclude that minimizing Ry (M, 7) is a good proxy for mini-
mizing R(M, 7).

Theorem 2 The true loss R(M , T) is uniquely minimized at (M*, 7).

Proof First, note that

% (I)Noisef 22**7'*
R(M7T) - R(M » T ) = Ez,@wg(Z,Z;M*,T*) (10g ( (H ” ))>

@Noise(g(HzH%vj —7))
f(z)(pNoise(g(HzH?\/[* —77))
:E . * % 1
tg(6MT7) <Og f(2)®Noise (€(]1 2[5 — 7))
= DKL(g(w7£7 M*,T*)Hg(:n,f, M)T)) > 0.

This indicates that R(M,7) takes its minimum at (M™*,7*). Moreover, for any (M™*,77) at
which R(M,7) attains its minimum, Dy, (g(2, &; M*, 7%)||g(z,¢; M, 7%)) = 0. This implies
that g(z,¢; M*, 7*) = g(z,¢; M, 77) almost everywhere (according to the probability measure
induced by g(z,¢; M*, 7*) over R¢x{—1,1}). Since uu.({z: f(z) > 0}) > 0 (Lebesgue measure)
and log ®Noise(+) is one-to-one on [—SF, BF], we can conclude that there is a set S C R? such that
w1 (S) > 0 and for every z € S,

lzll3 = 7" = ll2l3 — 7

By Lemma 16 in Appendix B, we then conclude M = M* and 7+ = 7*. |

Although we have proved that the true loss R(M, 7) is uniquely minimized at (M ™, 7*), in reality,
we do not have access to the true loss, but only to the empirical loss Ry (M, 7). Next we will show
that Ry (M, 7) is uniformly close to R(M,7) as N gets large, and then conclude that instead of
minimizing R(M,7), we can minimize Ry (M, 7) to approximate (M ™, 7*). Note that for two
given p.s.d. M and Mo,

2l — l2ll3g, | < 1My — Ma2|lz]*. ™
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For proof, see Appendix D: Observation 3. In the next lemma, using this inequality, we prove that
the true loss and empirical loss are both Lipschitz with respect to the metric

d((M1,71), (M2, 72)) = | M1 — Mslj2 + |11 — 72l.

Lemma 3 Iflog ®Noise(+) is (-Lipschitz, then, for any given (M 1,11), (M3, 12) € M x [0, B],
I |R(M1,71) — R(M2,72)| < (max(F,1)d((M1,71), (M2,72)),
2. |[RN(M1,m1) — Rn(M2, )| < (max(F,1)d((M1, 1), (M2, 72)).

Proof We start with the proof of the first inequality. In view of Equation 6, we have

|R(M1,71) — R(M2,72)| =

]Ez,f {log PNoise (E(”ZH?\Jl - 7—1)) — log PNoise (E(HZH?WQ - 7-2)) ] ’

< B o] 108 Oxe (€(1213s, = 71)) = 10g Prvoine (€(112I13z, — 72)) |

(log ®Noise(+) is ¢-Lipschitz) < (E, [

2'(My — Mg)z‘ + CE[|71 - 7-2\}

(2, = 70) = (1213, = )]

(using7) < (CE,

< (M1 — M) B l12]2] + ¢Iry — 72
(Data Assumption) < (||(M1 — M3)||2F + ¢|m1 — 72|
< (max(F, ].)d((Ml) 7—1)7 (MQ’ T2))’

where (z,/4) ~ g(z,¢; M*,7*) (see Equation 4). The same arguments apply to the second result.
|

As — log Poise(+) is a decreasing function, using Equation 2, we have
0 S - log (I)Noise (EZ(H'ZZH?\J - T)) S - IOg q:)Noise(_/B*F) = T; (8)

which indicates that the random variables — log ®noise (4 (|2:][37 — 7)) are bounded by a value
T; see Table 1. In the next theorem, we prove that, with high probability, the empirical loss Ry
is everywhere close to the true loss R. We provide a sketch of the proof here; for the complete
proof, see Appendix D. The full bound for Ny(e, d) appears in 14; it is a polynomial function of
F,T,log(B),log(p), but for simplicity of presentation we omit the precise dependence on these
constants.

Theorem 4 Assume that the noise model Noise(n) is simple. For any €,8 > 0, define

(11, d
Nd(e,é)—0<€2[log6+d log€}>.

If N > Ny(g,0), then with probability at least 1 — 6,

sup |Rn(M,7) — R(M,T)| <e.
(M 7)eMx[0,B]

10
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Proof Set o = Consider £ = {(M;,7;);i = 1,...,m = m(«)} as an a-cover for

3¢ mai(F,l) :
M x [0, B]. By Lemma 3, for every (M, 7), there exists an index i € [m] such that

IR(M,7) — R(M;, ;)| < g and  |Ry(M,7) — Ry(M;,7)| < g

which concludes |Ry (M, 7) — R(M,7)| < £+|Ryn(M;,7;)—R(M;,;)|. Using an appropriate
upper bound for m(«) = g (4Bdv/d/ a)d2 in Lemma 17, and applying a Chernoff-Hoeffding bound
and union bound, we conclude the desired result (for full details, see Appendix D). |

Note that combining Theorem 2 and Theorem 4, we conclude that minimizing Ry (M, 7) is a good
proxy for minimizing R(M, 7). We restate this result in the next theorem.

Theorem 5 Assume that the noise model Noise(n) is simple. For any given £, > 0, if N >
N(5,9), then, with probability at least 1 — 6, for any point (M, 7) minimizing Ry (M, T), we have

0< R(M,?)— R(M*,7%) < e.
Proof As N > N(5,6), by Theorem 4, with probability at least 1 — §, we have
IRy (M, 7) — R(M,7)| < g for all (M, 7) € M x [0, B].
Consequently, with probability at least 1 — 9,
R(NIL7) = 5 < Ry (NI, 7)
< Ry(M*,7*)  (Ry(M,7) minimized at (M, 7))

< R(M*,7%) + g

implying that

0 < R(M,#) — R(M*, 1) < <.
|

In the next four subsections, we consider the simple noise models determined by the Logistic,
Gaussian, Laplace, and Hyperbolic secant distributions.

3.1 Logistic Distribution as the Noise
The probability density function of the Logistic distribution is

1 —
L(z|u,s) = gsech2 (x25,u> ,

where p is the mean, s is the scale parameter of this distribution, and % is the variance. The
Logistic distribution looks very much like a normal distribution and is sometimes used as an ap-
proximation for it. In this subsection, we assume that the noise has a Logistic distribution with
# = 0and s = 1, i.e., Noise(n) = L(n|0, 1) (since scaling M*,7*, and 7 does not change the

11
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labeling distribution, w.l.o.g. we may assume s = 1). The Cumulative distribution function of
L(x|0,1) is the sigmoid function o(z) = H%’ ie., @1(x) = o(z). As the Logistic noise is
simple with ( = 1 (see Table 1), we can apply Theorem 4. Plugging o(x) in for ®npise(x) in
Optimization Problem 5, we obtain Ry (M, 7) = —+ f\il logo (4;(||zill3s — 7))-

Since in the Logistic case we have a closed form for ®1,(z) = o(x), the loss function becomes
computationally easier to work with. As the main setting for the paper, we will thus assume that
the noise comes from a Logistic distribution, although we consider other noise models and loss
functions in our experiments.

3.2 Normal Distribution as the Noise

If we assume the noise has a Normal instead of a Logistic distribution, then ®noise(x) becomes a
probit function instead of the sigmoid function. Indeed, if we set Noise(n) = N'(n|0, 1), then

B(a) = Do (a) = /_ " N ()0, 1)y,

which is known as the probit function. Once again plugging ® into Ry (M, 7) in Optimization
Problem 5, we obtain Ry (M, 7) = —+ SN log ® (¢;(]|2:]|3; — 7)). Unfortunately, the probit
function has no closed-form formula, so optimizing R is not as simple as in the Logistic case.
However we will observe in Section 5 that since the Logistic and Gaussian distributions are very
similar, the Logistic loss does well under Normal noise.

3.3 Laplace Distribution as the Noise

As the third natural option for noise, we assume that
i L —In
Noise(n) = Laplace(n]0,1) = 3¢ nl
In this setting,

a
1 _
(I)Laplace(a) == / 56 m‘dn =

oo 1—%6_‘1 a > 0.

Similar to the Logistic case, we obtain a closed-form formula for ®1,p1ace (@), so that this setting is
also convenient to work with. Note that

—a + log 2 a<0
- 10g ‘I)Laplace(a) = )
—log (1 — %e‘a) a>0

which yields a closed-form formula for Ry.

3.4 Hyperbolic Secant Distribution as the Noise

The hyperbolic secant distribution is a continuous probability distribution whose probability density

function is
™

HS(nlt,0) = 5sech(o- (1 — 1)

12
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and whose Cumulative distribution function is
( | ) = *2 t ( (*( - )))
P , O arctan(ex .
HS\T [ p 9 n—p

The mean and variance of this distribution are ;1 and o2 respectively. As the last option for noise,
we consider Noise(n) = HS(n|0, 1). In this case, we have

2
Pps(a) = - arctan (exp(%n)) .

Plugging ®yg into Ry (M, 7) in Optimization Problem 5, we obtain

Rny(M,T) = —% iv:log [arctan (exp (g (=€ (|24l 3z — T))))] + Constant ,
i=1

and we can ignore the constant term.

4. Algorithms, Approximation, and Dimensionality Reduction

In this part, we mainly explore some properties of Optimization Problem 5 and consider the potential
ways to solve it.

4.1 How to Solve Optimization Problem 5

We will prove that solving Optimization Problem 5 yields close approximations of the parameters
M* and 7*. We restate the optimization problem here:

i M, T).
prin Ry (M, 7) ©)
As we need to enforce M to be p.s.d., using gradient descent directly is difficult. Notice that M is
p.s.d. if and only if M = AAT for some Ay where k < d; in this case M indeed has rank at
most k. Therefore, if we replace M by AA T and optimize over A, we no longer need to maintain
the p.s.d. condition on M. Then the optimization problem can be rewritten as follows:

i Rn(AAT, 7). 10
TZO,IEIGII{R‘“’C N( 7-) (10)

If we set k = d, then Optimization 10 is equivalent to Optimization 5. The only downside of this
reformulation is that we lose the convexity by this change of variable. So we are dealing with a
non-convex optimization, and thus there may be no guarantee that gradient descent will converge
to a global minimum. Fortunately, the next theorem proved by Journée et al. (2010) resolves this
issue. We remind the reader that for convex optimization problems, global minimums and stationary
points are equivalent.

Theorem 6 (Journée et al., 2010) A local minimizer A* of Problem 10 provides a stationary point
(global minimum) M = A*(A*)" of Problem 9 if A* is rank deficient (rank(A*) < k). Moreover,
if d = k, then any local minimizer A* of Problem 10 provides a stationary point (global minimum)
M* = A*(A*)" of Problem 9.

13
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So, we can use gradient descent for k& = d to find a local minimum A* of Problem 9, then using
this theorem we know that M* = A*(A*)7 is a global minimum of Problem 5. Another possible
approach is to try some k < d, and if A* is rank deficient, then again M* = A*(A*)" is a global
minimum of Problem 5. However even if we know that the solution for Problem 9 has rank r» < k,
we might find A* to be full rank. Indeed, setting & > r does not imply that A*(A*)" is the
global minimum of Problem 9. Moreover, Problem 9 is a generalization of Low-Rank Semi-definite
Programming, which is known to be an NP-Hard problem (Anjos and Wolkowicz, 2002) (weighted
Max-Cut is a special case of it), which indicates that solving it when k£ < d might be a difficult task.

4.2 How Well is (M*, 7*) Approximated?

Throughout this section, for simplicity of notation and w.l.o.g we assume that (' = 1. In this sec-
tion, we will see that, with high probability, we can approximate (M *, 7*) with any given precision
if N is large enough. Recall that Theorem 2 establishes that R(M, 7) is uniquely minimized at
(M*,7*). Theorem 5 asserts that if IV is large enough, the value of the true loss on parameters
minimizing the empirical loss, i.e. R(M,7), is close to the minimum of the true loss, R(M*, 7).
Although we can infer from this theorem that the error at the ground truth parameters (M ™, 7) is
close to the error at (M, 7), it is still possible that (M™*,7*) and (M, 7) are far from each other
with respect to the metric d((M*, 7*), (M, 7)) = | M* — M|y + |7* — 7|.

Recall that the random variable z € R? is generated from an unknown distribution with proba-
bility density function f(z) with bounded support. Let us define the L;(f)-norm of (M, 7) as

M) = [ @) ]2 M — 7| da.

This is a norm on the vector space {(M,7): M € R%*?issymmetric,7 € R}. Note that if
(M, 7)||L,ry = 0, then Lemma 16 along with the fact that 7, ({z: f(x) > 0}) > 0 implies
M = 0 and 7 = 0. The other required properties follow by standard reductions. This norm
naturally induces the following L ( f)-metric

(M1, 71) = (M2, 7)1, (1) /f (' Mz — 1) — (@' Moz — 1) dz. (11

Theorem 7 Assume that the noise model Noise(n) is simple and set w = min Noise(n); see

In|<BF
Table 1. Then for all (M ,7) € M x [0, B|

R(M,7) = R(M",7%) > 5? (|[(M,7) = (M*,7)1,p))”

1
2

14
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Proof Define 11, , to be the measure induced by the probability density function g(x, ; M, 1) =
f(z)(I)Noise(E(HzH?\/I — 7')) Note that

q’Noise(£(|’zH2 . _T*))>
R(M,7) = R(IM",77) = E; tng(z 607 7) | 10
( ) ( ) z,bg(2,6M™, )< & <I>Noise(£(”z|‘%\4_7-))

£ (2) Prvoise (U123 — 7))
=K NE I
Z7€Ng(zagaM ,T ) <Og f(Z)(PN()lse(g(HZH%M _ T))
= Dxw(g(x, (; M*,77)||g(z, {; M, 7))

)2
TV

where |1y o) = fpr,, |ITV 18 the total variation of the signed measure fi . ., — fi,, ., and
the last line follows from Pinsker’s inequality (see Brillinger (1964)). So to find a lower bound for
|R(M, 1) — R(M*,7")], it suffices to find a lower bound for ||zz . .. (v, ITv. To this end,

1
2 5 (oo = 0

y T H
bate ey = eaa v = 5 / F(2) [®xeise (C(l12lI30 = 7)) = Poise (E(]|2l7g+ — 7)) dzdl
(Mean value theorem) = /f ) |PNoise(€(2, 0)) [€(l|z[[5r — 7) — €([|2]1 34+ — 7)] | dzde
W)= Noisot) = 5 [ 12 Noisele(z,0) |(l2lfag ) = (=l —7°) s
> 5 ( uin, Noise(©)) x [ £2) |(lz1e = ) - (g — 7°)| azat

—u [ 1) (=l = 7) = (lelfage = 7)]ds
= w[[(M,7) = (M*, 7))
where the first step follows from Scheffé’s Lemma, which relates the total variation distance to the

Li-norm (see Lemma 2.1 in Tsybakov (2008)), the second step is true since Mean Value Theorem
implies that there is a £(z, ¢) between £(||z||3; — 7) and £(||z||3;« — 7*) such that

Roise (2, 0)) [ €121 = ) —€(2I1 — 7]
= PNoise (Z(HZH?W - T)) — PNoise (E(HzH?\/[* - T*)) )
and the fourth step is true since |£(z, £)| < SF'. Therefore,
* % 1 * *
R(MaT) _R(M y T ) > QWZH(MuT) - (M )y T )H%l(f)

The next corollary is an immediate consequence of Theorems 5 and 7. It indicates that, with
high probability, (M, 7) can approximate (M ™, 7*) with any given precision with respect to the
L1 (f)-metric defined in 11 provided that N is large enough with respect to that precision.
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Corollary 8 Assume that the noise model Noise(n) is simple. Fore,§ > 0, if N > N (%5%}2, 5),
then with probability at least 1 — ¢

(M, 7) — (M*, 7)) < &

The L;(f)-metric is dependent on the distribution f(z), which is unavoidable. The following
lemma bounds this norm under a general condition on f, and thus provides a more intuitive re-
sult (see Appendix F for the proof).

Lemma9 If f(z) > ¢ > 0 for each z € BY(1) = {x € R%: ||z|s < 1}, then for all (M ,T) €
M x [0, B]

CTr

d/2 1\
(M, 7) = (M, 7))L, (p) 2 20T(d/2 + 1) (18) d((M, ), (M*,77)).

In particular, if f(2) is uniform on the unit ball B%(1), then

d
(M, 7) — (M, 7)) 2 % <1ls> d((M,7),(M*, 7).

Combining Theorem 7 and Lemma 9, we obtain the following result.

Theorem 10 For simplicity of notation, set C(d) = %. Let Noise(n) be a simple noise model

and set w = |1?“<1§A Noise(n). If f(z) > ¢ > 0 for each z € B%(1), then
1<

w? 2
R(M,7)— R(M*,7") > 80()2(;22‘1(12 (M, 7), (M*, 7)) .

In particular, if f(2) is uniform on B%(1), then C(d) = 1 and thus

w2

M.7)— R(M* 75> — %
R(M,7) = R(M",7%) 2 o0 Tgpa

d2(M, 1), (M*,7%)).

Now, combining Theorems 5 and 10, we obtain the following result.

Theorem 11 Let Noise(n) be a simple noise model and set w = ‘ IlniélA Noise(n). Assume f(z) >
n|<
¢ > 0 for each z € B%(1). For any givene,5 > 0, if N > N(%,

at least 1 — 6, any point (M, #) minimizing Ry(M, 7) satisfies

), then with probability

d((M,7), (M*,7%)) < e.

We remark that we have not attempted to optimize the constants which appear in the sample com-
plexity bound in Theorem 11.
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4.3 Rank-Deficient Case

No work prior to the present paper has proved that we can recover the matrix M ™ when it is not full
rank, or bounds the effect of truncating the derived M to a low-rank M. Theorem 11 indicates
that for any given &€ > 0, |[M — M*|s < € and |# — 7*| < € if N is large enough. This will
guarantee that there will be a small eigenvalue of M for every small eigenvalue of M ™.

Lemma 12 Let M, My be two given n x d matrices. If | M1 — Mlla < €, then |o;(M;) —
oi(Ms)| < e, where o;(M ;) is the i-th singular value of matrix M for j =1, 2.

Proof Set M, = M| — M. Because of the definition of the spectral norm,

Mzl
max —————
2#0 ||zl

Write My = M — M, and for each i € [d], notice

oi(Ms) = i (MI/I)IiIl | max (M — M,)x|,
m =Nn—1
llzll2=1
<  min  max (|Miz|2+ | M,x|2)
dim(W)=n—i+1 z€W
llzll2=1
< min max (| Mix|2+¢)
dim(W)=n—i+1 z€W
llzll2=1
=ec+ min max || Mix||2
dim(W)=n—i+1 zeW
llell2=1
= O'i(Ml) + €.

With a similar approach, we can prove that o;(M 1) < 0;(M32) + ¢, which implies that
’(TZ'(Ml)—Ui(MQ)‘ < e Vi € [d],

which completes the proof. |

Using this lemma, we obtain the following lemma

Lemma 13 Ler a1 > ag > 0 be given and assume the ground truth M™ has k eigenvalues greater
than or equal to o and k' eigenvalues less than or equal to g — 3¢ with k + k' < d. If the

%, 9), then, with probability at least 1 — §,

|M — M* ||y < &, the number of eigenvalues of M which are greater than a.y — € is at least k, and
the number of eigenvalues of M which are less than cs — 2¢ is at least k.

noise model Noise(n) is simple and N > N (

Proof Assume that (M, 7) minimizes Ry (M, 7). By Theorem 11, with probability at least 1 — 4,
we have | M — M*||2 < . Now, Lemma 12 implies the result. [

The next theorem gives us a better understanding of the eigenvalue perturbation of M when
M* is not full rank.
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Theorem 14 Assume that the noise model Noise(n) is simple and M* has rank 0 < r < d. For
2,202

agivene, 6 > 0,if0 < 3¢ < 0,(M*) and N > N(%,é), then, with probability at least

1—6, M has exactly d —r eigenvalues less than € and the rest r eigenvalues are at least %O'T(M*).

So if we truncate the eigenvalues of M which are less than € to zero, we obtain M k of rank r for
which | M* — M, |2 < 2e.

Proof As Lemma 13 holds with a; = 0,.(M*),a2 = 3e,k = r,k’ = n —r, we have | M —
M*||2 < e, the number of elgenvalues of M which are greater than a; — & > 20, (M*)is r, and

the number of eigenvalues of M which are less than ag — 2 =cisn —r. Now,
|M* — M|y < |M* — Mljs + |M — M, | < 2

completes the proof. |

As we are not given M™, in practice we are unaware of its rank or spectral properties. Since
we only have access to M, the next theorem establishes that the loss function still converges under
eigenvalue truncation when the corresponding eigenvalues of M are small.

Theorem 15 Assume that the noise model Noise(n) is simple. For a given £, > 0, assume that
(M, 7) minimizes Ry (M, 7) for N > N (£/2,0). Define threshold ~ such that M has d — k
eigenvalues which are less than . Let M, be the rank k matrix obtained from M by setting these
d — k eigenvalues to zero. Then, with probability at least 1 — 6,

0< R(Mj,7)— R(M*,7*) <~ +e.
Proof As || M — M2 < ~, using the proof of the first inequality in Lemma 3, we obtain
|R(M,7) — R(M ., 7)| < (Fy =7,
since we have assumed (F' = 1. On the other hand, by Theorem 5, we have
0< R(M,?)— R(M*,7%) <e.
Combining these two inequalities implies the desired inequality. |
Combining Theorems 10 and 15, we also have d ((Mk, 7), (M*, T*)> < 20\[7“8(7 +¢€). Thus,

wC(d)

ify < s%, thend ((Mk,%), (M, T*)) < 2¢,implying | M, —M*||2 < 2¢. Thus spectral

truncation of the empirical M yields a good approximation of M *.

4.4 Invariance to Changes in Unit of Input

Clearly, the learned M and 7 are dependent on the units of feature space. So, as an interesting
question, we can study the behavior of M and 7 if we change the units in the original feature space.
Mainly, we want to prove that if we change the units in feature space, we do not need to solve a
new optimization problem to learn a new M and 7. Instead, we can recover these parameters from
the already solved optimization problem. Assume that we have a non-singular matrix U ;44 which
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changes the units and rotates the space of features, and let z, = U z; and ¢; = ¢;. We want to solve
the following optimization problem

in Ryv(M 12
L N(M,T), (12)

where

N
1
Ry(M,7) = -+ > logo (41123 — 7))
=1

N
1
= -~ Zloga (&(sz‘”?jTMU B T))
i=1

Since U is non-singular, Optimization Problem 5 is minimized at M , 7 if and only if Optimization
C o AT wppr—1 . N .

Problem 12 is minimized at M = U~' MU', # = 7. Hence, the solution is invariant to the

choice of units, given knowledge of the conversion.

5. Experimental Results

In Section 3, we described the optimal loss functions for four different noise distributions (Logistic,
Normal, Laplace, and Hyperbolic Secant). As the Normal noise model ends up with a probit in
the loss function, and the probit function has no closed-form formula, we will not use this model
in the experiments. Also, since in practice we generally do not know the noise distribution, we
evaluate the performance of each model under a variety of possible noise distributions, thus testing
the robustness of each model to misspecification of the noise. We investigate how the resulting
accuracy depends on the sample complexity, amount of noise, and noise misspecification.

We start with synthetic data, described in Section 5.1, so we can run precisely controlled exper-
iments which are reported in Sections 5.2 and 5.3. In Section 5.4, we compare our model perfor-
mance with DML-eig (Ying and Li (2012)). Then in Section 5.5 we apply our methods to some real
data experiments well suited to our proposed algorithm. All experimental results are reproducible;
see the GitHub repository by Alishahi et al. (2023) containing data and source codes.

5.1 Data Generation

We start with d random positive real values Aq,..., Ay and then we randomly generate a d X d
covariance matrix > whose eigenvalues are A1,...,Ay. To this end, we first randomly and uni-
formly generate an orthonormal matrix U ;54 and then set > = UDU', where D is the d x d
diagonal matrix whose diagonal entries are Ay, ..., A\y. We then independently sample 2N points
T1,Yq,---, N, Yy from N (0, ) to generate N pairs (x;,y,;) fori = 1..., N. Next we select d
nonnegative random real values 1,72, . ..,7q > 0 as the eigenvalues of the ground truth M™, and
randomly generate M™ to be a random positive semi-definite matrix with eigenvalues =1, . .., vq4,
as we did for ¥. We have
E (| - yll3.) = 2tr (EM7)

provided that x,y ~ h(x), where h(x) is a pdf for which Covx.;(X) = X. We now choose
7* > 0 not far from E (||x — y||3,-) so that we obtain a sufficient number of pairs (z, y) labeled
as both Close and Far. More specifically, in Sections 5.2-5.4, we consider the following setting.
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e We assume that the rank of M7, is 5 and randomly and uniformly generate 5 nonzero
eigenvalues from [0, 1]. With two-digit precision, we obtain 0.32,0.89, 0.59,0.13, 0.14 as the
5 nonzero eigenvalues of M*.

e We randomly and uniformly select 10 nonzero numbers from (0, 1] as the eigenvalues of X.
With two digit precision, we obtain

0.73, 0.7, 0.68, 0.59, 0.47, 0.45, 0.21, 0.19, 0.11, 0.04

as the eigenvalues of X..
e As we are dealing with fixed random seeds, we obtain E (||a: — yH%) ~ 1.7.

e To obtain roughly balanced data, we set 7" = 1.3 and generate 20000 data points. We split
the data into 15000 training and 5000 test points.

We now describe the label generation. Note that in the theoretical formulation of the problem,
we assume that the noisy labeling process depends on ||z — y||2 ;.. However one could also assume
that the noise changes labels directly, independently of ||z — y||%,.. We thus study both of the
following settings empirically.

e Noise affects the labeling through ||z — y||3,. (Label Assumption).

We consider a noise distribution Noise(0, s) with zero mean and scale parameter s from
the Logistic, Gaussian, Laplace, and Hyperbolic Secant distributions. We then generate
M, ..,nn ~ Noise(0, s). For each pair (x;, y;), we set {; = 1 (“Far”) if ||@; —y; |3, + 7 >
7*, and we set £; = —1 (“Close”) if ||x; — i’/z”%\/; +m; < 7. We save these labels as Dyoigy-
We also save the non-noisy labels to check the model’s robustness against noise. However,
we do not use these labels during training. Indeed, for each pair (x;,y;), we set £ = 1 if
l; — y;]|3,+ > 7 and we set £f = —1if ||; — y;[|3,- < 7*. We save these labels as D*.

¢ Noise directly affects the labeling (Noisy Labeling).

Here we assume that the noise affects the labels directly by randomly flipping them. We first
generate D* as described in the previous paragraph. Then foreach i = 1,..., N, we flip a
coin whose head chance is p. If the coin is tails, we set ; = £; otherwise, we set ¢; € {—1,1}
randomly with the same chance. We save these labels as Dyisy. In expectation, p/2 fraction
of the labels are mislabeled in Dyisy. Although the amount of noise is the same as in the
previous setting, i.e. the same number of mistakes are made, this regime is more challenging
because in the first case the majority of mistakes occur close to the boundary, while the noisy
labeling case results in “big” mistakes. We thus expect performance to be worse.

As a default, in both settings we set the noise parameter so that 10% of the points are mislabeled.

5.2 Logistic Model with Different Noises

Recall the Logistic distribution has density function

1 T — U
L(z|p,s) = 4—856(:h2 (23) .
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In Subsection 3.1, we saw that if the noise comes from a Logistic distribution, then Ry (M, 1) =
—% ij\il logo (¢;(||z:]|34 — 7)) serves as an optimal proxy for our objective. In this section, we
generate labels with different noise types including noisy labeling. We set the corresponding noise
parameter so that the number of mistakes is roughly 10%, and then investigate how the Logistic loss
function performs on all these types of noise.

We solve Optimization Problem (10) using gradient descent and setting learning_reate = 0.5,
d = k = 10, number_of _iterations = 30000, and learning_decay = .95. We did this 20 times
for independent sample observations and summarized the average accuracy in Table 2. Note that
the model uses only the noisy labels during training; the non-noisy labels are only used to evaluate

the model.

Noise type: Logistic Gaussian Laplace HS Noisy Labeling

train acc. w/noise  89.93% (0.22)  89.51% (0.20)  87.35% (0.28)  85.48% (0.30)  85.73% (0.34)
train acc. w/o noise  98.80% (0.10)  98.79% (0.19)  98.61% (0.13)  98.53% (0.14)  94.68% (0.32)
test acc. w/ noise 89.76% (0.40)  89.34% (0.32)  87.27% (0.51)  85.28% (0.47)  85.57% (0.65)
test acc. w/o noise  98.83% (0.21)  98.82% (0.18)  98.52% (0.21)  98.47% (0.23)  94.51% (0.60)

Table 2: Logistic model average accuracy (std) with different noise types (average over 20 trails).

The Logistic model learned the labeling function very well. With Logistic noise (first column),
it reaches about 90% accuracy on noisy labels (as high as possible with 10% misclassification),
and almost 99% accuracy with respect to the ground truth labels. This holds on both the training
and test data sets, which indicates that the model is not overfitting. We also observe that as the
noise becomes more and more different from the Logistic model (Gaussian then Laplace then HS
then Noisy Labeling), the accuracy gets worse. This holds for both the noisy and ground truth
labels, and on both the training and test data sets. The deterioration is most prominent in the “noisy
labeling” setting, where about 5% accuracy is lost in comparison with the Logistic noise.

Next, supporting Theorem 11, we summarize the recovery of the model parameters M*/7* in
Table 3; we report the average recovery error based on 20 independent sample observations. We
observe that the error is fairly small with a relative error of about 0.07 for most noise types, but
also that the error increases as the misspecification of the noise type increases. For instance noisy
labeling achieves only about 0.2-relative error in a Frobenius or spectral sense.

Noise type Logistic Gaussian Laplace HS Noisy Labeling

/ 0.068 (0.030)  0.069 (0.023)  0.074 (0.030)  0.086 (0.034)  0.231 (0.016)
Yy * 2 *
[ — M2 /| A2 = 0.070(0.020)  0.071(0.015  0.080(0.019)  0.088 (0.022)  0.214 (0.019)

T

M*

T

T T*

M M*

Table 3: Average Precisions (std) for Logistic model with different noise types (averaged over 20
trials).

We plot the eigenvalues of M*/7* and M /7 in Figure 2. The large left figure shows the
eigenvalue recovery by the Logistic, Laplace, and HS loss functions when the labels are generated
from Logistic noise. All do about the same, and capture all eigenvalues fairly well. Four other
plots are shown with other types of noise with similar results; the main exception being with noisy
labeling, the top eigenvalue is predicted as much smaller than the true value. This experiment
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illustrates that although we focus on the Logistic loss function, performance is robust with respect
to misspecification of the noise model.
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Figure 2: Comparing eigenvalues of M /7 and M* /7*.

In Figure 3, we summarize the accuracy of the Logistic model for different noises as the number
of iterations increases; the Logistic noise plot is highlighted on the left. Each plot shows the pro-
gression of training on the train and test accuracy. As before, there is little difference between test
and train accuracy. The accuracy with the noise-induced labels plateaus near 90% which is as good
as expected with 10% noise. And the accuracy on the ground truth labels continues to increase (to
about 99%) as training continues. The results are similar for other noise types, with convergence to
lower plateaus, as expected.
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Figure 3: Logistic model’s accuracy VS epochs:
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To study the sample complexity behavior, we gradually increase the number of training samples
and record the accuracy for each case in Figure 4. Again the left figure illustrates the Logistic loss
on labels generated with Logistic noise, plotting results for training and test data, with respect to
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the noisy and ground truth labels. Note that when the number of training points is too small (100 or
less), the training accuracy is 1 while the test accuracy is low; this indicates overfitting. However,
when the number of training points increases to around 1000, the overfitting problem vanishes, and
the training and test accuracy start to align closely. Between 5000 and 10,000 samples, they become
indistinguishable in the plots. Similar results hold for the other noise types, again with somewhat
lower overall accuracy depending on how close the noise model is to the Logistic noise.
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Figure 4: Logistic model with different noises: accuracy VS sample complexity.

5.3 Further Ablation Study

In the following two parts, we experimentally explore the robustness and the sample complexity of
the Logistic model when faced with high Logistic noise.

5.3.1 How Much Noise can Break the Model

Theoretically, we proved that the model can recover the ground truth parameters even if the labeling
is noisy (under some assumptions). This result is also supported by the experimental evidence in
the previous section when the noise causes 10% mislabeling. In this section we increase the effect
of the noise and check the model resistance. For a fixed number of training samples (18000 here),
we increase the noise variance gradually and log the accuracy of the Logistic loss function when
the noise also comes from a Logistic distribution. In Figure 5, the x axis shows the fraction of
points that are mislabeled, which depends directly on the variance of the noise distribution, and the
y axis indicates accuracy. We generally observe that the model ignores the noise and recovers true
labeling even when the noise is high. We can see that the train and test accuracies of the model
for the noisy labels are aligned with the line y = 1 — z, which is as expected. It indeed indicates
that with = amount of noise, the model cannot have better accuracy than 1 — z on the noisy labels.
However, for the ground truth labeling (described in the legend as “no noise”), we observe that the
model is pretty robust against noise, even when the amount of noise is pretty high. For instance,
for around 40% mislabeling, we have around 95% of accuracy for unseen data. However, when the
noise perturbs 45% of the labels, it starts to collapse. When the noise disturbs 50% of the labels, we
might assume that random guessing would achieve the best accuracy, but the model still achieves
around 65% accuracy for train and test points with respect to the ground truth labels. Even though
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we have 50% mislabeling, the “extreme” examples are correct, so there is more information than
purely random labels. We will study this setting in the next paragraph.

Logistic Models, accuracy vs noise
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Figure 5: Logistic model with Logistic noises: Accuracy VS Noise.

5.3.2 Sample Complexity in High Noise Setting

Now we focus on the setting where the loss function and the noise are compatible. In other words,
we only consider the Logistic model for Logistic noise, the Laplace model for Laplace noise, and the
HS model for HS noise. As explained in Section 2, the scale parameter s for the noise distribution
Noise(n|0, s) directly determines the portion of mislabeling imposed on the data. In Figure 5, we
observe that the accuracy drops when the noise gets more intense. However, in theory, we proved
that each model could overcome any amount of noise perturbation. The noise scale parameter
(variance) affects the sample complexity through the constants 8 and B (see Section 2: Model
Assumption and the discussion after). In Theorems 5 and 7, we proved that irrespective of the
amount of noise, we can recover the ground truth parameters if the number of samples is sufficiently
large. However in Figure 5, we saw that if the Logistic noise changes around 50% of the labels,
then the test accuracy drops to 65% when we have 15000 samples in the training set. Supported
by the theoretical results, we should expect more and more accuracy if we increase the number of
training points. To verify this, in this experiment we fix the amount of noise at 45% and gradually
increase the number of training points to 2 x 10° samples; Figure 6 reports the resulting accuracy.
We observe that model accuracy with respect to the ground truth labels is approaching one. With
2 x 10° training samples, we have around 97% accuracy on the test data. This observation adheres
to our theoretical results about the recovery power of the method.

For further experiments about the behavior of the loss function and a higher dimensional exam-
ple, see Appendix G.

5.4 Comparing to DML-eig

Inspired by a work of Xing et al. (2002), Ying and Li (2012) developed an eigenvalue optimiza-
tion framework (called DML-eig) for learning a Mahalanobis metric. They define an acceptable
optimization problem and elegantly reduce it to minimizing the maximal eigenvalue of a symmetric
matrix problem (Overton, 1988; Lewis and Overton, 1996). In their formulation, given pairs of sim-
ilar data points and pairs of dissimilar data points, the goal is to learn a Mahalanobis metric which
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Figure 6: Accuracy VS Sample complexity with 45% noise when the model is aligned with the
noise type.

preserves similarity and dissimilarity. More specific, they look for a p.s.d. matrix M™ to maximize
the minimal squared distances between dissimilar pairs while the sum of squared distances between
similar pairs is at most 1. This setting is comparable to ours since we also look for a matrix M*
(and also a threshold 7*) to distinguish labeled far pairs of points from labeled close pairs of points.
Their work did not study how noise can affect their model, nor if it could potentially recover a
“ground truth” model that generates the dissimilar and similar labels. However, we can compare
our model to theirs empirically by passing our similarities and dissimilarities to their model and
checking whether their model can handle noise or recover ground truth parameters. We can also use
the M eig learned by their model with the best 7 to see how well they can predict the labels.
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Figure 7: Performance of DML-eig with/without noise vs sample complexity.

In Figure 7, we compare our model with DML-eig using the data generated in Section 5.1. We
set the noise level at 0% or at 10% and use the Logistic noise distribution. The number of training
points are indicated as the sample size and the test size is always fixed at 5000 points. For the noisy
data, we evaluate performance with respect to both the noisy and ground truth labels (described as
“no noise”). We can see that our model outperforms DML-eig in each setting and for any sample
size. Although the DML-eig model can neutralize the noise (the blue curves in the left and right
images are about the same), its accuracy in the noiseless setting is only around 90% at best. In
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comparison, our model quickly overcomes the noise and its accuracy approaches 100% (shown as
the magenta curves). In the noisy setting, we train on the noisy labels training data, and show results
for both techniques. Then we compare against the test data with respect to both the noisy (dashed
curves) and ground truth labels, and report the results. Our approach can recover the parameters
even under noise (the magenta curve), and the noisy test data matches the noisy training data (so no
over fitting). On the other hand, DML-eig only achieves about 90% test accuracy with respect to
the ground truth labels, and about 85% train and test accuracy with respect to the noisy labels.

Next we observe that the DML-eig model is far less scalable than our approach. This is because
it takes several matrix multiplications and eigenvalue solves for each subgradient step. In Figure 8§,
we compare its training time to our model. While our model always takes less than a second on a
sample size up to 3500, we see that DML-eig quickly surpasses the 20 minute mark (1200 seconds)
and starts to become intractable.
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Figure 8: Training Time Complexity comparison between our Logistic and DML-eig.

If we provide our model with 10,000 training points, after 17 seconds, it can reach a test accu-
racy of 90% with respect to the noisy labels and 99% with respect to the ground truth labels, while
DML-eig after 3 hours and 45 minutes cannot do better than 85% and 90% respectively.

5.5 Real Data Experiments

In this section we use our methods to solve some real data challenges which demand or benefit from
a learned Mahalanobis distance. The first one is from a physical simulation where we aim to find a
reduced order model that needs to pass through a linear projection. Thus the learned scaling must
be linear, and is desired to be low rank. The second one is a consumer satisfaction story, and instead
of using pairs of data points z = & — y, it directly uses data points z as the input, where satisfaction
is predicted as a Mahalanobis distance from the origin. In both cases we show our method achieves
the objectives with high accuracy.

5.5.1 Finding a Low-Rank Metric for Equations of State Combustion Simulation

We first consider a data set generated by Hansen et al. (2020) to represent instances of the equa-
tions of state of a thermo-chemical reacting system. The goal is to model a combustion process to
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produce more efficient fuels and for easier CO2 capture and sequestration. The data set consists
of 30,000 data points in R?, with 8 dimensions capturing equations of state, that is, the fractional
composition of various chemicals (like O2, H, CO2) present in the system, and the 9th coordinate
being temperature (Zdybat et al., 2022). The goal is to learn a reduced order model (ROM) which
should linearly project and scale (Sutherland and Parente, 2009) to a lower dimension, so one can
then learn a PDE modeling the physics. The PDE modeling on the ROM is only tractable through
a linear transformation (Sutherland and Parente, 2009), so non-linear approaches are not permit-
ted. And choosing an appropriate scaling is crucial since there is a difference of several orders of
magnitude in coordinate ranges.

We consider two ways of generating labels to apply our methodology. The first is based on the
best known engineered solution (Zdybat et al., 2022) which we attempt to replicate from the training
part of a test/train split. The second is via how close data points are on a critical simulation value
called “mixture fraction.”

For the best known engineered solution, we start with a provided “ground truth” feature trans-
formation matrix A* € R%*3 as found by Zdybat et al. (2022). We set M* = A*(A*)". Given the
original and the projected data, we choose a threshold and label the disjoint pairs of the original data
points as far and close based on their projected distance and the threshold. Now, we have 15,000
pairs of original points, and we divide them into a train set of size 10,000 and a test set of size 5,000.
We only use the train pairs of data points and their labels to recover M *. Recovering the labels, we
obtain 99.57% and 99.51% accuracy on the train and test points, respectively. We have summarized
the results in Tables 4 and 5.

Raw data Normalized data Covariance normalization

Mean training accuracy - 99.58% (0.07) 99.82% (0.04)
Mean test accuracy - 99.49% (0.10) 99.71% (0.09)
M _ M ./ A ) - 0.744 (0.013) 0.048 (0.019)
M _ M o/ M - - 0.736 (0.014) 0.053 (0.020)

Table 4: Mean accuracies (std) and precisions (std) for recovery using M (average over 20 trails).

Normalizing data. 'The method does not converge when we input the raw data as provided to our
solver; this is due to the different scaling of coordinates. The magnitude of some coordinates of
the data are huge (temperature) and some are very small (CO2 percentage). So in the gradient
descent, the learning rate is the same for all variables; the algorithm does not show convergence on
the variable with very small values, even after a large number of steps. We can solve this problem
by doing coordinate-wise normalization of the data, thus scaling all coordinates similarly, and this
process is labeled Normalized data in Table 4. However, even in this setting, we do not have a
good parameter recovery; see the last two rows of the second column of Table 4 with about 0.75
relative error in M /7. To analyze this situation, we compute the estimated covariance matrix from
the data, we observe that the variance of the data in some directions is almost zero. Note that these
directions are not along coordinates, they are a linear combination of the coordinates, so coordinate-
wise normalization does not correct for it. Note that in the theoretical results, we have the parameter

27



ALISHAHI, LITTLE, AND PHILLIPS

recovery only if the support of data distribution has a nonzero Lebesgue measure which is effectively
not the case here.

To address the remaining issue, note that if we change the behavior of A* : R? —; R only for
those directions that the data variance is zero, then the distance in the projected space remains almost
always the same and thus the labeling remains the same as well. This implies that there is no unique
M* to recover. However, if we rescale the data and A* by V/C and the data by (\/5 )_1, where C
is the covariance matrix of the data, we correct for this issue. Indeed, if we set A%, = v/C A* and
Xnew = Xnormal(VC) ™1, then, in this setting, M, = V/CA*(A*)T+/C has a negligible effect
in the directions where C' has a small variance. As the gradient descent initiates M with very small
entries and it will receive no substantial update in those directions, finally we recover M, very
well, see the third column of Table 4 labeled Covariance normalization.

Low-rank recovery. Moreover, we can truncate the matrix M to a rank-k matrix M}, by setting
the last d — k eigenvalues of M to zero. In Table 5, we summarize the average accuracies (over 20
independent sample observations) for the case that we use M, instead of M for k = 1,2,3,4. We
can see that the for k = 1, we still have 90% accuracy, for k£ = 2 we have 98% accuracy. For k = 3,
the M, and M are indistinguishable. Hence, we can recover the best Mahalanobis distance M ™ up
to very high classification accuracy and in parameters, even with a desired low-rank solution. We
preprocess data here using Covariance normalization.

k=1 k=2 k=3 k=4
Mean training accuracy  89.83% (0.49) 97.83% (0.11) 99.80% (0.04) 99.82% (0.04)
Mean test accuracy 89.93% (0.57) 97.78% (0.18) 99.71% (0.09) 99.71% (0.09)
‘%—J‘T{* / M , 0301(0.002) 0.053(0.012) 0.048(0.019) 0.048 (0.019)
AL — B ) AL 0.294 (0.004)  0.068 (0.016)  0.053 (0.020)  0.053 (0.020)

Table 5: Mean accuracies (std) and precisions (std) for dimension reduction recovery using trun-
cated M, for k = 1, 2, 3, 4 (average over 20 trails).

Mixture fraction labeling. One of the features in the data is called the mixture fraction, which
takes values between 0 and 1. We remove this feature from the data set and use it to label the points
as far and close. We first randomly extract 15,000 disjoint pairs from the data. Then we compute the
absolute of their mixture fraction difference, and based on an appropriate threshold, we assign the
far and close label to the pairs. We choose a threshold 7 such that the generated labels are balanced.
We partition the data into 10,000 training points and 5,000 test points. Now, we try to see whether
there is a matrix M ™ and a threshold 7* that can replicate this labeling. Indeed, we are able to find
M and 7 for which we have 99.68% accuracy for the test set, which is basically as good as our
recovery of the best engineered solution from Zdybat et al. (2022). Notably, we again only have this
accuracy if we normalize the data. If we work with the raw data directly, the best performance is
about 70%. We summarize the corresponding results in Table 6.

5.5.2 Airline Passenger Satisfaction

We consider a data set containing a training set of around 100,000 points and a test set of around
26,000 points from the Airline Passenger Satisfaction (Air, 2020) data set. Each data point contains
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Raw data Normalized data
Training accuracy  71.34% 99.83
Test accuracy 70.74% 99.78

Table 6: Accuracy for the mixture fraction labeling.

24 features; 20 are real-valued, and 4 are categorical features containing Gender: Female, Male,
Customer Type: Loyal, disloyal, Type of Travel: Business, Personal, Class: Eco, Eco Plus, Busi-
ness. As the first three are binary, we simply convert them to 0 and 1. The fourth one is also ordinal,
and we convert it to 0, 1, and 2, respectively. The satisfaction of each passenger is given as either
“Neutral or dissatisfied” or “Satisfied”. We simply interpret “Neutral or dissatisfied” as 0 (Close)
and “Satisfied” as 1 (Far). The train and test sets contain about 45% of satisfied passengers which
means that the data is almost balanced. Here we assume that passenger satisfaction is determined by
a Mahalanobis norm (distance from the origin). Indeed, we model the problem as if there is some
matrix M* and threshold 7*, so for each data point z, zH?VI* 4 Noise, > 7*, for some unknown
unbiased noise Noise,, if and only if the corresponding passenger is satisfied with the airline. We
would like to find the generating M ™* and 7*. Compared to the theoretical setting, here we are given
z = x — y or in other words, we can assume that y = 0. Using each of the Logistic, Laplace,
and HS models (learning_rate = 0.045 and number siterations = 20,000), we can recover the
satisfaction labeling with 93% accuracy on the training and test data. It is notable that, similar to
previous observations, we obtain these accuracies only for normalized data. Other methods, such as
random forest, can boost the labeling accuracy to 96% (see Air, 2020). However, our method gives
us a feature transformation A, which is more interpretable compared to something like the random
forest. We can find the most important directions for A to see what combination of features has the
greatest effect on the satisfaction level of passengers.

While this can be modeled as a standard classification task, we believe it is worthwhile to con-
sider it as a linear distance metric learning one. For one, it shows that we can achieve near-state-
of-the-art accuracy against classic classification approaches. But moreover, real satisfaction can be
thought of as a continuous value; then we can use an underlying metric to determine this satisfac-
tion value by measuring the distance (based on that metric) of a data point from the origin. There
is also a threshold such that if the satisfaction value is greater, then the passenger is happy with the
service. We here assumed that such a metric and threshold can be modeled via our linear distance
metric learning approach. More-so, that threshold can vary among different persons, resulting in a
noise labeling process which our formulation accounts for. Thus, the linear distance metric learning
approach provides not just a classifier, but also an interpretable statistical likelihood model that adds
extra transparency to the task solution; our model reports a value in [0, 1] indicating how likely a
customer is to be “satisfied.”

We ought to mention that the way we model this Airline Passenger Satisfaction problem by as-
suming y = O is also related to the SVDD problem (Tax and Duin, 2004) and more specifically, its
variant allowing ellipses (Wang et al., 2010). These seek the minimum ball, or in the more general
case Mahalanobis ball, which contains all positive examples and none of the negative examples.
These formulations allow for some outliers with a Hinge loss, but do not explicitly model the neg-
ative examples. They also treat the center of the ball as an optimization parameter, not setting it to
0 as we do here. Extending the noise and generalization analysis we explore in this paper to that
setting would be an interesting future direction.
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5.5.3 Breast Cancer Wisconsin (Diagnostic)

We here use the Breast Cancer Wisconsin Diagnostic Data Set which is publicly available through
the University of California Irvine (UCI) Machine Learning Repository (Wolberg et al., 1995). This
data has been created based on 669 samples collected from January 1989 to November 1991. There
are 30 real-valued features assigned to each sample which are computed from a digitized image of
a fine needle aspirate (FNA) of a breast mass. This data set contains 241 instances as malignant,
and 458 instances as benign. So, this is the first unbalanced data set we explore (see Unbalanced
labeling part in Appendix G.3 for an ablation study on the balance). This data set has been explored
in the literature mostly as a classification task where the best performance has been observed by
ensembles of ANN and SVM with a 100% accuracy (see Salod and Singh (2020)). Similar to the
airline satisfaction task, we here assume that there is an underlying metric and a threshold such that
comparing the distance from the origin based on the underlying metric with the threshold determines
whether a sample is benign or malignant. Modeling this setting via linear DML (HS noise model),
we shuffle and split the data into a train set of size 450 and a test set of size 119 and observed
the train and test accuracies for all the samples, the benign samples, and the malignant samples
separately. We did this experiment 20 times and recorded the (weighted) average accuracies as in
Table 7. Even though the data set is unbalanced, we can see that the model does pretty well on each
class of samples. As an advantage over the ensembling classification approaches, we here have a
feature transformation A which gives us a linear interpretable view of the features.

All samples  Benign samples malignant samples
Training accuracy  99.04% (0.30)  99.68% (0.38) 97.97% (0.20)
Test accuracy 97.23% (1.43)  98.60% (0.52) 94.92% (2.82)

Table 7: Different accuracies (std) for the Breast Cancer Wisconsin Diagnostic Data Set.

6. Related Work on Linear DML

A considerable amount of works have been devoted to distance metric learning (Bar-Hillel et al.
(2005); Nguyen et al. (2017); Sugiyama (2007); Torresani and Lee (2006); Wang and Zhang (2007);
Xiang et al. (2008)). Although recent work has focused primarily on nonlinear distance metric
learning, the works most relevant to this article are more classic linear approaches. The method
we developed can be categorized as fully supervised linear metric learning in which the scalability
is in terms of both number of examples and dimension. Ours has bounded sample complexity is
O(g—; log g) in the dimension d for ¢ error in our loss function, and in practice we run gradient de-
scent, where each iteration is linear in the data size NV and has quadratic dependence for dimension
d. Related works do not provide sample complexity bounds. Note that our method learns a Maha-
lanobis distance (a positive semi-definite matrix M) and a threshold 7. We next compare with the
most similar prior work.

6.1 Constrained Optimization Approaches

Xing et al. (2002) provide the first method to learn a Mahalanobis distance by maximizing the sum
of distances between points in the dissimilarity set (D) under the constraint that the sum of squared
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distance between points in the similarity set (S) is upper-bounded:

nax > dulw, ;)
(wi,w‘j)eD
S.t. Z d%\/[(azl,ac]) <1.

(z4,25)€S

It can be shown that this is a convex optimization which was solved by a proximal gradient ascent
which, in each step, takes a gradient ascent step of the objective function, then projects back to
the set of constraints, the cone of p.s.d. matrices. The projection to the p.s.d. cone uses full
eigen-decomposition with O(d?) time complexity. So, as the dimension gets large it quickly gets
intractable, while in our method we only deal with computing the Mahalanobis distance which takes
O(d?) time complexity.

Note that the model proposed by Xing et al. (2002) takes into account all the information of
similar and dissimilar pairs by aggregating all similarity constraints together as well as all dissim-
ilarity constraints. In contrast, the DML-eig method proposed by Ying and Li (2012) maximizes
the minimum distance between dissimilar pairs instead of maximizing the sum of their distances.
They develop a subgradient ascent procedure to optimize their formulation which does not require
a projection, but still uses an O(d?) eigendecomposition step. Intuitively, this model prioritizes
separating dissimilar pairs over keeping similar pairs close. Experimentally, they show that their
method outperforms Xing et al. (2002). In Subsection 5.4 we experimentally compare our model
with DML-eig showing that our approach works better in terms of performance, accuracy, and deal-
ing with noise.

6.2 Unconstrained Optimization over A

Taking into account the fact that any p.s.d matrix M can be decomposed into M = AAT, Gold-
berger et al. (2004) define the expected leave-one-out error of a stochastic nearest neighbor classifier
in the projection space induced by A. They defined the probability that x; is similar (close) to x;
as
e (= w3)

D _koti €XP (—llzi — zell3y)”

and the probability that x; is correctly classified as

pi = Z Dij-

{j:(zi,m;) €S}

pij(A)

pii =0

To learn A, they solve arg max >, pi- This is not a convex optimization and thus leads to a local

maximum rather than a global one.

Using an MLE approach, Guillaumin et al. (2009) define a Logistic loss function which matches
a special case of our loss function when the noise comes from a Logistic distribution. They start with
the assumption that the similarity is determined via a Bernoulli distribution whose success probabil-
ity (being similar) is o (7 — das (s, x;)). Maximizing the likelihood under this probabilistic model
then yields an approximation of M and 7. This is exactly the approach we take in Subsection 3.1.
However, instead of directly assuming such a model, we derive our model from certain noise as-
sumptions and thus obtain the best theoretical model possible under these assumptions. We also
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prove that alternate (nonLogistic) formulations of the loss function are the MLE solution under dif-
ferent noise assumptions. Moreover, we conclude that each of these models is capable of parameter
recovery with a sufficiently large sample size.

In each of the above settings, we can rewrite the optimization function in terms of A, where
M = AAT. This makes the problem unconstrained which is a good advantage since it eliminates
expensive sub-gradient projection and moreover, we can restrict A to be rectangular inducing a
low-rank M. The main limitation of this formulation (even when A is a square matrix) is that it
is non-convex and thus subject to local maxima. However, in our formulation, a result by Journée
et al. (2010) resolves this issue.

6.3 Empirical Loss Minimization Framework

There are some other related works proposing an empirical loss minimization framework; for a
thorough review see Chapter 8 of the book by Bellet et al. (2015). The prediction performance of the
learned metric has been studied in some works such as Balcan et al. (2008); Jin et al. (2009); Bellet
et al. (2011, 2012a,b); Guo and Ying (2014); Cao et al. (2016). Broadly speaking, for an unknown
data probability distribution, they considered different meaningful constrained cost functions as
the true risk and then they studied the convergence of the empirical risk to the true risk. As their
setting is a bit different from ours, we recall their data assumptions here. Given labeled examples
{(xi,y;): 3 =1,...,N} where &; € R?, ||;]| < Fandy; € {1,...,m}, they define a similar
(close) pair set S and a dissimilar (far) pair set D as follows:

S = {(CL‘i,ij Yi = yj} and D = {(iL‘i,iBji Y 75 yj}~

Note that the pairs here are not i.i.d. as in our formulation. From O(n) given data points, we can
feed our cost function with only 7 i.i.d. pairs while they can do it with O(n?) pairs. It might give
the impression that these methods should allow for much stronger convergence results, but it is not
the case.

In the following we briefly review some of their results and then compare them to ours. The
primary outcome of these findings is to demonstrate the overall reliability of a metric learning
approach, rather than offering precise estimations of the generalization loss.

Following the idea of maximum margin classifiers, Jin et al. (2009) adapted the uniform stability
framework (Bousquet and Elisseeff (2002) and McDiarmid’s inequality) to metric learning to obtain
a generalization bound. They considered

2c 1
C(M) =~ > L (yii (1= [l — jl[30)) + 5| M (13)
1) &
as the regularized empirical cost function where y;; = 1if (i, j) € Sand y;; = —1if (4,5) € D and

L(z) is a standard loss function which is (-Lipschitz. As a main result, they proved that the empiri-
cal loss C'(M) converges in probability measure to the true cost Eq 5 L (y(1 — [|& — @/||3,)) +

2
5||M |2, with the sample complexity O (s(d)a#) where s(d) comes from a constraint trace(M ) <

s(d), where the hidden constant depends on ¢, F. Note that if s(d) is considered a constant, this
provides a sample complexity independent of dimension; but it may be that the best M minimizing
the cost function does not follow this constraint. Comparing to our sample complexity (Theorem 4),
both bounds share almost the same dominant part (assuming d is fixed). However, they use O(n?)
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pairs in their optimization while we only use n; thus our optimization framework is more scalable
in n. In our setting, we can sample O(n) disjoint pairs from the O(n?) pairs to simulate our re-
quired i.i.d. samples. It is worth mentioning that the cost function C'(M) can also be interpreted
as a U-statistics of degree two. In their work, Clémencon et al. (2016) investigated the computa-
tional complexity of U-statistics and found that this empirical risk can be substituted with much
simpler Monte Carlo estimates, known as incomplete U-statistics. These estimates are based on
just O(n) terms while C'(M) has O(n?) terms, significantly reducing computational complexity
without compromising the learning rate.

Bian and Tao (2011) considered a similar loss (without the regularizer term). They theoretically
and empirically studied the convergence of the empirical risk in this setting for some appropriate
choice of L, focusing on log loss and hinge loss. They proved that the empirical loss converges
(in probability measure) to the corresponding true loss with the rate O(1/y/n). This bound does
not resolve the sample complexity since it is presented as a function of n without working out the
dependencies to the other parameters. They also concluded that the minimizer of the empirical loss
(M ,7) converges in measure to the minimizer of the true loss (M ™, 7*) as n goes to infinity, but
does not identify specific conditions that must hold for this to be true, or finite sample bounds, as
our work does.

In a sequel, Bian and Tao (2012) examined a data assumption that closely resembled ours,
along with empirical and accurate losses like our own. They demonstrated that the empirical loss
converges to the true loss on the optimal model, with a sample complexity comparable to ours in
terms of ¢, d, and d. However, it is worth noting that their study did not include noise in their setting,
it was not proven that their optimization model is theoretically optimal under some generating model
parameterized by M * as is done in this article, and they did not investigate the recovery of ground
truth parameters.

Extending the robustness framework (Xu and Mannor (2012)) to metric learning, Bellet and
Habrard (2015) studied the deviation between the true and empirical loss. The cost function they
worked with is again similar to the one in Equation 13. They proved that the empirical loss converges
in probability measure to the corresponding true loss. We can simplify their result to the sample
complexity bound O(W) where s(d) can be exponentially large in terms of d. It should
be noted that the constant appearing in their data assumption impacts the constant in this sample
complexity bound. For a fixed d, comparing our complexity bound with theirs, we again can see that
the dominant parts are almost the same while their algorithm operates on n? distances for a set of n
points. Afterwards Guo and Ying (2014); Cao et al. (2016), employing a different similarity learning
optimization problem, established a comparable error bound in terms of Rademacher average which
is upper bounded by a function of data bound F'. More precisely, under our data assumption, we
can translate their error (b(/)(lsl)nd to a sample complexity bound which depends linearly on d and has
In(1
—)

the dominant term O( . It is similar to the other above-mentioned bounds.

In the following we briefly recall some advantages of our model compared to the above men-
tioned methods.

e All methods discussed above model metric learning as an optimization problem which pe-
nalizes mismatches, including using constrained optimization on M. However, they do not
prove that these optimization problems are theoretically optimal under some generating model
parameterized by M ™ as is done in this article.
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e These algorithms deal with a more expensive optimization problem which uses O(n?) pairs
for n points while our method uses only O(n) pairs. Despite the extra information, these
algorithms do not lead to a more favorable scaling between the sample size n and the error €
compared to our method.

e These other methods do not provide recovery guarantees on generating parameters as we
do. This in turn allows us to provide low-rank approximation and dimensionality reduction
results, since we can bound the effects of truncating small model parameters.

e Furthermore, since we derive the loss functions from various noise models, we can recover
these model parameters even in the presence of (correctly modeled) noise.

6.4 Information Theoretic Modeling

Nguyen et al. (2017) assume that z = x — y|lz,y € S ~ N(0,Xs) and z = ¢ — y|z,y € D ~
N (0, %p). For any linear transformation ' = A "z, this can be written

Z, = 33/ - y/|m7y €S~ N(O) ATESA) = fA(Z/)

and
Z=x —yz,ye D~ N(O,ATEDA) =ga(2).

Their goal is to find A maximizing Jeffrey divergence, i.e., to solve the following optimization
problem;

KL(f4.94) + KL(ga. fa),
Jax, (fa,ga) (94, fa)

where KL stands here for Kullback-Leibler divergence. As both distributions g4 and f4 are mul-
tivariate Gaussian, one can compute KL(f4,94) + KL(ga4, fa) as a function of A and reduce the
optimization problem to

max tr ((ATESA)‘l(ATEDA) + (ATEDA)‘l(ATZSA)> .
AcRax

Setting the derivative of this objective function to zero, they present a solution to this non-convex
optimization problem. In practice, they use MLE to replace >s and ¥p by their sample estimations,
and since the formulation is not convex, the identified answer may be a local optimum.

6.5 Low-Rank Metric Learning

As explained in Section 1, linear distance metric learning approaches can be used for linear dimen-
sionality reduction (see Wang and Sun, 2015). When we are dealing with high dimensional space or
a huge number of data points, solving Optimizations 5 (or Optimizations 10 for & = ©(d)) will be
costly. As reducing the matrix size in these optimizations reduces the complexity of search spaces,
to resolve this issue, we can think of adding some low-rank constraint to these optimizations, e.g.,
rank(M ) < d in Optimizations 5 or k < d in Optimizations 10. As a downside, it turns these op-
timization problems non-convex and thus the regular approaches such as gradient decent tend to fail
easily (see Mu, 2016; Wen and Yin, 2013). Liu et al. (2019), dealing with this challenge, introduced
a fast low-rank metric learning method that worked well for several data points as benchmarks.
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Although they still have to face a non-convex optimization, as a standard way, they employed man-
ifold optimization methods (Shukla and Anand, 2015; Balzano et al., 2010; Vandereycken, 2013) to
overcome the issue. As they worked with a different input setting as in linear DML, we are not able
to present a direct comparison between their approach and ours.

7. Conclusion and Discussion

In this paper we provide and analyze a simple and elegant method to solve the linear distance metric
learning problem. That is, given a set of iid pairs of points labeled close or far, our method learns a
Mahalanobis distance that maintains these labels for some threshold. This arises when in data anal-
ysis one needs to learn how to compare various coordinates, which may be in different units, but not
introduce non-linearity for reasons of interpretability, equation preservation, or maintaining linear
structure. Our method reduces to unconstrained gradient descent, has a simple sample complexity
bound, and shows convergence in a loss function and in parameter space. In fact, this convergence
holds even under noisy observations.

Moreover, our method is the first approach to show that the learned Mahalanobis distance can
be truncated to a low-rank model that can provably maintain the accuracy in the loss function and
in parameters.

Finally, we demonstrate that this method works empirically as well as the theory predicts. We
can obtain high accuracy (over 99%) and parameter recovery (less than 1.01 multiplicative error)
on noiseless and noisy data, and on synthetic and real data. For instance, even if 45% of the data
is mislabeled we can with very high accuracy recover the true model parameters. Additionally
we show this simple solution nearly matches the best engineered solutions on two real world data
challenges.

7.1 Limitations

In our formulation of linear DML, we assume that we are given N i.i.d. observations of pair
(x;,y;) € RY x R? and each pair is given a label ¢; € {Far,Close}. We discuss the Airline
Passenger Satisfaction modeling problem in Section 5.5.2 where by always setting y; to the ori-
gin, this is a direct and natural modeling: each observation generates one pair. However, in other
real-world settings, we are only provided with n observations with the ability to query if any pair
has label Far or Close. This can induce ©(n?) pairs, but they are not i.i.d. In practice, one would
like to use all of these pairs, or perhaps restricted to some local constraints in a neighborhood. But
since these are not i.i.d., our analysis does not apply. What we can do is randomly partition the
data into n /2 pairs; now if the original n observations are i.i.d., then these pairs are also i.i.d. from
some distribution, and our analysis holds. While this only generates N = O(n) pairs, not O(n?),
our analysis shows error converges at a rate of roughly 1/ V/N. This basically matches the conver-
gence rate for known methods which use all ©(n?) pairs, and converge at a rate 1/y/n. Managing
such dependency, and potentially improving to a 1/n convergence rate, is a challenging direction to
consider for future work.

Another limitation in our modeling in the noisy setting, is that we prove strong convergence
and parameter recovery, only when the loss function corresponds with the noise model generating
the data. In practice one does not always know the noise model, and in fact there may not be one
well-defined noise model. As a result, a user must chose a loss function. In this case, we generically
recommend the Logistic loss. It is widely used, has a closed form, the cdf is 1-log-Lipschitz, and as
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discussed, it is fairly similar to other common noise models. Moreover, we show empirically that it
performs nearly as well under other noise types we considered as it does under Logistic noise.
Finally, the analysis requires several clearly stated assumptions on the model Model Assumption
(that the parameters M ™ and 7* are bounded) and the data Data Assumption (that the 2-norm of the
data is bounded). If we do not have such bounds, then our analysis does not have a guarantee. In
fact, we observe in the experiment on Equations of State for Combustion Simulation in Section 5.5.1
that without properly normalizing, the algorithm performs poorly. This normalization has the effect
of properly shaping the data, and as a result the optimal model, so that it satisfies these assumptions.
In this case our algorithm converges quickly to small loss and recovers the near-optimal parameters.
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Appendix A. Proof of Lemma 1

Proof To prove Lemma 1, it suffices to show that [|z[|3,, = ||z]|3,, for every z € R%. W.Lo.g. we
may assume that 71 = 7o = 1. For an arbitrary z¢g € R9, consider the two following different cases.

e [[z0l|37, = 0. In this case, if [|z0[|3,, > 0, then for sufficiently large o, we should have
Hozon%V[Z > 1 while ||az0||§\41 = 0 < 1 contradicting the fact that the two functions z —

H{IIZH?\JlﬂzO} and z — H{IIZHi/IQszZO} agree for all z.

e |[zoll37, > 0and |z9]|3,, > 0. Consider o, 3 > 0 such that ||azo||3,, = [|Bzoll37, = 1.
We need to show that & = 3. For a contradiction, consider ¢ > 0 such that o < ¢ < 5. Now
it is clear that

1 =1 d 1 =0
{Z: ”ZH?VIl*TIEO} (ez0) o {ZZ ||ZH?\/12*7220} (z0) ’

a contradiction.

Appendix B. Basic Properties Related to Optimization Problem 5

In this part, we derive some basic properties related to Optimization Problem 5. In particular, we
will see that it is a convex optimization. Using this as the main result of this subsection, we prove
that the true loss is uniquely minimized at the ground truth parameters.

First, note that since any convex combination of two p.s.d. matrices is still p.s.d, using triangle
inequality for spectral norm, we conclude that the search space M x [0, B] is convex.

Observation 1 For every fixed z € R% and ¢ € {—1,1}, —loga(¢(||z||3; — 7)) as a function of
(M, T) is convex.
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Proof To prove the assertion, it suffices to show that log o(¢(||z||3; — 7)) is concave. Consider
arbitrary M1, Mo € M and 71,7 € [0, B]. We remind that log o(-) is a concave function. Also,
for each A € [0, 1],

121387, +(1-xyar, — O+ (1= N72) = All|2l3g, —71) + (1 = N(ll2]r, — 7).

Combining these two facts implies log o (¢(||z||3; — b)) as a function of (M, 7) is concave, com-
pleting the proof. |

This observation immediately implies that both Rx (M, 7) and R(M, T) are convex functions as
well. Thus

R(M,T) and Ryn(M,T)

min min
(M,T)eMx[0,B] (M,T)eMx[0,B]

are both convex optimization problems. Although the following observation is quite technical, it is
necessary for the proof of succeeding results.

Observation 2 Let S C R‘éo be a set with zero Lebesgue measure. Then S 2= {x € R?: 2% € S}
has also zero Lebesgue measure.

Proof Foreach I = {iy,... it} C [d], define
1
S} = {z: Jax e Ss.t. oz =/ r;fori € [n]\[andzi:—\/xiforiel}.

It is clear that

1
Accordingly, it suffices to show ;(S7) = 0 for each I C [d]. For an arbitrary I C [d], define
fi: R%O — R such that

fi@) = (L&, la/Ea)  where lz:{_i el

1
It is clear that f7 is a one-to-one continuous function and f7(.S) = S7. To fulfill the proof, we prove

1 d
that foreach L € N, up, <Sf N [—\E, \E} ) = 0. This implies that

o (58) = (0 (st [vmt])

< i/% (S} N [—\/Z, \/f}d)

Let L be a fixed positive integer and consider an arbitrary ¢ > 0. For each i € [d], consider the

interval
&2

' 92d [, d—1 2

the i-th interval

Ji=10,L] x ---x [0 ] x - x [0, L].
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It is clear that the volume of each J; is %. Also, for the image of each J;, we have
€ €
fr(3) C [-VL VI x -+ X [-—— ) ———] % -+ x [-VL,VL].
2972 d 29L° 7 d

the i-th interval

This implies that the volume of f;(.J;) is at most §. Since, f7(-) is Lipschitz over [0, L] x --- x
[0,L]\ Uie[d} J;, the zero Lebesgue measure sets will be mapped to zero Lebesgue measure sets by
f1. Therefore,

p (41 (S0 (0. L1\ Uieia 7)) ) = 0.
Consequently,

L <SIé N [—\E, \ED = L (f[ (5 N ([0, L)\ Uie[d]Jz‘)>> + L (f1 (SN (UieJi)))

<0+ d% =e.
1 d
Since ¢ is arbitrary, pr, (S in [—\/Z, \/f} > = 0, completing the proof. |

Using this observation, we can prove the following useful lemma.

Lemma 16 Let M, My be two symmetric matrices and ¢ € R. If there is Q C R% such that
wur(Q) > 0 (Lebesgue measure) and

|lzl|3s, = lzl3s, +¢  foreachz € Q,
then M1 = My and ¢ = 0.

Proof Foreach z € @, we clearly have a:ﬁ(Ml —M)x; = c. Since M = M — M is areal value
symmetric metric, M = U'DU where U is an orthonormal matrix and D is a diagonal d x d matrix
whose (4, 7) element is a,. To prove the assertion, it suffices to show that D = 0. For a contradiction,

suppose that D # 0. Set Q' = {Uzx : ¢ € Q} and S = {y € ]Rdzo y, (a1,...,aq)) = c}. For
eachz = (21,...,29) € Q',

d
E 22a; = 2' Dz
i=1

= 2'U'DU=x

=x'Mx = c,
which concludes that

Q C {zERd:<z2,(a1,...,ad)>:c}:S%.

Using Observation 2, since we know u7,(S) = 0 we obtain ,uL(S%) = 0 and thus pz(Q’) = 0. On
the other hand, p7,(Q) = p(Q) which implies 17,(Q) = 0, a contradiction. [ |
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Appendix C. e-Cover (¢-Net) for M x [0, B]

As we are going to prove a uniform convergence theorem between empirical and true losses, we
need to define the e-cover of a metric space. For a metric space (X, d), an e-cover £ is a subset of
A such that for each x € X, there is some y € £ with d(x,y) < €. In the following, we introduce
an e-cover for M x [0, B]. However, we should first define a metric over X = M X [0, B]. For
each (M1, 71), (Mg, 12) € X, we define

d((My,71), (M3, 72)) = [ M1 — Mblls + |11 — 72|.
Lemma 17 There exists an e-cover £ of M x [0, B| under metric d of size

F()

9 19

Proof The inequality
IM||p < Vd|M|l2 < pvVd

indicates that M is a subset of the d? dimensional Euclidean ball of the radius 3v/d centered at the
origin, i.e.,

M = {Mgyq: Mispsd.and |[M], <8} C{M e R”: |M|p < BVd)}.

k
It is known that a k-dimentional Euclidean ball of radius r can be covered by at most (%)

d2
number of balls of radius . So, M has an 5-cover &; of size at most (46 Cé\/a) . As an §-cover &

for [0, B] (with respect to L;-norm), we can partition [0, B] into g intervals of length ¢ and consider
the end points of those intervals as the 5-cover. Now the cartesian product of these two §-covers,

&1 x &9, 18 an e-cover of size ,
d
B (4&%)

9 9

for X = M x [0, B] with respect to metric d. [

Appendix D. Uniform Convergence of Ry to R

Although we have proved in Theorem 2 that the true loss R(M,7) is uniquely minimized at
(M*,7) , in reality, we do not have the true loss. Indeed, we only have access to the empiri-
cal loss Ry (M, 7). In this part, broadly speaking, we will show that Ry (M, 7) is uniformly close
to R(M,7) as N gets large, and then, we conclude, instead of minimizing Ry (M, 7), we can
minimize Ry (M, ) to approximately find (M ™, 7).

In the next lemma, we will see that if the two p.s.d. matrices are close via spectrum norm, then
the Mahalanobis norm defined based on these two matrices are also close.

Observation 3 (Equation 7) For given two p.s.d. M1 and Mo,

2l — l2ll3g, | < 1My — Ma2|lz]*.
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Proof Using Cauchy—Schwarz inequality and the definition of the spectral norm, we obtain

ll3r, — lzlfag, | = &7 (M1 — M)l
=(x' " (M, — My))
<|lz|[[(M1 — M2)z||
< (M1 — M) |2l

concluding the inequality. |

As — log Poise(+) is a decreasing function, using Equation 2, we have
0 < —log Pxoise (Li([|Zillar — 7)) < — log Proise(—BA) =T,

which indicates that the random variables z;’s are bounded. Whenever we are dealing with a sum-
mation of bounded i.i.d. random variables, one strong concentration inequality to use is Chernoft-

Hoeffding bound. This inequality states if X1, ..., Xy are N independent random variables such

X4+t X
that X; € [a;, b;] almost surely for all 4, and Sy = % then

2N2%a?
P (|Sn —E[S,]| = a) < 2exp (—W> |

Since,

N

1
RN(M,T) = N Z — log PNoise (&(sz”%\d - T))
=1

and E(Ry(M, 7)) = R(M,T), we can use Chernoff-Hoeffding bound to control the probability
that |Ry (M, ) — R(M, )| is large.
Lemma 18 IfE = {(M;,7;): i =1,...,m = m(«a)} is an a-cover for M x [0, B], then

2Na?

P(|Rn(M;,7;) — R(M;,7;)| > a for some i € [m]) < 2me™ 77
Proof Consider a fixed i € [m]. For simplicity of notation, set Z = —logo (¢(||z|ar, — 7))

and Z; = —logo (¢(||z;||ar, — 7). As we explained above, Z € [0, T, see Table 1, and, using
Chernoff-Hoeffding Inequality, we obtain

P(|[Ry(Mi,7) — R(M, 7;)| > a) = P(‘% iv: Z; - E(Z)‘ > a)

_ 2Na?

<2 717 .

Now, using union bound, we have the desired inequality. |

In the next theorem, we prove that, with high probability, the empirical loss R is everywhere close
to the true loss R.
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Theorem 19 [ Theorem 4, Restated] For any £,0 > 0, assume parameters B, F, and [ are con-
stants, define

1, 1, d
Ny(e,8) =0 (82[log5 +d logJ) .
If N > Ny(e,§), then with probability at least 1 — 6,

sup |[Ry(M,7) — R(M,T)| < e.
(M ,7)eMx[0,B]

Proof To prove the assertion, we can equivalently prove

P sup |IRN(M,7)— R(M,7)| >¢| <.
(M,7)eMx[0,B]

Seta = m Consider £ = {(M;,7;);i =1,...,m = m(«)} as an a-cover for M x [0, B].

For an arbitrary (M, ), there is an index i € [m] such that
d(M,7)— (M;,1)) < a.

Consequently, using Lemma 3,

[R(M,7) = R(M,7,)| < max(F, 1)¢a =
and
|Ry(M,7) — Ry (M, ;)| < max(F, 1)Ca = g
So far, we have proved that for every (M, b), there exists an index ¢ € [m] such that
|R(M,7) — R(M;, ;)| < % and  |Ry(M,7) — Ryn(M;,7)| < g
Using triangle inequality, it concludes

|[Bn(M,7) — R(M, 7)| <|Rn(M,7) = Ry(Mi, 7i)| + |Rn (M, 7i) — R(M, 73)|
+ [R(M,7;) — R(M, 7)]

2
<5 +IRy(Mi7) - R(M;, 7).

Via Lemma 17, there is an a-cover of size

_B (45M>d2

m(a)

« «

9 9

_ 3¢ max(F,1)B (12( max(F, 1)6d\/&> *
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for X = M x [0, B] with respect to metric d. On the other hand,

T? 2m _ 9¢ max(F, 1)27? [log 6¢ max(F, 1)

-
202 875 22 5

12¢ max(F,1)5

B
+ d?log + gd2 log d]

(14)

-0 <€12[log(15+d2log(ﬂ>

As setting

2 2m
N> —log —
> 202 8 )

1r. 1 5, d
—O<€2[log5+d logg})
2No<2

implies 2me 72 < §, using Lemma 18, we obtain, with probability at least 1 — 9,
€ € )
Therefore, if N > O (8% [log% + d?log gD, with probability at least 1 — 4, for all (M, 7) we
have
|RN(M,7) — R(M,7)| <e,

as desired. [ ]

Appendix E. Simple Noise Properties in Table 1

In Subsections 3.1, 3.2, 3.3, 3.4, we derived some properties of ®Pnpise(-) When noise is one of
the simple noises listed in Table 1. This section can be seen as a complementary section for
those sections. For noises listed in Table 1, one can verify that each of those noise distributions
is simple. Here, we verify some other information listed in that table. When Noise(n) is sim-
ple, —log ®noise(7) is a decreasing convex function which implies that % (—log Proise(n)) =

Noise(n)

- DPNoise (7])
for

is a negative increasing function. Therefore, — log PNoise(7) is ¢-Lipschitz over [— S F, 5 B|

_ Noise(—BF)

C N (PNoise(_BF) '

Also, from Equation 8, we know
T=-— log CI)Normal(_BF)'
In what follows, we approximate ¢ and 7’ for each noise choice.

o Logistic noise. In this case, it is easy to see that

_ o(=BF)s(BF) _
C= T =B <1

and T = —logo(—BF) = log(1 + €*F) < 1 + BF. Thus, ®pogistic(n) in 1-log-Lipschitz
and T' = O(BF).
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e Normal noise. We start with an approximation of ®Norma1(77). The derivation of the lower
bound is sourced from the online content authored by John D. Cook (refer to Cook). We set

q’f\formm(??) =1- (I)Normal(n) = (I)Normal(_n)~

_ e—t2/2 .
Setg(t) = (1)~ A= phye /% Asg(0) > 0,9'(t) = — 2=y < Oand lim g(t) =

0, we obtain ®¢(t) . Using the above formula for (, we have

1t —t%/2
Z Jon 16

2
! e_wg)
 V2r ®(-pF)
_(BF)?
1 e 2

~ Var ®(BF)

< “F,g;“ — O(BF).

¢

Also,
T = —10g ONormal (—AF) = —10g Bt (BF) = O((BF)?).
e Laplace noise. In this setting,
_ Noise(—-8F) te P B
- PNoise(—AF)  Le B
and T = — log PNormal(—BF) = BFlog2 = O(BF).

¢ 1

e Hyperbolic secant noise.
Remind that ®°(t) = [ sech(Zn)dn. Set
1
g(t) = ®°(t) — —sech(gt)

™

Also, note that g(0) > 0, lim g¢(¢) =0, and

li
t—+00

iy = L L il
g (t)= 2sech( t)+ 5 tanh( 2t) sech(2t)

T
2
1
= isech(gt) (—1 + tanh(%t)) <0 vVt e R.

This implies that, for each t € R,

1

(1) > —Sech(zt).

us 2
Using this inequality, we obtain
_ Noise(—pF) $sech(—ZBF)

C B (I)Noise(_BF) B q)lc\Ioise(BF)

T
< —.
2
Furthermore,

1 ™
T=— log <I>Norrnal(_/BF‘) s - log ;SeCh(iﬁF)

=logm+ logcosh(gﬁF) = O(BF).
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Appendix F. Connection Between L, (f) Norm and Spectral Norm

In Theorem 7 and Corollary 8, we study the connection between L () norm and the sample com-
plexity of our problem. However, as the L; (f)-metric is dependent on the distribution f(z), which
is unavoidable, it is not very intuitive. We indeed prefer some more informative norms such as
spectral norm. However, to this end, we must restrict the distribution f(z).

e We here assume that there is a constant ¢ > 0, such that f(z) > ¢ for each z € B4(1); recall
we assume almost surely ||z||> < F' = 1 in this section, and B%(1) = {z ¢ RY | ||z|| < 1}.

We next prove a statement similar to Corollary 8 but in terms of the d-metric instead of the Ly (f)-
metric. The following definition is also needed for the following two results. For0 < a < b < 1,
where z7 is the first coordinate of z, define

Cone(a,b) = {z = (21,...,24) | 327 > 2||z||3 anda < z; < b}. (15)

Lemma 20 If f(z) > ¢ > 0 for each z € B%(1), then for all (M, 7) € M x [0, B]

erd/2 1.4

I(M.7) = (M 7)) 2 ggpar 1) 160 4

M,1),(M*,7")).

In particular, if f(z) is uniform on unit disk, then for all (M ,7) € M x [0, B|

(M 7) — (M, 7)) > 55 (35)"d (M), (M, 7).
Proof We remind that
1M, 7) = (M 7Y,y = [ 1) elfar = 7) = (B = 7] d2
— [ s)=" 01 - B_MYs -2 2)

=7

:/f(z) zTMz—?‘dz.

Note that M is a symmetric matrix. So, there are a real value orthonormal matrix U and a real value
diagonal matrix D such that M = U " DU. Let the vector A denote the diagonal of D. Without
loss of generality, we assume that \; = max{|\i],...,|Aq|}. One can verify that \; = || M ||2. As
U is orthonormal, we have

/f(z) \ZTMz—f\dz z/f(z) ‘(Uz)TD(Uz) —f‘dz

:/f(UTz)’zTDz—%’dz

- [1ws)
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Note that S0, 22); < A1]|z||? and, for each z € Cone(0, 1),

d d
E 2 2 E : 2
i=1 ]

()

At
= M2~ [12l3) > 22
Setq =\, +|7| =d ((M,7),(M*,7*)). We next consider two cases based on |7| and g.

e |7| < 0.1q. It implies A; > 0.9¢ and thus, if z € Cone(—, 1), then

75

Therefore,

/f(UTz)‘ zd:%z)\i - f‘dz > L f(UT2)dz
i=1

20 zECone(%,l)

1
= QOMf(UTCOHe(ﬁ 1) (16)

> cq/ dz
20 z€Cone( &, 1)NBY(1)

= % x Volume (Cone(\}g, 1N Bd(l))

% x Volume (Cone(\}g, \/§)>

Y

_ 2d1\f _\ﬁ f

©20d \/;V ( 3)) 3V ( 6)

_ca_mE N ] 17
20d3§r(d‘51)[ 2%t (17)
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e |7| > 0.1¢g. It implies A\; < 0.9¢ and thus

> [7] = Mllz]13

1 9 9
> - _ =
_Q<10 10HZH2>

d
’f—ZZ?Ai

=1

1
> L2 < —
20 18
Therefore,
d
/f(UTz)’ Zzlz)\z — f’dz > 4 fUT2)dy
— 0 Jzepa(d)
q 1
= —pus(BY— 1
ACAST (18)
cq 1
> 1 q(___
2 55 X Volume (B (18)>
= @Lﬂ(i)d (19)
20T(d/2+1) 18
Now Lower bounds (17) and (19) implies the proof. |

If f(2) is a rotationally symmetric pdf, then 11 (U ' B) = ji;(B) for any measurable set B. There-
fore, combining two Lower bounds (16) and (18), we obtain the following lemma

Lemma 21 [f f(z) is a rotationally symmetric pdf, then for all (M, 1) € M x [0, B]

H(MvT> - (M*vT*)HLl(f) 1 1 1
d(M,7), (M, 7)) > %max <,uf(Cone(\/§, 1),uf(Bd(18))) .

Appendix G. Further Experimental Study

This section can be seen as a complementary section for Section 5.

G.1 Loss Function Behavior

In Subsection 5.2, we experimentally studied the Logistic model with different noises. In Figures 2
and 3, we evaluate the model for different noise in terms of eigenvalue recover and the accuracies.
As a complementary information to these figures, in Figure 9, as the iteration increases, we compare
the values of the loss function R on (M, 7), compared with (M?* /s, 7 /s) which we do not expect
to surpass. Observe that the loss on (M™/s,7*/s) is a constant red line at the bottom at around
0.23. When considering Logistic noise (blue) we reach this loss around 700 iterations, and nearly do
when considering Gaussian noise. For other types of noise, the method does worse; Noisy labeling
only achieves a loss value around 0.5.
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Logistic model loss history vs iteration

0.8

Logistic model loss on M™*, tau™*
Logistic model loss for Logistic noise
Logistic madel loss for Gaussian noise
Logistic model loss for Laplace noise
Logistic model loss for H-S noise
Logistic model loss Noisy labeling

0.7

0.6

0 200 400 £00 800 1000
# iteration

Figure 9: Loss history for Logistic model and different noises.

G.2 Larger Dimension

In Section 5, we dealt with small value for dimension d (d = 10 for synthetic and d = 9, 24 for
real data). In this section, following the same approach as in Subsection 5.1, we generate synthetic
data with d = 100 and rank(M™) = 30. We also set the level of noise at 20%. In Figure 10, we
observe that how the sample complexity can be affected by the dimension. When the sample size is
less than 30, the model overfits, which is completely natural as our model has d? + 1 parameters.
But for the larger values, we can see that the model starts to neutralize the noise and the non-noisy
accuracy approaches to 1 (blue and magenta curves). We have 97.59%, 97.56% non-noisy train and
test accuracy for 600K sample size.
Accuracy vs sample complexity (20% of noise)

Logistic Noise Logistic model
(d=100 & rank({M) = 30)

= train_accuracy (noisy)
—— train_accuracy (no noise}
070 = test_accuracyinoisy)

= test_accuracy (no noise}

=

100000 200000 300000 400000 500000 600000
# samples

Figure 10: Sample complexity for d = 100.

G.3 Unbalanced Labeling

In prior experiments, the parameters are set to ensure a balanced data set, which happens often in
real world scenarios. Here we experimentally study the robustness of our model against unbalanced
data sets generated according to the same data generation schema explained in Section 5.1. Then
we gradually increase 7 from 0.1 to 6.1 (for 30 values) and record the performance of our model in
predicting the ground truth no-noisy labels for each of the classes of Far and Close pairs separately.
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The number of generated pairs is 60,000, of which 20,000 are reserved for testing. At the starting
state with 7* = 0.1, we have around 5% of pairs as Close (the rests are Far) while at the end with
7* = 6.1, around 98% of the pairs are labeled Close. Because of noise, we cannot expect all the
pairs to have the same label for any positive 7*. The results are shown in Figure 11. We can see that
the accuracy of the model when measured on the whole data set (see magenta curve) is always very
good, irrespective of the distribution of Close and Far pairs. The performance of the model on Far
pairs (green curve) in the worst case drops to 93% for the test set. The model on Close pairs (blue
curve) drops to 78% at the worst performance. When there are Close pairs are between about 10%
and 98% the algorithm recovers above 90% accuracy on all labeled subsets of the data.

Train accuracy (no noise) vs close pairs portion Test accuracy (no noise) vs close pairs portion
(Logistic Noise Logistic Model) {Logistic Moise Logistic Model)
100 =—— — 100

=
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0.90
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=
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o

=
o
=
=]
o
=

—— Tain accuracy (no noise) —— st accuracy (no noise)
—— Tain accuracy only for far pairs (no noise) —— st accuracy only for far pairs (no noise)
— Test accuracy only for close pairs (no noise) —— Test accuracy only for close pairs (no noise)

=
~
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~
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=
=~
=
=]
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0 0 P &0 80 100 0 0 m &0 80 100
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Figure 11: Performance of Logistic noise Logistic model with unbalanced data.
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