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Abstract

The expectation-maximization (EM) algorithm and its variants are widely used in statistics.
In high-dimensional mixture linear regression, the model is assumed to be a finite mixture
of linear regression and the number of predictors is much larger than the sample size.
The standard EM algorithm, which attempts to find the maximum likelihood estimator,
becomes infeasible for such model. We devise a group lasso penalized EM algorithm and
study its statistical properties. Existing theoretical results of regularized EM algorithms
often rely on dividing the sample into many independent batches and employing a fresh
batch of sample in each iteration of the algorithm. Our algorithm and theoretical analysis
do not require sample-splitting, and can be extended to multivariate response cases. The
proposed methods also have encouraging performances in numerical studies.

Keywords: EM algorithm, High-dimensional regression, Mixture model.

1. Introduction

Consider a univariate response Y ∈ R and a p-dimensional predictor X ∈ Rp. The mixture
linear regression model assumes that

Y = βTk X + ε, for k = 1, · · · ,K, with probability ωk > 0, (1)

where K ≥ 2 is the number of mixtures,
∑K

k=1 ωk = 1, ε ∼ N(0, σ2), σ2 > 0, is independent
of X, and βk is the p-dimensional regression coefficient vector that characterizes the linear
relationship between Y and X in the k-th mixture. By introducing a latent variable W ∈
{1, · · · ,K}, independent of X, model (1) is equivalent to

P(W = k) = ωk, Y | (X,W = k) ∼ N(βTk X,σ
2). (2)

We consider the high-dimensional joint estimation of all the βk’s and provide a general
estimation procedure with strong theoretical guarantees. The latent mixtures, indicated by
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the latent variable W in (2), make the estimation problem much more challenging than the
linear regression, especially in high dimensions. We assume that only a subset of predictors,
indexed by S ⊂ {1, · · · , p}, is relevant to the regression. Therefore, (βk)Sc = 0 for all k,
where Sc is the complement of S. The group lasso penalty (Yuan and Lin, 2006) is naturally
applied to those p-dimensional βk vectors in the maximization steps of our regularized EM
algorithm to select relevant variables across all the mixtures.

The mixture linear model and finite mixture models in general, are widely used to
account for heterogeneity in data analysis (e.g., Turner, 2000; McLachlan and Peel, 2004;
McLachlan et al., 2019). When the number of predictors is not large, the latent mixtures and
the model parameters can be estimated using the expectation-maximization (EM, Dempster
et al., 1977) algorithm. The EM algorithm is the dominant solution for finding the maxi-
mum likelihood estimators of mixture regression models like (1). When ε is not normally
distributed, the EM algorithm has been modified and extended to robust fitting of mixture
linear models under the t- and the Laplace distributions in Yao et al. (2014) and Song et al.
(2014), respectively. Leisch (2004) provides computational and implementation details of
mixture regression models.

Although the EM algorithm has been extensively used in mixture regression models, it is
challenging to establish a rigorous theoretical characterization of the finite-sample estimates
in the iterative algorithm. Some groundbreaking progress has been made in recent years.
Balakrishnan et al. (2017) laid theoretical foundations for quantifying the EM updates’
convergence within statistical precision of the ground truth. For mixture linear model,
strong theoretical guarantees of the EM algorithm are often established by focusing on the
model with two equal mixtures, K = 2 and ω1 = ω2 = 1/2, and symmetric regression
coefficient vectors, β2 = −β1, (e.g., Kwon et al., 2021, and references therein). Then the
EM algorithm is simplified substantially because ω1 = ω2 = 1/2 does not require estimation
and, more importantly, the model parameters are reduced to a single vector β ≡ β1 =
−β2 ∈ Rp. Many theoretical results are established for the “sample-splitting” EM algorithm,
which divides the full data into T equal batches and uses a new batch of samples in each
iteration. Without sample splitting, theoretical analysis becomes much more challenging.
This is because the function to be maximized in each EM iteration, namely the Q-function,
involves both the random samples and the current parameter estimates, which are made
independent by sample-splitting. See Balakrishnan et al. (2017) and Klusowski et al. (2019)
for recent studies of the sample-splitting EM algorithm in mixture linear models. While the
above-mentioned works all focus on low-dimensional models and unpenalized EM algorithm,
regularized EM algorithm for high-dimensional mixture linear models is of growing interest
in recent years. A selective review is as follows.

Khalili and Chen (2007) studied the variable selection for mixture linear regression with
penalized likelihood. When p is fixed and n goes to infinity, they established variable selec-
tion consistency and root-n consistency for a possible local maximum. Städler et al. (2010)
proposed a lasso-type penalty (Tibshirani, 1996) on the negative-log-likelihood function and
obtained non-asymptotic convergence results for the global optimum. However, there is no
guarantee for the EM algorithm to attain either the particular local maximum or the global
maximum. To rigorously study the entire EM iterative solution sequence in high dimen-
sions, existing results rely on the sample-splitting procedure. For example, convergence
results based on sample-splitting algorithms are established for a truncated EM algorithm
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(Wang et al., 2015), a penalized EM algorithm (Yi and Caramanis, 2015), and a stochastic
EM algorithm (Zhu et al., 2017), all under the assumptions of K = 2, ω1 = ω2 = 1/2,
β2 = −β1, and normally distributed predictors. More recently, with the help of sample
splitting, Zhang et al. (2020) systematically studied estimation, confidence intervals, and
large-scale hypotheses testing for the mixture linear model. Sample splitting is undoubtedly
used to facilitate theoretical analyses, but is not desirable in practice. It remains unknown
how to practically choose T , which is both the number of iterations and the number of
sample batches, and how it affects the estimation. Moreover, it is believed (e.g., Zhang
et al., 2020) that data splitting is unnecessary in numerical studies.

The contributions of this article are multi-fold. The first and most significant contri-
bution is developing a practical penalized EM algorithm for a general high-dimensional
mixture linear model and establishing its substantial theoretical guarantees. Our algo-
rithm is equally applicable to random-X and fixed-X and multiple mixtures K ≥ 2. In
our theoretical analysis, we do not require sample splitting and allow a relatively general
model. Specifically, we establish a non-asymptotic convergence rate for a two-mixture linear
model with unknown proportions ω1, ω2 ∈ (0, 1), unrelated two regression parameter vec-
tors β1, β2 ∈ Rp, and normally distributed predictors with unknown covariance structure.
To our best knowledge, we established the first theoretical results for the high-dimensional
mixture linear regression under such a general setting without sample splitting. Compared
with the high-dimensional linear model literature, the theoretical analysis for the high-
dimensional mixture model requires bounding the supremum of random processes and is
much more challenging without sample splitting. Our general proof strategy is related to
Cai et al. (2019), which studies the penalized EM algorithm for the Gaussian mixture model
without data splitting. The complicated relationship between the random response Y and
the random predictor X makes the theoretical studies of mixture linear regression even
more challenging than the Gaussian mixture model, which only involves random X. Many
new concentration results are needed for random processes involving both Y and X. For
instance, unlike Xi in the Gaussian mixture model that is sub-Gaussian, the product term
XiYi appears frequently in the EM iterates and estimates and is more difficult to bound
(Adamczak, 2008). Even for the theoretical analysis of the population EM iterates, dou-
ble expectations EX{EY |X(·)} are needed than single expectation EX(·) in the Gaussian
mixture model. With substantial efforts, we obtain a near optimal convergence rate of
logn

√
slogp/n, with a small price log(n) to pay for not sample splitting.

The second contribution is our new theoretical insights on model misspecification. Specif-
ically, we analyze how a fixed parameter value σ2 in the penalized EM algorithm may affect
the estimation of β. To the best of our knowledge, it has not been studied in the literature
on the mixture linear regression model. In most theoretical studies considering the EM
algorithm for the mixture linear regression, the variance σ2 is often assumed to be the true
parameter value σ2

∗ and is a fixed constant. Kwon et al. (2021) considered the convergence
results when σ2 is updated in each M step. However, they only considered a simplified
case where the mixture proportions are known to be 1/2 and are not updated in each M
step. Besides, their theoretical studies are limited to low dimensions. In general, when the
error variance σ2 is not correctly specified in the penalized EM algorithm brings bias for
estimation. However, for the mixture model with a relatively large signal-to-noise ratio, our
theory indicates that the choice of σ2 has a minor influence on the estimation, and thus an
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accurate estimation for it is usually not necessary. This conclusion is further demonstrated
by a simulation study.

The third contribution is that we extend the study for the mixture linear regression
model to multiple response cases. For the mixture linear regression model with a multi-
variate response, the naive approach is fitting a mixture linear regression model separately
for each element of the response. The major drawback of doing so is each observation may
be identified into different clusters when we model each univariate response separately. We
illustrated the advantages of considering multiple responses together than handling them
separately from both theoretical and numerical aspects. The advantage of considering mul-
tiple responses together is also demonstrated in Hyun et al. (2023), which developed a sparse
mixture linear regression model to estimate the time-varying data sets (i.e. at each time
point, the data satisfy a mixture linear regression model). However, they are interested in
developing a time-varying model to analyze a real-world dataset, but no theoretical study
is conducted. In contrast, we rigorously characterize the advantage of considering multiple
responses simultaneously with statistical theory.

The rest of the article is organized as follows. Section 2 contains the implementation
details and discussions about the penalized EM algorithm. Section 3 presents the theory
for the penalized EM algorithm and the influence of the choice of σ2. Simulation studies are
presented in Section 4. We then extend the mixture linear regression to multiple response
cases and consider its theoretical studies in Section 5. In Section 6, we consider a real data
example followed by a short discussion in Section 7. The appendix contains proofs for all
the lemmas and theorems and additional implementation details.

2. Estimation

We assume that we collect n independent data points {(Xi, Yi)}ni=1 from model (1). In this
section, we do not make additional assumptions on X as our estimation procedure is equally
applicable to random or fixed X and allows for both continuous and discrete predictors. Let
θ = {ω1, · · · , ωk, β1, · · · , βk} be the unknown parameters to be estimated. In this section,
we focus on the studies of the regression coefficients and treat σ2 as known. The estimation
for σ2 is briefly discussed at the end of this section. We further show in Theorem 5 that
misspecification of σ2 has a relatively small impact on the final estimation.

To motivate our proposal, we first derive the standard EM algorithm and discuss its
limitations. The EM algorithm aims to maximize the log-likelihood of Y | X over θ, by
iteratively updating the sequence of solutions {θ̂(t), t = 0, 1, . . .} via the Expectation-step (E-
step) and the Maximization-step (M-step). Recall that W is the latent variable representing
the mixtures. Consider the (t + 1)-th iteration with the current value θ̂(t). In the E-step,
we calculate the expectation of the log-likelihood of W | (Y,X) at the parameter θ̂(t). This
is known as the Q-function,

Q(θ | θ̂(t)) = − 1

2n

n∑
i=1

K∑
k=1

η̂i,k(θ̂
(t))(Yi −XT

i βk)
2 +

1

n

n∑
i=1

K∑
k=1

η̂i,k(θ̂
(t))log(ωk), (3)
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where η̂i,k(θ̂
(t)) = P(Wi = k | Yi, Xi, θ̂

(t)). The estimated probability η̂i,k(θ̂
(t)) is given by

η̂i,k(θ̂
(t)) =

ω̂
(t)
k φσ2(Yi −XT

i β̂
(t)
k )∑K

k=1 ω̂
(t)
k φσ2(Yi −XT

i β̂
(t)
k )

, (4)

where φσ2(u) is the probability density function of N(0, σ2). Then, in the M-step, we update

θ̂
(t+1)
k = argmaxθQ(θ | θ̂(t)) by maximizing (3).

Note that the standard EM algorithm is infeasible to high-dimensional problems. If
p � n, even when the latent random variables Wi’s are observed, the maximizer of the Q
function is not well-defined. Moreover, as Wi is generally latent and unobserved, we need
to calculate η̂i,k(θ̂

(t)) in (4), which involves the p-dimensional random vector X and the
p-dimensional parameter vectors βk’s.

To estimate the linear mixture regression model in high dimensions, we modify the
standard EM algorithm by encouraging sparsity. In high-dimensional statistics, it is often
assumed that the coefficients have many elements as zero, i.e, most elements in βk are zero.
But we further assume that βk has a joint sparsity structure, in that, for most j, we have
β1j = . . . = βKj = 0, where βkj represents the j-th element of βk. The group sparsity
facilitates the interpretation, as for each j, if β1j = . . . = βKj = 0, then the j-th element
of X is unimportant for the prediction of Y regardless of which mixture the observation
comes from. Moreover, the group sparsity benefits the E-step, because, with straightforward
calculation, we can rewrite (4) as

η̂i,k(θ̂
(t)) = ω̂

(t)
k /
(
ω̂

(t)
k +

∑
k′ 6=k

ω̂
(t)
k′ exp

{
(β̂

(t)
k′ − β̂

(t)
k )TXi(Yi − (β̂

(t)
k + β̂

(t)
k′ )TXi/2)/σ2

})
. (5)

Equation (5) shows an advantage of the group sparsity over the individual sparsity. It

implies the j-th element in X is unimportant for the evaluation of η̂i,k(θ̂
(t)) if β̂

(t)
k′ − β̂

(t)
k = 0

for all k, k′. The group sparsity guarantees that such a situation happens for most elements
in X and η̂i,k(θ̂

(t)) is determined by a few elements in X.
With the sparsity assumption, we modify the EM algorithm by imposing the group lasso

penalty (Yuan and Lin, 2006) on βk, for k = 1, · · · ,K. Our the penalized EM algorithm
replaces M-step by

θ̂
(t+1)
k = argmax

θ

2Q(θ | θ̂(t))− λ(t+1)
n

p∑
j=1

√√√√ K∑
k=1

β2
kj

 , (6)

where λ
(t+1)
n > 0 is the tuning parameter at the (t + 1)-th iteration and βkj be the j-th

element of βk. In the E-step, we evaluate θ̂
(t+1)
k by (5), which is the same as in the standard

EM algorithm. Clearly, our penalized EM algorithm reduces to the standard EM algorithm

when λ
(t+1)
n = 0 for all t = 0, 1, . . ..

The optimization in (6) is separable in ωk and βk. For ω, the updating equation is the

same as in the standard EM algorithm, i.e, ω̂
(t+1)
k =

∑n
i=1 η̂i,k(θ̂

(t))/n. For βk, it amounts
to minimizing the following objective function,

`(β1, · · · , βK) =
K∑
k=1

βTk Σ̂
(t+1)
k βk − 2

K∑
k=1

(ρ̂
(t+1)
k )Tβk + λ(t+1)

n

p∑
j=1

√√√√ K∑
k=1

β2
kj , (7)
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where ρ̂
(t+1)
k =

∑n
i=1 η̂i,k(θ̂

(t))XiYi/n and Σ̂
(t+1)
k =

∑n
i=1 η̂i,k(θ̂

(t))XiX
T
i /n. The convex

optimization in (7) can be done efficiently by the groupwise majorization descent algorithm
(Yang and Zou, 2015). We provide implementation details in appendix Section B.

The tuning parameter λ
(t)
n could either be fixed or varying across iterations. For theo-

retical consideration, in Algorithm 1, we set λ
(t+1)
n = κλ

(t)
n + Cλ

√
log(p)log(n)2/n, where

0 < κ < 1/2 and Cλ are generic constants, for ease of showing the statistical convergence

results. Note that λ
(t)
n is at the order of

√
log(p)log(n)2/n when t is large. Thus, in practice,

we fix λ
(t)
n = λ for all t and tune λ by the Bayesian information criterion (see our numerical

studies). For fixed λ
(t)
n = λ over all iterations, our penalized EM algorithm is maximizing

L(θ)− λ/2
p∑
j=1

√√√√ K∑
k=1

β2
kj , (8)

where L(θ) is the conditional log-likelihood of Y | X. The following lemma shows the
convergence result of Algorithm 1.

Lemma 1 If we set λ
(t)
n = λ for all t in Algorithm 1, the objective function from (8)

evaluated at θ̂(t+1) is guaranteed to be no less than the objective function from (8) evaluated
at θ̂(t). That is, the sequence of iterates {θ̂(t)}∞t=1 generated by Algorithm 1 monotonically
increase the value of the objective function from (8).

In Algorithm 1, σ2 is treated as a known parameter to facilitate theoretical studies.
Treating σ2 as known is also common in theoretical studies for mixture linear regression
(Yi and Caramanis, 2015; Balakrishnan et al., 2017; Zhang et al., 2020, e.g.). We leave
the detailed discussion for it in Section 3. In practice, the estimates of σ2 can be updated

straightforwardly in the EM algorithm as n−1
∑n

i=1

∑K
k=1 η̂i,k(θ̂

(t+1))(Yi−XT
i β̂

(t+1)
k )2. Sim-

ilar estimates are also adopted in numerical studies of Zhang et al. (2020).

Regularization strategies are also used by Yi and Caramanis (2015), Cai et al. (2019),
and Zhang et al. (2020) in high-dimensional EM algorithms. However, Cai et al. (2019)
considers the clustering problem instead of regression problem. Yi and Caramanis (2015);
Zhang et al. (2020) studies the regression problem with the addition of the lasso penalty
(Tibshirani, 1996) instead of the group lasso penalty. However, a key difference between
our algorithm and theirs is that they require data to be split into T batches, and the
(penalized) EM algorithm iterates T times, using one independent batch at each iteration.
The sample splitting is rarely performed in standard EM algorithms on low-dimensional
data, as it may decrease the computation efficiency. Instead, the sample splitting is an
attempt to circumvent technical difficulty in proving the convergence rate. Our proposed
EM algorithm does not split sample, but we will show that it achieves a high level of
accuracy regardless. Moreover, in addition to investigating the property of the penalized
EM algorithm in estimating model (1), we also study the effect of misspecification of σ2 and
the estimation of mixture linear regression when there are multiple responses; see Theorem 5
and Section 5, respectively.
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Algorithm 1 Group lasso penalized EM algorithm for model (1) in high dimensions

Input: Initial values ω̂
(0)
k , β̂

(0)
k , for k = 1, · · · ,K, maximum iteration number T , data

{Xi, Yi; i = 1, . . . , n}, and initial tuning parameter

λ(0)
n = C1(|ω̂(0)

1 − ω
∗
1| ∨ · · · ∨ |ω̂

(0)
K − ω

∗
K | ∨ ‖β̂

(0)
1 − β∗1‖2 ∨ · · · ∨ ‖β̂(0)

K − β
∗
K‖2)/

√
s

+ Cλ
√

log(n)2log(p)/s

for some positive constants C1 and Cλ.

Iterate: For t = 0, · · · , T − 1, do the following steps until convergence.

• For i = 1, · · · , n, let

η̂i,k(θ̂
(t)) = ω̂

(t)
k /
(
ω̂

(t)
k +

∑
k′ 6=k

ω̂
(t)
k′ exp

{
(β̂

(t)
k′ − β̂

(t)
k )TXi

(
Yi − (β̂

(t)
k + β̂

(t)
k′ )TXi/2

)
/σ2
})
.

• For k = 1, · · · ,K, update

ω̂
(t+1)
k =

1

n

n∑
i=1

η̂i,k(θ̂
(t)),

ρ̂
(t+1)
k =

1

n

n∑
i=1

(
η̂i,k(θ̂

(t))XiYi
)
,

Σ̂
(t+1)
k =

1

n

n∑
i=1

(
η̂i,k(θ̂

(t))XiX
T
i

)
,

and update β̂
(t+1)
k by minimizing

K∑
k=1

βTk Σ̂
(t+1)
k βk − 2

K∑
k=1

(ρ̂
(t+1)
k )Tβk + λ(t+1)

n

p∑
j=1

√√√√ K∑
k=1

β2
kj .

with λ
(t+1)
n = κλ

(t)
n + Cλ

√
log(p)log(n)2/n, where κ ∈ (0, 1/2).

Output: θ̂(t+1) = {ω̂(t+1)
1 , . . . , ω̂

(t+1)
K , β̂

(t+1)
1 , . . . , β̂

(t+1)
K }

3. Theory

3.1 Preliminary

We begin this section with some notations. For numbers a and b, a∨b means max{a, b}. For
an integer n, we let [n] denote the set {1, · · · , n}. For a vector x = (x1, · · · , xp)T , ‖x‖0 is the

number of nonzero elements in x, ‖x‖1 =
∑p

i=1 |xi|, and ‖x‖2 =
√∑p

i=1 x
2
i . For a symmetric
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matrix A, we denote λmin(A) and λmax(A) as the smallest and largest eigenvalues of A,

respectively. The Frobenius norm of a matrix A = (aij) is defined as ‖A‖F =
√∑

i,j a
2
ij .

The `2 norm of a matrix A is ‖A‖2 =
√
λmax(ATA). For a subset A ⊆ {1, · · · , p}, Ac

denotes its complement. For two sequences of positive numbers an and bn, an = O(bn)
means an ≤ cbn for a constant c > 0 for all n, an = o(bn) means that an/bn → 0 as
n → ∞, and bn � an means that an = o(bn). Let Sp−1 be the unit sphere. For a positive
integer s ≤ p/2, let set Γ2p(2s) = {µ ∈ R2p : ‖µSc‖1 ≤ 5

√
2s‖µS‖2 + 2

√
2s‖µ‖2 for some

S ⊂ [2p] with |S| = 4s} and Γ(s) = Γ2p(2s)1:p, where Γ2p(2s)1:p = {µ1:p : µ ∈ Γ2p(2s)}.
For a vector x and a symmetric matrix A, we define ‖x‖2,s = sup‖µ‖2=1,µ∈Γ(s)〈x, µ〉, and

‖A‖2,s = sup‖µ‖2=1,µ∈Γ(s) |µTAµ|.
We assume independent random predictors Xi ∼ N(0,Σ) in our theoretical analysis.

This is less restrictive than the assumption of Xi ∼ N(0, Ip) in Yi and Caramanis (2015)
and Balakrishnan et al. (2017) in that we allow the predictor to be correlated. In this
section, we consider K = 2, which is a common assumption in theoretical analysis for high-
dimensional EM algorithm (Yi and Caramanis, 2015; Cai et al., 2019; Zhang et al., 2020,
e.g.). We re-define θ = {ω1, β1, β2} since ω2 = 1−ω1. Let θ∗ be the true value of θ, and θ̂(t)

be the estimate of θ at the t-th step in Algorithm 1. The true parameter space we consider
is

Θ∗ = {θ∗ : ω∗1 ∈ (cw, 1− cw), ‖β∗k‖0 ≤ s, ‖β∗k‖2 ≤Mb, for k = 1, 2}.

This is a natural parameter space to consider. The condition ω∗1 ∈ (cw, 1− cw) guarantees
the sample size from each latent class is large enough. Condition on ‖β∗k‖2 ≤ Mb is also
similarly used in Yi and Caramanis (2015) under the data splitting framework and is milder
than a similar condition ‖β‖1 ≤ Mb used in Cai et al. (2019), where the EM algorithm for
Gaussian mixture model without data splitting is studied.

In theoretical studies, we first assume that the true value of σ2 denoted as σ2
∗ as a

known parameter, namely, the input σ2 is σ2
∗ in Algorithm 1. Without loss of generality, we

assume σ2
∗ = 1. Treating σ2 as known is also common in state-of-the-art theoretical studies

for mixture linear regression (Yi and Caramanis, 2015; Balakrishnan et al., 2017; Zhang
et al., 2020, e.g.). Although we do not analyze βk’s and σ2 simultaneously, we investigate
how the choice of σ2 influence the estimation of Algorithm 1 in Theorem 5.

Since σ2
∗ = 1 and K = 2, we simplify P(Wi = 1 | Yi, Xi, θ) as

ηi,1(θ) = 1/
[
1 + (ω2/ω1)exp{(β2 − β1)TXi · (Yi − (β1 + β2)TXi/2)}

]
,

and let ηi,2(θ) = P(Wi = 2 | Yi, Xi, θ) = 1 − ηi,1(θ). The following quantities are used
repeatedly in our theoretical analysis:

ω̂k(θ) =
1

n

n∑
i=1

ηi,k(θ), ρ̂k(θ) =
1

n

n∑
i=1

ηi,k(θ)XiYi,

Σ̂k(θ) =
1

n

n∑
i=1

ηi,k(θ)XiX
T
i , ωk(θ) = E

{ 1

n

n∑
i=1

ηi,k(θ)
}
,

ρk(θ) = E
{ 1

n

n∑
i=1

ηi,k(θ)XiYi
}
, Σk(θ) = E

{ 1

n

n∑
i=1

ηi,k(θ)XiX
T
i

}
,
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where the expectation is with respect to Xi and Yi, i = 1, . . . , n. Then we let M(θ) =
{ωk(θ), ρk(θ),Σk(θ), k = 1, 2}, Mn(θ) = {ω̂k(θ), ρ̂k(θ), Σ̂k(θ), k = 1, 2}, and define d2,s

(
M(θ1),M(θ2)

)
and d2

(
M(θ1),M(θ2)

)
as

max
k=1,2

{|ωk(θ1)− ωk(θ2)| ∨ ‖ρk(θ1)− ρk(θ2)‖2,s ∨ ‖(Σk(θ1)− Σk(θ2))β∗k‖2,s},

max
k=1,2

{|ωk(θ1)− ωk(θ2)| ∨ ‖ρk(θ1)− ρk(θ2)‖2 ∨ ‖(Σk(θ1)− Σk(θ2))β∗k‖2},

respectively, which are distances between M(θ1) and M(θ2).
Let ∆ =

√
(β∗2 − β∗1)TΣ(β∗2 − β∗1), which is a measure of the signal-to-noise ratio of the

mixture linear regression model. We define the contraction basin Bcon(θ∗) as follows.

Bcon(θ∗) = {θ : ωk ∈ (c0, 1− c0), ‖βk − β∗k‖2 ≤ Cb∆, βk − β∗k ∈ Γ(s), for k = 1, 2}.

Intuitively, the contraction basin requires that βk is not far away from the true parameter
β∗k. Under the technical conditions shown later, an initialization θ̂(0) falls in the contraction

basin can guarantee the subsequent estimators θ̂(t) in Algorithm 1 are all contained in the
contraction basin.

3.2 Main results

We first introduce some technical conditions before stating the theoretical results.

(C1) The eigenvalues of Σ satisfy that M1 ≤ λmin(Σ) ≤ λmax(Σ) ≤M2.

(C2) n� s log(p).

(C3) The signal-to-noise ratio ∆ > C1(c0) for a constant C1(c0) only depends on c0, and
Cb < C2(c0,M2) for a constant C2(c0,M2) only depends on c0,M2.

(C4) The initialization θ̂
(0)
0 = (ω̂

(0)
1 , β̂

(0)
1 , β̂

(0)
2 ) ∈ Bcon(θ∗).

Condition (C1) is a standard assumption on the covariance Σ in high-dimensional statis-
tics (Bickel and Levina, 2008; Cai et al., 2011). Condition (C2) is a common assumption
in high dimensions on the relationship among (n, p, s) to guarantee consistent estimation
(Meinshausen and Yu, 2009, e.g). In particular, it implies that the restrictive eigenvalue
condition infµ∈Γ(s)∩Sp−1{µT (

∑
i=1XiX

T
i /n)µ} > τ0 holds for a positive generic constant τ0

with high probability, and is used for proving the concentration of β̂
(t)
k in the t-th iteration.

Condition (C3) has two requirements. The first one is that the signal-to-noise ratio is larger
than a universal constant that does not depend on n and p so that the two mixtures are
distinguishable. This requirement was also previously used in mixture linear model (e.g.,
Yi and Caramanis, 2015; Balakrishnan et al., 2017; Zhang et al., 2020). The second one
is that, for the parameter βk in the contraction basin, the distance ‖βk − β∗k‖2 is bounded
by the signal-to-noise ratio multiplied by a generic constant independent of n and p. This
requirement makes all the βk in the contraction basin not too far away from the truth β∗k.
Condition (C4) ensures that the initialization is in the contraction basin. The contrac-
tion and concentration properties shown later guarantee that the estimates in each step of
Algorithm 1 stay in the contraction basin.
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Next, we present two lemmas about the linear convergence of the population EM updates
and the concentration of the sample estimation to the population one in each EM iteration.
The following two lemmas together with a key technical Lemma A.9 in the appendix are
highly non-trivial and serve as the building blocks of the main theory for Algorithm 1.

Lemma 2 Under conditions (C1) and (C3), if θ ∈ Bcon(θ∗), then

d2

(
M(θ),M(θ∗)

)
≤ κ0

(
|ω1(θ)− ω∗1| ∨ ‖β1 − β∗1‖2 ∨ ‖β2 − β∗2‖2

)
.

for some 0 < κ0 <
1

2∨(64/τ0) .

Lemma 3 Suppose that θ∗ ∈ Θ∗. Under condition (C1), there exists a constant Ccon > 0,
such that with probability at least 1− 4p−1,

sup
θ∈Bcon(θ∗)

d2,s(M(θ),Mn(θ)) ≤ Ccon

√
slog(n)2log(p)

n

Intuitively, Lemma 2 shows the computational contraction of Algorithm 1. It implies
that, in each EM iterations, the expectations of the updated estimators converge to the true
parameters at a linear rate. On the other hand, Lemma 3 establishes the statistical con-
vergence rate of estimators to their expectations in each EM iteration. When the iteration
steps are large enough, the computational error will be dominated by the statistical error,
which means that further iterations can not improve the statistical convergence rate of the
algorithm. Cai et al. (2019) also proved similar lemmas under the Gaussian mixture model,
but our proof is more challenging, as we are interested in the mixture linear regression
model. The unboundedness in both X and Y makes M(θ) more complicated and Mn(θ)
have heavier tails.

Thanks to Lemmas 2 and 3, we can show the following result for Algorithm 1.

Theorem 4 Under conditions (C1)–(C4), there exists a constant 0 < κ < 1/2, such that

β̂
(t+1)
k obtained by Algorithm 1 satisfies, with probability 1− 4p−1,

‖β̂(t+1)
k − β∗k‖2 = O

(
κt(|ω̂(0)

1 − ω
∗
1| ∨ ‖β̂

(0)
1 − β∗1‖2 ∨ ‖β̂

(0)
2 − β∗2‖2) +

√
slog(n)2log(p)

n

)
.

Consequently, for t ≥ {−log(κ)}−1log{n(|ω̂(0)
1 − ω∗1| ∨ ‖β̂

(0)
1 − β∗1‖2 ∨ ‖β̂

(0)
2 − β∗2‖2)},

‖β̂(t+1)
k − β∗k‖2 = O

(√s log(n)2log(p)

n

)
.

We make several remarks on Theorem 4. Firstly, compared with existing results (Yi et al.,
2014; Yi and Caramanis, 2015; Balakrishnan et al., 2017) requiring β2 = −β1 and X ∼
N(0, Ip), our model settings are more general. On one hand, note that β2 = −β1 is not
just a location shift of the response variable. As an illustration, when β1 = (1, 1, 0)T

and β2 = (0.5, 2, 0)T , a simple location shift cannot reduce the model to the case where
β2 = −β1. By removing the assumption that β2 = −β1, our theory is applicable to a larger
model space. On the other hand, the predictors are not likely to be uncorrelated in practice.
Thus, it is meaningful to extend the condition X ∼ N(0, Ip) to X ∼ N(0,Σ).
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Although we adopt the group lasso penalty in the algorithm, the theoretical results can
be naturally extended to the penalties that are decomposable (Negahban et al., 2012), such
as the popular lasso penalty in the literature. From a more technical perspective, the lasso
penalty is easier to handle in theoretical analysis than the group lasso penalty. The results
in Theorem 4 also hold for the lasso penalty with minor modifications to the proof of Lemma
A.9 (appendix Section F), where we would modify the penalized Q-function in Lemma A.9
as

`(β1, β2) =
2∑

k=1

βTk Σ̂
(t+1)
k βk − 2

2∑
k=1

(ρ̂
(t+1)
k )Tβk + λ(t+1)

n

2∑
k=1

‖βk‖1.

The optimization is thus separable for each βk. For each k, using the same technique as

Lemma A.9, we can show that β̂
(t+1)
k − β∗k ∈ Γ(s) (under a new Γ(s) = {µ ∈ Rp : ‖µSc‖1 ≤

5
√
s‖µS‖2 + 2

√
s‖µ‖2} that takes a simpler form compared with that in the group lasso),

and ‖β̂(t+1)
k − β∗k‖2 ≤

4
τ0
d2,s

(
Mn(θ̂(t)),M(θ∗)

)
+ 2

τ0

√
sλ

(t+1)
n . Those two results are exactly

the same as in Lemma A.9, which are applied to the proof in Section F.2 to obtain the

concentration results for β̂
(t+1)
k . Therefore, our proof technique is more general and implies

the same convergence rate for lasso penalty as stated in Theorem 4.

Moreover, unlike the extensive literature about the sample-splitting EM algorithms for
mixture linear regression (Yi et al., 2014; Yi and Caramanis, 2015; Zhang et al., 2020),
the convergence result in Theorem 4 does not require sample splitting. Sample splitting
is not desirable, especially when we have a small sample size. Splitting a limited number
of observations into T batches decreases the estimation efficiency, makes the estimation
less stable and is rarely used in practice. Hence, it is meaningful to develop theoretical
results without data splitting for mixture linear regression, as those in Theorem 4. To
our best knowledge, Theorem 4 is the first theoretical result for the high-dimensional EM
algorithm of mixture linear regression without data splitting. Also note that the convergence
rate we obtain is nearly optimal. When the latent random variables Wi’s are known, the
optimal rate is

√
slog(p)/n (Ye and Zhang, 2010, e.g.), while when Wi’s are unknown,

Zhang et al. (2020) gives an estimation rate of
√
slog(p)logn/n with sample splitting. Our

result is slightly slower than these rates by the factors of logn and log1/2n, respectively.
The additional log(n) terms are the price of no data splitting. Technically, to prove the
convergence results without data splitting, we have to bound the tails of the supremum of
unbounded random processes, which is much more challenging than bounding the random
variables.

In Section 2, Lemma 1 only states that the algorithm can converge but does not answer
if and when it can converge to the global optima or the ground truth. Theorem 4 answers
it both computationally and statistically and provides more information. Starting with an
initialization in the contraction basin, Theorem 4 says that the proposed algorithm can
converge to the true parameters with a convergence rate containing both computational
error and statistical error. It is a direct analysis to the output obtained by the algorithm.

In the convergence, κt(|ω̂(0)
1 − ω∗1| ∨ ‖β̂

(0)
1 − β∗1‖2 ∨ ‖β̂

(0)
2 − β∗2‖2) can be viewed as the

computational error. It is an exponential function for t. Since κ < 1, when t→∞, this term
disappear. It can also be viewed as the geometric convergence, except that the convergence
is to the ground truth instead of the global solution. The second term

√
slog(n)2log(p)/n

is the statistical error, which cannot disappear no matter how many EM updates we run.

11
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Combining those two errors, if t ≥ {−log(κ)}−1log{n(|ω̂(0)
1 −ω∗1|∨‖β̂

(0)
1 −β∗1‖2∨‖β̂

(0)
2 −β∗2‖2)},

the computational error will be dominated by the statistical error. So, after this step, further
EM updates will not improve the convergence rate of the algorithm’s output. Note that

{−log(κ)}−1log{n(|ω̂(0)
1 −ω∗1|∨‖β̂

(0)
1 −β∗1‖2∨‖β̂

(0)
2 −β∗2‖2)} only involves a logn term. After

almost finite EM updates, the proposed algorithm can provide a good enough estimation
in practice.

Now we turn to the effect of the misspecification of σ2. In most existing theoretical
analysis including this one, σ2 is usually treated as a known parameter in theoretical studies
for the mixture linear regression model. There are two reasons for this treatment. On
one hand, the regression coefficients are of primary interest in regression models. On the
other, statistical analysis for mixture regression model with known σ2 is already challenging.
However, in practice σ2 is almost never known. Statisticians often plug in an estimated
value of σ2, which differs from σ2

∗. Yet it is unclear how the misspecification affects the
estimation of the mixture linear regression. In the following theorem, we obtain a non-
asymptotic convergence result for Algorithm 1 with misspecified σ2, which indicates that
although a misspecified σ2 brings bias to the estimation, it usually has a minor influence
on the mixture linear regression model with a large signal-to-noise ratio.

Theorem 5 Let β̃
(t+1)
k be the estimation of Algorithm 1 in the (t+ 1)-th EM step where σ2

may not equal to σ2
∗. Let ξ = σ∗(2σ

2
∗/σ

2 − 1)−1 · (∆/σ∗)−2 ·
∣∣1− σ2

∗/σ
2
∣∣. Under Conditions

(C1)-(C4) and σ2 < 2σ2
∗, there exists a constant 0 < κ < 1/2 such that, with probability

1− 4p−1,

‖β̃(t+1)
k − β∗k‖2 = O

(
κt(|ω̂(0)

1 − ω
∗
1| ∨ ‖β̂

(0)
1 − β∗1‖2 ∨ ‖β̂

(0)
2 − β∗2‖2) + σ∗

√
slog(n)2log(p)

n
+ ξ
)
.

Consequently, for t ≥ {−log(κ)}−1log{n(|ω̂(0)
1 − ω∗1| ∨ ‖β̂

(0)
1 − β∗1‖2 ∨ ‖β̂

(0)
2 − β∗2‖2)},

‖β̃(t+1)
k − β∗k‖2 ≤ c1ξ + c2σ∗

√
slog(n)2logp

n
,

where c1 and c2 are generic constants that are not related to σ2 and σ2
∗.

We make several remarks for Theorem 5. Firstly, The only difference between the
convergence rates in Theorems 4 and 5 is the bias term c1ξ and is exactly 0 when σ2 = σ2

∗.
Although not using σ2

∗ in Algorithm 1 may return a biased estimation, the bias is small
when σ2 is close to σ2

∗.

Secondly, the bias term is also a function of (∆/σ∗)
−2. When the signal-to-noise ra-

tio ∆ is large, the bias term is small regardless of the value of σ2. Specifically, if ∆ �
O(n1/4/[slog(n)2logp]1/4), then the bias term is ignorable compared with

√
slog(n)2logp/n.

Intuitively, when ∆ → ∞, the mixtures can be easily identified, which makes the mixture
linear regression model reduce to linear regression models. It is well known that the choice
of σ2 in the linear regression model does not affect the maximum likelihood estimation
for the coefficients. Thus, when ∆ → ∞, the bias term disappears. However, the current
parameter space Θ∗ we consider restrict ∆ to be bounded above by a constant. Removing
this assumption can cause some statistics in the proof no longer to be sub-Gaussian or
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sub-exponential, which makes the theoretical studies more challenging. The study for the
case, where ∆ can also diverge, is more challenging and beyond the scope of this paper.

Thirdly, for high-dimensional mixture linear regression model, the signal-to-noise ratio
needs to be sufficiently large to make the mixtures identifiable. Hence, the bias term is
usually small in practice. The numerical studies in Section 4.3 demonstrate that σ2 has a
minor influence on the performance of Algorithm 1 for relatively large ∆. For example, the
empirical averaged biases based on 100 replicates are smaller than 0.05 when σ2 is between
0.75 and 1.5 for the first two settings. Please see Section 4.3 for the detailed model settings
and discussions.

Finally, Theorem 5 also connects the proposed algorithm with Lloyd’s Algorithm, which
is another popular algorithm for the mixture models. When σ2 → 0, the proposed algorithm
can be viewed as a variant of Lloyd’s Algorithm. For this scenario, the bias term is smaller
than 2c1(∆/σ∗)

−2, which means that, even when σ2 is seriously misspecified as 0, the bias
can still be small when ∆ is large. We also remark that the condition σ2 < 2σ2

∗ is not
necessary for the algorithm in practice, but only a requirement in theory due to technical
reasons.

4. Simulation studies

4.1 Simulation set-up

In this section, we investigate the empirical performance of Algorithm 1. For practical
initialization, we start with lasso regression (Tibshirani, 1996) of Y on X to roughly select
important predictors and then apply the tensor power method (Anandkumar et al., 2014) on
the selected variables to get initializations for βk and mixing proportion ωk, k = 1, · · · ,K.
We use T = 20 as the maximum number of iterations in Algorithm 1, and stop the iterations

when ‖(β̂(t+1)
1 , . . . , β̂

(t+1)
K ) − (β̂

(t)
1 , . . . , β̂

(t)
K )‖F < 10−3 . We use a single tuning parameter

λ = λ
(t)
n for all t = 0, 1, . . . , T and choose λ based on the Bayesian information criterion.

We include the following methods: 1) Oracle, we fit the standard EM algorithm on
the true subset of s relevant predictors. 2) Initial, after using the tensor power method
to get the initialization for βk, k = 1, · · · ,K, we plug them into (5) to get an estimation
for the weight η̂ik to the i-th sample, i = 1, · · · , n. Then, we label the i-th sample with
argmaxk=1,··· ,K η̂ik. After that, we fit lasso regressions separately for each estimated mix-
tures to estimate βk. Compared with the tensor power method, this method returns sparse
estimations. 3) GLLiM, the Gaussian Local Linear Mapping EM algorithm (Deleforge et al.,
2015) that is implemented in the R package xLLiM. 4) HDEM, our implementation of the
high-dimensional EM algorithm proposed by Zhang et al. (2020). 5) PSEM, i.e., the post-
selection EM algorithm, we fit the standard EM algorithm on the selected variables from
Algorithm 1. and finally 6) PEM, the penalized EM algorithm (Algorithm 1).

We consider the following simulation models, where we first generate independent pre-
dictor Xi ∼ N(0,Σ) and error εi ∼ N(0, 1) and then Yi follows from the mixture linear
regression (1). For all the four simulation examples, we fix the first s = 10 coefficients in βk
to be nonzero and consider both p = 400 and p = 1000 settings. The total sample size n is
set to be 400 for models (M1)–(M3), where we have two mixtures, and 600 for model (M4),
where we have three mixtures. The symmetric mixture assumption does not hold in any
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of our models, β1 6= −β2. In model (M5), we investigate the performance of the proposed
algorithm when the group-wise sparse structure is violated.

• (M1) Two mixtures with ω1 = ω2 = 0.5, and auto-regressive covariance structure
[Σ]ij = 0.3|i−j| for i, j = 1, . . . , p. The nonzero coefficients of β1 is generated inde-
pendently from N(0, 1); and the nonzero coefficients of β2 is β2j = β1j + 2 · sgn(β1j),
j = 1, . . . , s.

• (M2) Same as (M1) but with weaker signals:β2j = β1j + 1 · sgn(β1j), j = 1, . . . , s.

• (M3) Same as (M1) but with a different covariance Σ based on Erdós-Rényi random
graph. Let Σ̃ = (σ̃ij), where σ̃ij = uijδij , δij follows Bernoulli(0.1) distribution, and

uij ∼ Uniform[0.5, 1] ∪ Uniform[−1,−0.5]. Then let Σ̃1 = (Σ̃ + Σ̃T )/2 and Σ∗ =

Σ̃1 + {max(−λmin(Σ̃1), 0) + 0.05}Ip. Finally, Σ∗ is standardized to have 1’s on the
diagonal.

• (M4) Three mixtures with ω1 = ω2 = ω3 = 1/3. The nonzero elements of β1 and β3

are −1 and 5, respectively, and the nonzero elements of β2 are evenly spaced between
1 and 3.

• (M5) The same as (M1) but with the two mixtures consist of distinct sets of important
variables. With n = p = 400, we set the first ten elements of β1 as 1 and set the ten
consecutive elements of β2 as 2, starting with the j-th elements, j ∈ {1, 3, 5, 7, 9, 11}.
As such, the number of shared non-zero elements between β1 and β2 is varying from
0 (no overlap of important variables) to 10 (joint sparsity structure).

4.2 Simulation results

The performances of those methods are evaluated using the following criteria. The parame-

ter estimation errors are defined as

√∑K
k=1 ‖β̂k − βk‖22 for β and

∑K
k=1 |ω̂k − ωk| × 100

for ω. The mixture estimation error is defined as
∑n

i=1 I(Ŵi 6= Wi)/n × 100, where

Ŵi = argmaxk=1,...,K η̂i,k(θ̂) for i = 1, . . . , n. We also consider the mean squared perdition
error for the methods. We generate an independent testing data sets from the simulation
model with the same sample size, use the estimated regression coefficients and mixture
labels to predict the response, and then calculate the mean squared perdition error. For
methods perform variable selection, we also recorded the true positive and false positive
rates of variable selection.

The estimation results are summarized in Table 1, particularly for β’s estimation we
further plot the results from 100 replicates in Figure 1. As expected, the oracle method,
i.e., the standard EM algorithm applied to the truly relevant s = 10 predictors, has the
best performance. On the other hand, the method that does not perform variable selection,
GLLiM, failed for all the simulation settings. The proposed method, PEM, has encouraging
performances for all the simulation models; overall, it is comparable to the oracle method
and has a slight edge over the very recent method HDEM (Zhang et al., 2020). The ad-
vantage of our method over HDEM, which updates each βk separately via lasso penalized
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M1
p = 400 p = 1000

βk ωk Wi βk ωk Wi

Oracle 0.44 (0.04) 6.08 (0.55) 8.43 (0.14) 0.39 (0.01) 6.18 (0.45) 8.40 (0.13)
PSEM 0.57 (0.06) 6.31 (0.55) 9.17 (0.42) 0.76 (0.12) 6.28 (0.47) 10.50 (0.77)
GLLiM 9.63 (0.01) 68.18 (2.29) 33.23 (1.21) 9.68 (0.01) 74.20 (2.28) 34.24 (1.33)
Initial 5.14 (0.05) 32.14 (2.02) 41.75 (0.55) 5.34 (0.04) 35.84 (2.21) 42.46 (0.54)
HDEM 1.22 (0.09) 8.60 (0.61) 10.71 (0.61) 1.93 (0.18) 10.17 (1.18) 15.34 (1.32)
PEM 1.04 (0.05) 6.67 (0.58) 9.79 (0.43) 1.26 (0.09) 7.08 (0.52) 10.91 (0.76)
M2 p = 400 p = 1000

Oracle 0.44 (0.03) 12.29 (0.84) 16.21 (0.21) 0.45 (0.03) 11.56 (0.69) 15.97 (0.17)
PSEM 0.64 (0.03) 13.67 (0.90) 17.78 (0.40) 0.70 (0.02) 14.06 (0.93) 18.15 (0.21)
GLLiM 6.74 (0.01) 67.01 (1.98) 33.95 (1.10) 6.77 (0.01) 68.60 (2.12) 33.04 (1.04)
Initial 2.79 (0.04) 46.08 (2.44) 44.03 (0.42) 2.99 (0.04) 55.76 (2.43) 44.75 (0.41)
HDEM 1.26 (0.06) 30.87 (1.21) 22.58 (0.63) 1.96 (0.10) 41.59 (2.15) 29.65 (1.11)
PEM 1.03 (0.04) 23.63 (1.32) 19.95 (0.44) 1.39 (0.08) 33.36 (2.31) 23.28(0.86)
M3 p = 400 p = 1000

Oracle 0.56 (0.09) 8.16 (0.62) 10.09 (0.14) 0.48 (0.07) 7.60 (0.55) 9.70 (0.16)
PSEM 0.67 (0.09) 7.97 (0.59) 11.78 (0.64) 0.65 (0.07) 7.81 (0.56) 11.10 (0.52)
GLLiM 9.65 (0.01) 68.41 (1.95) 33.72 (1.11) 9.54 (0.01) 67.52 (2.15) 33.97(1.02)
Initial 5.02 (0.05) 36.47 (1.96) 43.41 (0.52) 5.30 (0.04) 43.71 (2.18) 43.79 (0.47)
HDEM 1.54 (0.12) 11.82 (0.73) 14.12 (0.94) 2.07 (0.18) 13.39 (1.02) 17.68 (1.31)
PEM 1.21 (0.08) 10.67 (0.72) 12.27 (0.63) 1.39 (0.07) 10.47 (0.73) 12.10 (0.54)
M4 p = 400 p = 1000

Oracle 1.03 (0.28) 5.14 (0.32) 7.57 (0.10) 1.35 (0.38) 5.28 (0.53) 7.53 (0.11)
PSEM 1.80 (0.52) 5.21 (0.34) 10.82 (1.21) 3.56 (0.67) 6.58 (0.59) 16.53 (1.94)
GLLiM 17.38 (0.01) 52.15 (2.72) 33.79 (0.60) 17.40 (0.01) 54.10 (2.25) 34.99 (0.63)
Initial 13.16 (0.17) 18.56 (0.98) 49.62 (0.64) 13.54 (0.14) 18.48 (0.91) 51.21 (0.60)
HDEM 8.87 (0.86) 8.93 (0.65) 30.02 (2.51) 12.08 (0.73) 19.28 (1.28) 43.62 (2.42)
PEM 2.43 (0.42) 5.08 (0.30) 11.49 (1.23) 3.99 (0.57) 6.32 (0.46) 17.10 (1.94)

Table 1: Average estimation errors based on 100 replicates (standard errors in parentheses).

p Oracle PSEM GLLiM Initial HDEM PEM

M1
400 1.02 (0.08) 1.21 (0.12) 65.54 (0.70) 12.63 (0.19) 1.73 (0.16) 1.39 (0.03)
1000 0.94 (0.01) 1.68 (0.36) 64.71 (0.53) 13.44 (0.23) 3.06 (0.36) 1.80 (0.15)

M2
400 0.86 (0.01) 1.04 (0.04) 32.68 (0.32) 3.78 (0.06) 1.66 (0.08) 1.30 (0.05)
1000 0.88 (0.04) 1.23 (0.07) 32.25 (0.25) 4.10 (0.06) 2.51 (0.12) 1.64 (0.08)

M3
400 1.27 (0.14) 1.41 (0.16) 46.50 (0.51) 9.22 (0.11) 2.27 (0.22) 1.59 (0.08)
1000 1.04 (0.07) 1.47 (0.19) 44.47 (0.47) 10.42 (0.15) 3.75 (0.34) 2.05 (0.14)

M4
400 1.96 (0.41) 2.51 (0.60) 175.16 (1.74) 56.63 (1.23) 8.43 (1.44) 2.78 (0.52)
1000 1.83 (0.34) 12.61 (2.93) 173.77 (1.76) 60.81 (1.28) 39.13 (2.89) 9.09 (1.86)

Table 2: Mean squared perdition error based on 100 replicates (standard errors in paren-
theses).

estimation in the M-step, can be explained by the group-wise penalization and joint esti-
mation of all βk’s in the M-step. In model M4 with three mixtures, our approach of joint
estimation has even more gains in estimation accuracy.

We report the mean squared prediction errors of the methods in Table 2. The results are
similar as the estimation error, namely oracle method has the best performance, followed
by PSEM and PEM. We note that PSEM performs slightly better than PEM under models
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Figure 1: The estimation error of βk’s based on 100 replicates.
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Figure 2: Model M5. Mean estimation error (left plot) and prediction error (right plot) and
their standard errors (visualized by the length of interval on the plots).

M1–M3, where the variable selection results are excellent, but performs worse than PEM
under model M4 with p = 1000, where the variable selection results are not as good as
models M1–M3.

The sparsity pattern targeted by the group lasso encompasses scenarios where the spar-
sity patterns within two mixtures are different. In model (M5), we highlight the benefits
of employing the group lasso when the two mixtures consist of distinct sets of important
variables. Figure 2 shows the mean estimation error for the regression coefficients and
prediction error when the number of shared non-sparse elements between β1 and β2 varies
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M1 p = 400 M1 p = 1000 M2 p = 400 M2 p = 1000
TPR FPR TPR FPR TPR FPR TPR FPR

Initial 83.2 (0.21) 8.3 (0.05) 76.4 (0.23) 3.2 (0.02) 88.3 (0.19) 8.9 (0.05) 79.6 (0.21) 4.3 (0.03)
HDEM 92.7 (0.09) 1.4 (0.03) 86.6 (0.15) 1.5 (0.03) 89.8 (0.01) 1.9 (0.02) 81.4 (0.25) 1.2 (0.01)
PEM 100 (0) 0.9 (0.02) 100 (0) 0.7 (0.02) 100 (0) 1.2 (0.01) 100 (0) 0.8 (0.01)

M3 p = 400 M3 p = 1000 M4 p = 400 M4 p = 1000

Initial 89.1 (0.16) 0.5 (0.05) 73.4 (0.25) 3.9 (0.03) 47.5 (0.31) 4.0 (0.05) 38.3 (0.28) 1.7 (0.02)
HDEM 95.0 (0.06) 2.6 (0.05) 80.2 (0.12) 1.7 (0.03) 83.4 (0.24) 12.6 (0.15) 64.7 (0.33) 6.7 (0.06)
PEM 100 (0) 1.3 (0.02) 100 (0) 0.5 (0.01) 100 (0) 2.7 (0.11) 100 (0) 3.8 (0.09)

Table 3: Average true positive rate (TPR) and false positive rate (FPR) for variable
selection based on 100 replicates (standard errors in parentheses).

from 0 (no overlap of important variables in two mixtures) to 10 (exactly the same set of
important variables in two mixtures). When this number is small, the group lass approach
in PEM is not much worse than the lasso approach in HDEM. However, when the number
increases, say more than 6, PEM starts to outperform HDEM even when the two mixtures
have different sparsity patterns.

We also note that Algorithm 1 substantially improves over the Initial values. Even
when the initialization is quite far from the truth, the proposed algorithm improves over
iterations in terms of all the evaluation criteria. This is partly explained by the guaranteed
monotonicity of our iterative algorithm in the penalized log-likelihood (see Lemma 1).

4.3 Simulations for misspecified σ2 in Algorithm 1

In this section, we show some simulation results for using different σ2 in Algorithm 1. The
data is generated from (1). We set K = 2, ω1 = ω2 = 1/2, p = 400, n = 400, and the true
value of σ2 to be 1. The nonzero coefficients of β1 is generated independently from N(0, 1);
and the nonzero coefficients of β2 is β2j = β1j+δ ·sgn(β1j), j = 1, . . . , p. The signal strength
δ takes value from {0.75, 1, 2} and the input variance σ2 in Algorithm 1 takes value from
{0.5, 0.75, 1, 1.5, 2}.

σ2 = 0.5 σ2 = 0.75 σ2 = 1 σ2 = 1.5 σ2 = 2
δ = 2 1.19 (0.08) 1.05 (0.03) 1.05 (0.03) 1.06 (0.03) 1.13 (0.07)
δ = 1 1.05 (0.05) 1.01 (0.04) 1.03 (0.04) 1.06 (0.03) 1.23 (0.05)
δ = 0.75 1.50 (0.09) 1.51 (0.10) 1.60 (0.09) 2.43 (0.12) 3.28 (0.07)

Table 4: Coefficient estimation errors for Algorithm 1 with different input σ2 based on 100
replicates. (standard errors in parentheses).

From Table 4 and Figure 3, when δ equals 1 and 2, using all the five σ2 in Algorithm
1 returns good estimations. Although when σ2 is 0.5 or 2, the performances are slightly
worse, but can still capture the mixture information and give accurate enough estimates.
The results are consistent with Theorem 5. For mixture linear regression models with a
large signal-to-noise ratio, the choice of σ2 has a minor influence on the performance of
Algorithm 1. When δ is 0.75, the signal-to-noise ratio is not large enough, the performance
of Algorithm 1 becomes worse, no matter the value of σ2. This is mainly caused by the
poor quality of the initialization. It deserves to notice that when σ2 equals 0.5 or 0.75, the
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Figure 3: Coefficient estimation errors for Algorithm 1 with different input σ2 based on 100
replicates.

performance of the algorithm is slightly better than taking σ2 = 1. This result indicates
that when the signal-to-noise ratio is relatively small, Algorithm 1 can be less sensitive to
the initialization if σ2 takes a smaller value than the true one.

5. Extension to multivariate mixture linear regression

5.1 Model and algorithm

In this section, we consider a generalization of the mixture linear regression model, where
Y is a q-dimensional response. Specifically, we consider the model

P(W = k) = ωk, Y | (X,W = k) ∼ N(βTk X,Σy), (9)

where β ∈ Rp×q and Σy ∈ Rq×q is a symmetric and positive definite matrix. We will answer
two questions: Does the penalized EM algorithm still work and have similar convergence
results for multiple response cases? If so, what is the advantage of considering q responses
simultaneously than q mixture linear regression problems separately?

As the mixture linear regression model, to handle the high-dimensionality of X, we
assume the matrix coefficients βk, k = 1, · · · ,K, to be sparse, and the sparsity patterns are
the same for all the mixtures. We redefine S = {(i, j) : (βk)ij 6= 0, i = 1 · · · , p, j = 1, · · · , q}
and s = |S|0 be the cardinality of S. We allow p� n and q to grow linearly with s.

In model (9), our parameter of interest is θ = {ω1, · · · , ωk, β1, · · · , βK}. The error
covariance Σy is treated as a known parameter. The penalized EM algorithm for solving
(9) is analogous to Algorithm 1 and is summarized in Algorithm 2. Similar to Algorithm 1,
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Algorithm 2 Group lasso penalized EM algorithm for model (9)

Input: Initial values ω̂
(0)
k , β̂

(0)
k , for k = 1, · · · ,K, maximum iteration number T , data

{Xi, Yi; i = 1, . . . , n}, and initial tuning parameter

λ(0)
n = C1(|ω̂(0)

1 − ω
∗
1| ∨ · · · ∨ |ω̂

(0)
K − ω

∗
K | ∨ ‖β̂

(0)
1 − β∗1‖F ∨ · · · ∨ ‖β̂(0)

K − β
∗
K‖F )/

√
s

+ Cλ
√

log(n)2log(pq)/s

for some positive constants C1 and Cλ.

Iterate: For t = 0, · · · , T − 1, do the following steps until convergence.

• For i = 1, · · · , n, let

η̂i,k(θ̂
(t)) = ω̂

(t)
k /
(
ω̂

(t)
k +

∑
k′ 6=k

ω̂
(t)
k′ exp

{
XT
i (β̂

(t)
k′ − β̂

(t)
k )Σ−1

y

(
Yi − (β̂

(t)
k + β̂

(t)
k′ )TXi/2

)})
.

• For k = 1, · · · ,K, update

ω̂
(t+1)
k =

1

n

n∑
i=1

η̂i,k(θ̂
(t)),

ρ̂
(t+1)
k =

1

n

n∑
i=1

(
η̂i,k(θ̂

(t))XiY
T
i Σ−1

y

)
,

Σ̂
(t+1)
k =

1

n

n∑
i=1

(
η̂i,k(θ̂

(t))XiX
T
i

)
,

and update β̂
(t+1)
k by minimizing

K∑
k=1

tr
(
Σ−1
y βTk Σ̂

(t+1)
k βk

)
− 2

K∑
k=1

tr
(
(ρ̂

(t+1)
k )Tβk

)
+ λ(t+1)

n

p∑
j=1

q∑
l=1

√√√√ K∑
k=1

(βk)
2
jl.

with λ
(t+1)
n = κλ

(t)
n + Cλ

√
log(pq)log(n)2/n, where κ ∈ (0, 1/2) and (βk)jl is the

(j, l)-th element of βk.

Output: θ̂(t+1) = {ω̂(t+1)
1 , . . . , ω̂

(t+1)
K , β̂

(t+1)
1 , . . . , β̂

(t+1)
K }

the formula of λ
(t)
n is mainly for theoretical consideration. In practice, we fix λ

(t)
n = λ over

all iterations.
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5.2 Theoretical analysis

In this section, we consider the theoretical studies for Algorithm 2. We assume that Σy

is a known parameter and is symmetric and positive definite. Recall that, even for the
univariate-response mixture linear regression, theoretical analysis for unknown variance σ2

is extremely challenging and has not been considered in high dimensions. As a result, for
multiple-response mixture linear regression, it makes sense to assume that Σy is known as a
necessary simplification. As such, we focus on the coefficients βk as parameters of interest.
To the best of our knowledge, there is little work for multiple-response mixture regression
even in this simplified context.

We first define the following additional notations. For a matrix A ∈ Rp×q, ‖A‖F is
its Frobenius norm and ‖A‖F,s = supµ∈Rp×q ,‖µ‖F=1,vec(µ)∈Γ(s)〈A,µ〉F . The true parameter
space we consider now is

Θ∗ = {θ∗ : ω∗1 ∈ (cw, 1− cw), ‖vec(β∗k)‖0 ≤ s, ‖β∗k‖F ≤Mb, for k = 1, 2},

and the signal-to-noise ratio is re-defined as ∆ =
√

tr((β∗2 − β∗1)TΣ(β∗2 − β∗1)Σy)/q. Then
we define dF,s

(
M(θ1),M(θ2)

)
and dF

(
M(θ1),M(θ2)

)
as

max
k=1,2

{|ωk(θ1)− ωk(θ2)| ∨ ‖ρk(θ1)− ρk(θ2)‖F,s ∨ ‖(Σk(θ1)− Σk(θ2))β∗k‖F,s},

max
k=1,2

{|ωk(θ1)− ωk(θ2)| ∨ ‖ρk(θ1)− ρk(θ2)‖F ∨ ‖(Σk(θ1)− Σk(θ2))β∗k‖F },

respectively, and the new constriction basin Bcon(θ∗) as

Bcon(θ∗) = {θ : ωk ∈ (c0, 1− c0), ‖βk − β∗k‖F ≤ Cb∆, vec(βk − β∗k) ∈ Γ(s), for k = 1, 2}.

We require the same technical conditions as the mixture linear regression with a modi-
fication to Condition (C3):

(C3’) The new signal-to-noise ratio ∆ =
√

tr((β∗2 − β∗1)TΣ(β∗2 − β∗1)Σy)/q > C1(c0) for a
constant C1(c0) only depends on c0, and Cb < C2(c0,M2) for a constant C2(c0,M2)
only depends on c0,M2.

The new signal-to-noise ratio reveals a fundamental difference of considering q responses
together than q mixture linear regressions separately. To see this, consider the case Σy = Iq
and define βk,j as the j-th column of βk, i.e, the regression coefficient of the j-th element of Y
andX. Further define the individual signal-to-noise-ratio as ∆j =

√
(β1,j − β2,j)TΣ(β1,j − β2,j).

If we apply Algorithm 1 to the j-th element of Y and X, for j = 1, . . . , q, then we need all
of ∆j to be bounded below, as discussed in Section 3. In other words, when some ∆j are
small and the two mixtures are not well separated on this coordinate, Algorithm 1 may not
be able to estimate the corresponding coefficients. However, if we consider all the responses

simultaneously in multivariate mixture linear regression, we only require ∆ =
√∑q

j=1 ∆2
j/q,

the average of q signal-to-noise ratios, to be greater than a constant. We can allow some
responses to have small signal-to-noise ratios without rendering Algorithm 2 inapplicable.
This is because all the response shares the common latent structure. The responses with
large signal-to-noise ratios can help enhance the identification of the mixtures for the re-
sponses with small signal-to-noise ratios.
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As a brief numerical illustration, we generated simulated datasets from (9) with K = 2,
n = 400, p = 100, s = 10, q = 2, Σy = Iq and [Σ]ij = 0.3|i−j|. The first 5 rows of βk,
k = 1, 2, are set to be nonzero. More specifically, the nonzero coefficients of the first and
second columns of β1 are generated from N(0, 1); and the nonzero coefficients of β2 are
(β2)j1 = (β1)j1 +2 · sgn((β1)j1) and (β2)j2 = (β1)j2 +δ · sgn((β1)j2). The signal strength is 2
for the first response and δ for the second one. We vary δ from 0.5 to 2 with increments of 0.5.
From Figure 4, we can see that the coefficient estimation errors for Algorithm 2 remain at a
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Figure 4: The reported results for each signal strength are medians of 100 replicates. In the
left panel, β:j(M) represents the estimation error for the j-th column of β using Algorithm 2;
β:j represents the estimation error for the j-th column of β using Algorithm 1 separately for
each response. In the right panel, MMLR represents the estimation error for the mixtures
using Algorithm 2; MLR-Direction1 and MLR-Direction2 represent the estimation error for
the mixtures using Algorithm 1 separately for the first and second element of the response,
respectively.

low level for all signal strengths and the mixture estimation error gains slightly improvement
when the signal strength of the second response increases. When the signal strength of the
second response is weak, the strong signal of the first response assists the recovery of the
mixtures and helps increase the coefficient estimation accuracy of the second coefficient
substantially. As a comparison, when using Algorithm 1 separately for each response, the
estimation errors for the second coefficient and mixture increase quickly when the signal
strength decreases. In terms of the mixture estimation error, it even performs like random
guessing when the δ is 0.5.

The following lemmas and theorem rigorously show the statistical convergence for Al-
gorithm 2.

Lemma 6 Under conditions (C1),(C3’), if q = O(s) and θ ∈ Bcon(θ∗), then

dF
(
M(θ),M(θ∗)

)
≤ κ0

(
|ω1(θ)− ω∗1| ∨ ‖β1 − β∗1‖F ∨ ‖β2 − β∗2‖F

)
.

for some 0 < κ0 <
1

2∨(64/τ0) .
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Lemma 7 Suppose that θ∗ ∈ Θ∗. Under condition (C1), there exists a constant Ccon > 0,
such that with probability at least 1− 4(pq)−1,

sup
θ∈Bcon(θ∗)

dF,s(M(θ),Mn(θ)) ≤ Ccon

√
slog(n)2log(pq)

n

Lemmas 6 & 7 can be interpreted similarly to Lemmas 1 and 2, respectively. However, since
we are now interested in multivariate response, we further assume condition q = O(s) in
addition to the technical conditions (C1) to (C4). The assumption on q results from the
signal-to-noise ratio. Note that ∆ = O(s/q). In order for the condition ∆ > C1 to hold, we
need q = O(s). However, when this assumption holds, q, i.e, the dimensionality of Y , has a
relatively small effect on the estimation error, as we only have an additional factor of logq
in Lemma 7 in comparison to Lemma 3.

Combine Lemmas 6 & 7 and we have the following theorem.

Theorem 8 Under conditions (C1), (C2), (C3’), and(C4) and q = O(s), there exists a

constant 0 < κ < 1/2, such that β̂
(t+1)
k obtained by Algorithm 2 satisfies, with probability

greater than 1− 4(pq)−1,

‖β̂(t+1)
k − β∗k‖F = O

(
κt(|ω̂(0)

1 − ω
∗
1| ∨ ‖β̂

(0)
1 − β∗1‖F ∨ ‖β̂

(0)
2 − β∗2‖F ) +

√
slog(n)2log(pq)

n

)
.

Consequently, for t ≥ {−log(κ)}−1log{n(|ω̂(0)
1 − ω∗1| ∨ ‖β̂

(0)
1 − β∗1‖F ∨ ‖β̂

(0)
2 − β∗2‖F )},

‖β̂(t+1)
k − β∗k‖F = O

(√s log(n)2log(pq)

n

)
.

Again, the convergence rate for multivariate mixture linear regression model is similar to
that for the mixture linear regression model with an additional log(q) term. The convergence
rate grows slowly as a function of q. However, theoretical requirement ∆ > C1 and practical
consideration about the estimation for Σy restrict q to grow linearly with s and slower than
n. It would be interesting to develop a method that allows q to grow faster, which we leave
a challenging future topic.

6. Real data analysis

The cancer cell line encyclopedia (CCLE) dataset contains 8-point dose-response curves
for 24 chemical compounds across over 400 cell lines, which is a publicly available dataset
at www.broadinstitute.org/ccle and is also considered in Li et al. (2019). Because
the cell lines are not consistent for different chemical compounds, we consider chemical
compounds: Lapatinib, AZD6244, and PD-0325901, three popular chemical compounds for
cancer treatment. Analogous to Li et al. (2019), we use the area under the dose-response
curve, also known as the activity area, to measure the sensitivity of a drug for each cell
line. Besides the drug information, the data also contains the expression data of 18,926
genes for each cell line. Aiming to identify the genes sensitive to the chemical compounds,
we treat the active area as the response and the gene expressions as the predictor. After
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identifying cell lines treated using all three chemical compounds, we get the sample size
n = 490. We keep p = 500 genes that are highly correlated with three responses (for each
gene, we calculated the sum of its absolute correlations with the three responses). Due to
the complexity of cancer, we expect the data to be heterogeneous.

We consider K = 2, 3, 4, 5, 6, and 8 for the proposed algorithms and denote individual
mixture linear regression using Algorithm 1 as PEM and multivariate mixture linear re-
gression using Algorithm 2 as MPEM. In addition, we consider the methods used in the
simulation studies including HDEM, Initial method, and PSEM and LASSO regression as
competitors. We repeatedly split the whole data set into 1 : 4 ratios, and use 1/5 of the
data as the testing samples and the rest as the training samples. The process is repeated
100 times. We report the mean squared prediction errors. Please see Table 5 for the overall
prediction errors and Figures 5 and 6 for the boxplots. More detailed comparison results
for each response are presented in Section A of the appendix.

When K = 5, the overall mean squared prediction errors for MPEM is the smallest.
However, from Figure 5, we can see that MPEM is insensitive to K. When K = 4, 5 and
6, the mean squared prediction errors are very close. As a comparison, PEM is more sensi-
tive to K and achieves the best prediction error when K = 4. Two possible reasons make
MPEM perform better than PEM. The first reason is that considering the three responses
together results in a larger signal-to-noise ratio, which facilitates the mixture identifica-
tion and coefficients estimation. The second reason is that, unlike MPEM, the estimated
mixtures are different for the three responses in PEM, which may reduce the estimation
accuracy. Although PEM performs slightly worse than MPEM, it still outperforms the
other competitors, especially the LASSO regression. It implies that the data set is quite
heterogeneous, the proposed mixture linear regression approach improves the performance
of a single linear regression significantly.

When K = 4 and 6, we also consider the estimated label for each observation based on
the full data set. The number of observations in each estimated mixture is reported in Table
6. Based on this table, we recommend using K = 2, 3 and 3 for PEM to the three responses,
respectively, and using K = 5 for MPEM. Except from the first response, the recommended
K’s make PEM and MPEM achieve the lowest or among the lowest prediction error. For
the first response, PEM achieves the smallest prediction error when K = 6. However,
it only separates the observations into 2 mixtures. Note that the estimated label for the
ith observation is argmaxk=1,··· ,K η̂i,k(θ̂), it can happen that no observation is classified into
some mixtures. For the first response, the two mixtures are more balanced with the increase
of K, which may be one reason makes the prediction error smaller. Another reason is that
the relationship between the first response and the predictors may be complicated and
non-linear, which can not be captured by a mixture linear regression model. Hence, PEM
tends to use more mixtures to approximate the true relationship. Another phenomena
we observe is that MPEM uses more mixtures than PEM. This happens since the true
mixtures can be different for the three responses. By separating the samples into more
mixtures, MPEM becomes more accurate and robust. In addition, we considered using BIC
to determine the number of mixture regression components. We selected K using criterion
argminK − 2`(θ̂K) + log(n)KŝK , where `(·) is the log-likelihood function of the mixture
linear regression model, θ̂K is the estimations from Algorithm 1 using K mixtures, and sK
is the number of selected predictors using K. The selected K’s for individual regression
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are 2, 3, and 3 for the three responses, respectively, and 5 for the multivariate mixture
regression. This result is consistent with the previously suggested values.

K PEM MPEM HDEM Initial PSEM
2 0.413 (0.005) 0.388 (0.004) 0.420 (0.004) 0.612 (0.009) 0.422 (0.005)
3 0.275 (0.004) 0.276 (0.004) 0.347 (0.004) 0.493 (0.010) 0.322 (0.004)
4 0.254 (0.005) 0.238 (0.004) 0.324 (0.004) 0.443 (0.008) 0.293 (0.005)
5 0.276 (0.007) 0.237 (0.004) 0.315 (0.005) 0.416 (0.008) 0.298 (0.005)
6 0.302 (0.007) 0.239 (0.004) 0.310 (0.004) 0.395 (0.007) 0.304 (0.005)
8 0.347 (0.006) 0.243 (0.004) 0.310 (0.005) 0.357 (0.006) 0.312 (0.005)

Table 5: Mean squared prediction errors based on 100 replicates (with standard errors
provided in parentheses). For LASSO, the result is 0.948 (0.026).
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Figure 5: CCLE data: Boxplot for the mean squared prediction error

K=4 K=6
PEM (Lapatinib) 0 0 147 343 0 0 0 0 162 328
PEM (AZD6244) 0 87 162 241 0 0 0 85 187 218

PEM (PD-0325901) 0 105 170 215 0 0 0 101 180 209
MPEM 76 128 138 148 0 48 73 104 114 151

Table 6: Numbers of samples in each estimated mixtures.
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Figure 6: Overall prediction error for PEM (red) and MPEM (blue).

7. Discussion

The paper studies a group lasso penalized EM algorithm for high-dimensional mixture lin-
ear regression. We obtained an encouraging non-asymptotic convergence rate without data
splitting and under a general model setting. Although our theory is for normally distributed
predictors and two-mixtures regression, the penalized EM algorithm is applicable to essen-
tially any predictors and to more than two mixtures. We then extended the mixture linear
regression model and the penalized EM algorithm to the multivariate response case and
established its non-asymptotic theory.

The theoretical study is currently for the model with two mixtures. It provides insights
and foundations to the theoretical studies for cases with K ≥ 3. We leave it as a future
work. Besides, the error is assumed to follow a normal distribution, it is interesting to
considering more general error assumptions, such as the student t-distribution, to achieve
robustness. Finally, it is also meaningful future work to extend the studies to generalized
mixture linear regression models.
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Appendix

Appendix A contains additional results for the real data example. Appendix B contains

implementation details and the convergence of Algorithm 1. Appendix C contains additional

technical lemmas. Appendix D shows the proofs of Lemma 2 in the main paper. Appendix

E shows the proofs of Lemma 3 in the main paper. Appendix F contains the proofs for

Theorem 4. In Appendix G, we show the proof for Theorem 5. Appendix H contains the

proofs for lemmas and the theorem in Section 5 of the main paper.

Appendix A. Additional results for real data analysis

In the paper, we only report the overall prediction error for all the three responses. The

prediction error for each response is given in Table A.1.

K=2 K=3
MLR MMLR HDEM Initial PSEM MLR MMLR HDEM Initial PSEM

Lapatinib
0.325 0.337 0.265 0.318 0.302 0.276 0.353 0.234 0.242 0.266

(0.006) (0.007) (0.004) (0.006) (0.005) (0.005) (0.007) (0.004) (0.006) (0.005)

AZD6244
0.416 0.347 0.474 0.650 1.331 0.254 0.197 0.406 0.515 1.212

(0.006) (0.006) (0.008) (0.013) (0.029) (0.006) (0.004) (0.007) (0.013) (0.024)

PD-0325901
0.498 0.478 0.522 0.867 2.749 0.297 0.277 0.401 0.722 2.650

(0.008) (0.006) (0.008) (0.021) (0.037) (0.008) (0.006) (0.009) (0.019) (0.045)

Overall
0.413 0.388 0.420 0.612 1.461 0.275 0.276 0.347 0.493 1.376

(0.005) (0.004) (0.004) (0.009) (0.020) (0.004) (0.004) (0.005) (0.009) (0.021)

K=4 K=5
MLR MMLR HDEM Initial PSEM MLR MMLR HDEM Initial PSEM

Lapatinib
0.234 0.272 0.224 0.226 0.243 0.221 0.269 0.214 0.216 0.247

(0.006) (0.006) (0.004) (0.007) (0.006) (0.007) (0.006) (0.005) (0.006) (0.006)

AZD6244
0.228 0.206 0.377 0.446 0.608 0.292 0.207 0.371 0.428 0.455

(0.006) (0.005) (0.010) (0.012) (0.020) (0.014) (0.005) (0.010) (0.011) (0.010)

PD-0325901
0.299 0.234 0.372 0.658 2.385 0.316 0.233 0.360 0.605 1.006

(0.008) (0.005) (0.009) (0.016) (0.051) (0.009) (0.005) (0.012) (0.018) (0.033)

Overall
0.254 0.238 0.324 0.443 1.079 0.276 0.237 0.315 0.416 0.569

(0.005) (0.004) (0.005) (0.008) (0.020) (0.007) (0.004) (0.006) (0.008) (0.012)

K=6 K=8
MLR MMLR HDEM Initial PSEM MLR MMLR HDEM Initial PSEM

Lapatinib
0.219 0.273 0.205 0.209 0.246 0.248 0.277 0.200 0.201 0.263

(0.009) (0.006) (0.005) (0.006) (0.005) (0.012) (0.006) (0.005) (0.006) (0.005)

AZD6244
0.351 0.209 0.361 0.411 0.433 0.447 0.215 0.356 0.364 0.429

(0.014) (0.005) (0.010) (0.010) (0.009) (0.009) (0.005) (0.009) (0.011) (0.009)

PD-0325901
0.337 0.235 0.365 0.565 0.558 0.345 0.238 0.374 0.506 0.431

(0.009) (0.006) (0.011) (0.015) (0.013) (0.011) (0.006) (0.010) (0.013) (0.010)

Overall
0.302 0.239 0.310 0.395 0.412 0.347 0.243 0.310 0.357 0.375

(0.007) (0.004) (0.006) (0.007) (0.08) (0.006) (0.004) (0.005) (0.006) (0.006)

Table A.1: Mean squared prediction errors for each response and the overall mean squared
prediction errors based on 100 replicates (Standard errors are given in parenthesis).
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Appendix B. Implementation details and convergence of Algorithm 1

B.1 The groupwise majorization descent algorithm

Recall that in Algorithm 1 of the main paper, we update β̂
(t+1)
k , k = 1, · · · ,K, by minimizing

K∑
k=1

βTk Σ̂
(t+1)
k βk − 2

K∑
k=1

(ρ̂
(t+1)
k )Tβk + λ(t+1)

n

p∑
j=1

√√√√ K∑
k=1

β2
kj . (A.1)

In this section, we elaborate on the application of the groupwise-majorization-descent algo-

rithm (Yang and Zou, 2015) for solving this optimization.

Let β = (βT1 , · · · , βTK)T , L(β) =
∑K

k=1 β
T
k Σ̂

(t+1)
k βk − 2

∑K
k=1(ρ̂

(t+1)
k )Tβk, Σ̃(t+1) be

a block-wise diagonal matrix with the k-th diagonal block to be Σ̂
(t+1)
k , and ρ̃(t+1) =(

(ρ̂
(t+1)
1 )T , · · · , (ρ̂(t+1)

K )T
)T

. The function L(β) can be equivalently written as L(β) =

βT Σ̃(t+1)β − 2βT ρ̃(t+1). Let groups Gj = {j, j + p, · · · , j + (K − 1)p}, j = 1, · · · , p. Define

βj as the coefficient of β in group Gj , and Hj as the sub-matrix of H corresponding to

group Gj . Let β̃ be the current solution of β. By Taylor expansion, we have

L(β) ≤ L(β̃) + (β − β̃)TU +
1

2
(β − β̃)TH(β − β̃),

where U(β̃) = −∇L(β̃) and H = 2Σ̃(t+1). Following the Algorithm 1 of Yang and Zou

(2015), the groupwise-majorization-descent algorithm for solving objective function (A.1)

is summarized in Algorithm A.1.

Algorithm A.1 The groupwise-majorization-descent algorithm for solving

(β̂
(t+1)
1 , · · · , β̂(t+1)

K )

• For j = 1, · · · , p, compute rj , which is the largest eigenvalue of Hj .

• Initialize β̃.

• Repeat the following cyclic groupwise updates until convergence:
For j = 1, · · · , p, do the following steps:

– Compute U(β̃) = −∇L(β̃).

– Compute

β̃j(new) =
1

rj
(U j + rj β̃

j)
(
1− λ

‖U j + rj β̃j‖2

)
+
.

– Set β̃j = β̃j(new).

• Output (β̂
(t+1)
1 , · · · , β̂(t+1)

K ) = β̃.

As is shown in Yang and Zou (2015), in the groupwise-majorization-descent algorithm,

the objective function is strictly decreased after updating all groups in a cycle, unless
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the solution does not change after each groupwise update. Thus, the objective function

converges monotonically.

B.2 Proof of Lemma 1

The Algorithm 1 in the main paper includes two iterations: EM iteration and iteration

for solving β̂
(t+1)
k , k = 1, · · · ,K. We have shown the convergence of the groupwise-

majorization-descent algorithm used in second iteration. Thus, we only need to prove

the convergence of the EM iteration.

Recall that the conditional log-likelihood function of Yi | Xi is given by

`(θ;Y,X) =
1

n

n∑
i=1

log
[ K∑
k=1

ωk√
2πσ

exp
{
− (Yi −XT

i βk)
2

2σ2

}]
.

Consider the following regularized log-likelihood function of Yi | Xi with penalty λ/2
∑p

j=1

√∑K
k=1 β

2
kj ,

`1(θ;Y,X) = `(θ;Y,X)− λ/2
p∑
j=1

√√√√ K∑
k=1

β2
kj

=
1

n

n∑
i=1

log
[ K∑
k=1

ωk√
2πσ

exp
{
− (Yi −XT

i βk)
2

2σ2

}]
− λ/2

p∑
j=1

√√√√ K∑
k=1

β2
kj .

Because the Q-function

Q(θ | θ̂(t)) = − 1

2n

n∑
i=1

K∑
k=1

η̂i,k(θ̂
(t))(Yi −XT

i βk)
2 +

1

n

n∑
i=1

K∑
k=1

η̂i,k(θ̂
(t))log(ωk)

is a Minorization function of `(θ;Y,X) (See e.g. Hunter and Lange (2004) for more details

about the definition of a Minorization function), we know thatQ(θ | θ̂(t))−λ/2
∑p

j=1

√∑K
k=1 β

2
kj

is a Minorization function of `1(θ;Y,X). The maximization ofQ(θ | θ̂(t))−λ/2
∑p

j=1

√∑K
k=1 β

2
kj

can be found by the following two steps:

(β̂
(t+1)
1 , · · · , β̂(t+1)

K ) = argmin
β1,··· ,βk∈Pp

{ K∑
k=1

βTk Σ̂
(t+1)
k βk − 2

K∑
k=1

(ρ̂
(t+1)
k )Tβk + λ

p∑
j=1

√√√√ K∑
k=1

β2
kj},

ω̂
(t+1)
k =

1

n

n∑
i=1

η̂i,k(θ̂
(t)), k = 1, · · · ,K.

Those two updates are exactly those we use in the t-th EM iteration in Algorithm 1.

Thus, the update (β̂
(t+1)
1 , · · · , β̂(t+1)

K , ω̂
(t+1)
1 , · · · , ω̂(t+1)

K ) makes the value of `1(θ;Y,X)

increase in each EM iteration of Algorithm 1. So the function value of `1(θ;Y,X) converges

monotonically. Combine this result with the convergence of the groupwise-majorization-

descent algorithm, we know that, when λ
(t+1)
n = λ for all t, Algorithm 1 converges.
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Appendix C. Ancillary Lemmas

We first review the notations in the paper and introduce more notations that will be used

in the Appendix. For numbers a and b, a ∨ b means max{a, b}. For n ∈ N, [n] denotes

the set {1, · · · , n}. For numbers a and b, a ∨ b means max{a, b}. For n ∈ N, [n] denotes

the set {1, · · · , n}. For a vector x = (x1, · · · , xp), ‖x‖0 is the number of non-zero elements

in x, ‖x‖1 =
∑p

i=1 |xi|, ‖x‖2 =
√∑n

i=1 x
2
i , and ‖x‖∞ = maxi=1,··· ,p|xi|. The Frobenius

norm of a matrix A = (aij) is defined as ‖A‖F =
√∑

i,j a
2
ij . The `1 and `2 norms of a

matrix A are defined as ‖A‖1 = sup‖x‖1=1 ‖Ax‖1 and ‖A‖2 = sup‖x‖2=1 ‖Ax‖2, respectively.

For a symmetric matrix A, we denote λmin(A) and λmax(A) as the smallest and largest

eigenvalues of A, respectively. For a set A, Ac denotes its complement. For two sequences

of positive numbers an and bn, an = O(bn) means an ≤ cbn for some constant c > 0 for all

n, an = o(bn) means that an/bn → 0 as n → ∞, and bn � an means that an = o(bn). Let

Bp2 and Sp−1 be the unit Euclidean ball and the unit sphere, respectively. For a positive

integer s ≤ p/2, let set Γ2p(2s) = {µ ∈ R2p : ‖µSc‖1 ≤ 5
√

2s‖µS‖2 + 2
√

2s‖µ‖2 for some

S ⊂ [2p] with |S| = 4s} and Γ(s) = Γ2p(2s)1:p, where Γ2p(2s)1:p = {µ1:p : µ ∈ Γ2p(2s)}.
For a vector X and a symmetric matrix A, we define ‖X‖2,s = sup‖µ‖2=1,µ∈Γ(s)〈X,µ〉, and

‖A‖2,s = sup‖µ‖2=1,µ∈Γ(s) |µTAµ|. To emphasize ηi,k(θ) is a random objects, we write it

equivalently as ηk,θ(Xi, Yi) in the proofs.

We first show some technical lemmas about the covering for Γ(s). Because Γ(s) =

Γ2p(2s)1:p. It suffices to find the covering for Γ2p(2s).

Lemma A.1 (Rudelson and Zhou (2012),Lemma 11) Let µ1, · · · , µM ∈ Rp and y ∈
conv(µ1, · · · , µM ). There exists a set L ⊂ [M ], such that

|L| ≤ m =
4 maxj∈[M ]‖µj‖22

eε2
,

and a vector y′ ∈ conv(µj : j ∈ L), such that

‖y′ − y‖2 ≤ ε.

Lemma A.2 (Rudelson and Zhou (2012),Lemma 21) Let µ, θ, x ∈ Rq be vectors such

that ‖θ‖2 = 1, 〈x, θ〉 6= 0, and µ is not parallel to x. Define φ : R→ R by:

φ(λ) =
〈x+ λµ, θ〉
‖x+ λµ‖2

.

Assume φ(λ) has a local maximum at 0, then

〈x+ µ, θ〉
〈x, θ〉

≥ 1− ‖µ‖2
‖x‖2

.

Lemma A.3 Let 0 < s < p/2 and d = cds for some constant cd, then

Γp(s) ∩ Sp−1 ⊂ 2conv(∪|J |≤dEJ(p) ∩ Sp−1), (A.2)

where conv denotes the convex hull and EJ(p) = span(ej : j ∈ J).
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Proof The proof is analogous to that for Lemma 13 of Rudelson and Zhou (2012) with

some modifications. For completeness, we present the proof here. We assume that d < p,

otherwise the lemma is trivially true. For each µ ∈ RP , let T0 denote the locations of the s

largest coefficients of µ in the absolute values. Decompose a vector µ ∈ Γp(s) ∩ Sp−1 as

µ = µT0 + µT c0 ∈ µT0 + (5
√
s‖µT0‖2 + 2

√
s‖µ‖2) · absconv(ej : j ∈ T c0 ),

where absconv denotes the absolutely convex hull. Since

‖µT c0 ‖
2
2 ≤ ‖µT c0 ‖1‖µT c0 ‖∞ ≤ (5

√
s‖µT0‖2 + 2

√
s‖µ‖2)

‖µT0‖1
s

≤ (5‖µT0‖2 + 2‖µ‖2)‖µT0‖2,

we have

1 = ‖µ‖22 = ‖µT0‖22 + ‖µT c0 ‖
2
2 ≤ 6‖µT0‖22 + 2‖µ‖2‖µT0‖2,

which implies ‖µT0‖2 > 1
4 .

Define V = {µT0 + (5
√
s‖µT0‖2 + 2

√
s‖µ‖2) · absconv(ej : j ∈ T c0 ) | µ ∈ Γp(s) ∩ Sp−1}.

We have Γp(s) ∩ Sp−1 ⊂ V ⊂ Γp(s) and V is compact. Therefore, V contains a base of

Γp(s), that is, for any y ∈ Γp(s)/{0}, there exists λ > 0 such that λy ∈ V . For any nonzero

ν ∈ Rp, we define

F (ν) =
ν

‖ν‖2
.

The function F is continuous on Γp(s)/{0}, and in particular, on V . Hence,

Γp(s) ∩ Sp−1 = F (Γp(s)/{0}) = F (V ).

By duality, inclusion (A.2) can be derived form the fact that the supremum of any linear

functional over the left side of (A.2) does not exceed the supremum over the right side of it.

By Γp(s)∩Sp−1 = F (Γp(s)/{0}) = F (V ), it is enough to show that for any θ ∈ Sp−1, there

exists z′ ∈ Rp/{0} such that supp(z′) ≤ d and F (z′) is well defined, which satisfies that

max
ν∈V
〈F (ν), θ)〉 ≤ 2〈F (z′), θ)〉. (A.3)

For a given θ, we construct a d-sparse vector z′, which satisfies (A.3). Let

z = argmax
ν∈V

〈F (ν), θ)〉.

By definition of V , there exists I ∈ [p] such that |I| = s, and for some ηj ∈ {1,−1},

z = zI + (5
√
s‖zI‖2 + 2

√
s‖z‖2)

∑
j∈Ic

αjηjej ,

where αj ∈ [0, 1],
∑

j∈Iv αj ≤ 1, and 1 ≥ ‖zI‖2 ≥ 1/4.

Note that of αi = 1 for some i ∈ Ic, then z is a sparse vector, and we can set z′ = z

in order for (A.3) to hold. We proceed by assuming αi ∈ [0, 1) for all i ∈ Ic. We will
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construct a required sparse vector z′ via Lemma A.1. To satisfy the assumption of Lemma

A.1, denote ep+1 = 0, ηp+1 = 1, and set

αp+1 = 1−
∑
j∈Ic

αj ,

which makes αp+1 ∈ [0, 1]. Let y = zIc , M = {j ∈ Ic ∪ p+ 1 : αj > 0}, and ε > 0 that will

be specified later. Applying Lemma A.3 with vector µj = (5
√
s‖zI‖2 + 2

√
s‖z‖2)ηjej for

j ∈M, construct a set J ′ ⊂M satisfying

|J ′| ≤ m :=
4 maxj∈Ic(5

√
s‖zI‖2 + 2

√
s‖z‖2)2‖ej |22

ε2
≤ 196s

ε2
,

and a vector

y′ = (5
√
s‖zI‖2 + 2

√
s‖z‖2)

∑
j∈J ′

βjηjej ,

where βj ∈ [0, 1] and
∑

j∈J ′ βj = 1, such that ‖y − y′‖2 ≤ ε.
Set z′ = zIc + y′. By construction, z′ ∈ EJ , where J = (I ∪ J ′) ∩ [p] and |J | ≤ s + m.

Furthermore, we have

‖z − z′‖2 = ‖y − y′‖2 ≤ ε.

For {βj : j ∈ J ′} as above, we extend it to {βj : j ∈ Ic ∪ {p + 1}} by setting βj = 0 if

j ∈ Ic ∪ {p+ 1}/J ′ and write

z′ = zI + (5
√
s‖zI‖2 + 2

√
s‖z‖2)

∑
j∈Ic∪{p+1}

βjηjej ,

where βj ∈ [0, 1] and
∑

j∈Ic∪{p+1} βj = 1.

If z′ = z, the conclusion holds. Otherwise, for some λ to br specified, consider the vector

z + λ(z′ − z) = zI + (5
√
s‖zI‖2 + 2

√
s‖z‖2)

∑
j∈Ic∪{p+1}

[(1− λ)αj + λβj ]ηjej .

We have [(1−λ)αj+λβj ] = 1 and (1−λ)αj+λβj ∈ [0, 1]. Therefore,
∑

j∈Ic [(1−λ)αj+λβj ] ≤
1 and z + λ(z′ − z) ∈ V .

Now we consider the following function φ,

φ(λ) = 〈F (z + λ(z′ − z)), θ〉 =
〈z + λ(z′ − z), θ〉
‖z + λ(z′ − z)‖2

.

Since z is the maximizer of 〈F (ν), θ〉 for all ν, φ(λ) attains the local maximum at 0. Then

by Lemma A.2, we have

〈z′, θ〉
〈z, θ〉

=
〈z + (z′ − z), θ〉

〈z′, θ〉
≥ 1− ‖z

′ − z‖2
‖z‖2

.
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It follows that

〈F (z′), θ〉
〈F (z), θ〉

=
〈z′/‖z′‖2, θ〉
〈z/‖z‖2, θ〉

=
‖z‖2
‖z′‖2

· 〈z
′, θ〉
〈z, θ〉

≥ ‖z‖2
‖z‖2 + ‖z′ − z‖2

· ‖z‖2 − ‖z
′ − z‖2

‖z‖2

=
‖z‖2 − ‖z′ − z‖2
‖z‖2 + ‖z′ − z‖2

≥ 1− 2ε

‖z‖2 + ε

Note that ‖z‖2 ≥ ‖zI‖2 ≥ 1/4, setting ε = 1/12. we have

〈F (z′), θ〉
〈F (z), θ〉

≥ 1/2.

We have constructed a sparse z′ such that (A.3) holds. Let cd = s + s196s
ε2

, we get the

conclusion in Lemma A.3.

Lemma A.4 The restrictive eigenvalue condition infµ∈Γ(s)∩Sp−1 |µT
∑

i=1XiX
T
i µ/n| > τ0

holds with high probability when n� slog(p).

Proof Recall that Xi ∼ N(0,Σ). Let C2p(2s) = conv(∪|J |≤2dEJ(2p) ∩ S2p−1), and C(s) =

C2p(2s)1:p. By Lemma A.3, Γ(s) ⊆ C(s). We will show a stronger conclusion that

inf
ν∈C(s)∩Sp−1

νT
n∑
i=1

XiX
T
i ν/n ≥ τ1.

Note that, for any ν ∈ C(s)∩Sp−1, νTXi ∼ N(0, νTΣν) and E(νT
∑n

i=1XiX
T
i ν/n) = νTΣν.

By Bernstein’s inequality, we have

P(|νT
n∑
i=1

XiX
T
i ν/n− νTΣν| ≥ t) ≤ 2exp(−cnmin{t2/L2, t/L}),

where L = ‖(νTXi)
2‖ψ1 = 2νTΣν ≤M2. When t ≤M2, we have

P(|νT
n∑
i=1

XiX
T
i ν/n− νTΣν| ≥ t) ≤ 2exp(−c1nt

2),

where c1 = c/L2.

Suppose that ν1, · · · , νJ is an ε-net of C(s) ∩ Sp−1, by union bound

P(|νTj
n∑
i=1

XiX
T
i νj/n−νTj Σνj | ≥ t, j = 1, · · · , J) ≤ 2|J |exp(−c1nt

2) ≤ 2exp(c2slog(p)−c1nt
2).

Let Ψ = 1
n

∑n
i=1XiX

T
i . We have

M1 − t ≤ ‖Ψ1/2νj‖22 ≤M2 + t
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with probability at least 1− 2exp(c2slog(p)− c1nt
2), for all j = 1, · · · , J . It follows that√

M1 − t ≤ ‖Ψ1/2νj‖2 ≤
√
M2 + t.

Not that for any ν ∈ C(s) ∩ Sp−1, we can find a j such that ‖ν − νj‖2 ≤ ε and

‖Ψ1/2νj‖2 − ‖Ψ1/2(ν − νj)‖2 ≤ ‖Ψ1/2ν‖2 ≤ ‖Ψ1/2νj‖2 + ‖Ψ1/2(ν − νj)‖2.

The right hind side is upper bounded by
√
M2 + t + ε supν∈C(s)∩Sp−1 ‖Ψ1/2ν‖2. By taking

supremum over all ν for ‖Ψ1/2ν‖2 , we have

sup
ν∈C(s)∩Sp−1

‖Ψ1/2ν‖2 ≤
√
M2 + t

1− ε
.

Meanwhile, the left hind side is lower bounded by
√
M1 − t − ε supν∈C(s)∩Sp−1 ‖Ψ1/2ν‖2.

Thus

inf
ν∈C(s)∩Sp−1

‖Ψ1/2ν‖2 ≥
√
M1 − t−

ε
√
M2 + t

1− ε
.

Let t = 1
2M1 and ε = (1− τ1)

√
M1/2/(

√
M2 +M1/2 + (1− τ1)

√
M1/2), we have

inf
ν∈C(s)∩Sp−1

‖Ψ1/2ν‖2 ≥ τ1,

with probability at least 1− 2exp(c2slog(p)− c1nM
2
1 /4).

The following several lemmas are used for the proof of Lemma 3 in the main paper.

Lemma A.5 Let Xi(t), i = 1, · · · , n, be independent mean zero random processes indexed

by points t ∈ T , εi, i = 1, · · · , n, be independent Rademacher random variables and φ be a

non-decreasing convex function. We have

E{φ(sup
t∈T

n∑
i=1

Xi(t))} ≤ E{φ(|2 sup
t∈T

n∑
i=1

εiXi(t)|)}

If we remove the mean zero assumption, then

E{φ
(

sup
t∈T

n∑
i=1

(Xi(t)− EXi(t))
)
} ≤ E{φ(|2 sup

t∈T

n∑
i=1

εiXi(t)|)}.

Proof Let Zi(t) be an independent copy of Xi(t), for i = 1, · · · , n. For the mean zero case,

we have

sup
t∈T

n∑
i=1

Xi(t) = sup
t∈T

n∑
i=1

{Xi(t)− EZ(Zi(t))}

= sup
t∈T

EZ

n∑
i=1

{Xi(t)− Zi(t)}

≤ EZ sup
t∈T
{
n∑
i=1

Xi(t)−
n∑
i=1

Zi(t)}
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Without mean zero assumption, we have

sup
t∈T

n∑
i=1

{Xi(t)− EXi(t)} = sup
t∈T

n∑
i=1

{Xi(t)− EZ(Zi(t))}

= sup
t∈T

EZ

n∑
i=1

{Xi(t)− Zi(t)}

≤ EZ sup
t∈T
{
n∑
i=1

Xi(t)−
n∑
i=1

Zi(t)}

We can see that the term on the right hind side are the same for both cases. Thus, we

only show the proof for the mean zero case. The proof for the case without mean zero

assumption are exactly the same. We have

φ
(

sup
t∈T

n∑
i=1

Xi(t)
)
≤ φ

(
EZ sup

t∈T
{
n∑
i=1

Xi(t)−
n∑
i=1

Zi(t)}
)

≤ EZ{φ
(

sup
t∈T
{
n∑
i=1

Xi(t)−
n∑
i=1

Zi(t)}
)
},

where the second inequality follows by Jensen’s inequality. Taking expectation with respect

to Xi on both sides of last inequality, we have

EXφ
(

sup
t∈T

n∑
i=1

Xi(t)
)
≤ EX,Z{φ

(
sup
t∈T
{
n∑
i=1

Xi(t)−
n∑
i=1

Zi(t)}
)
}

= EX,Z,ε{φ
(

sup
t∈T
{
n∑
i=1

εi(Xi(t)− Zi(t))}
)
}

≤ EX,Z,ε{φ
(
| sup
t∈T

n∑
i=1

εiXi(t)|+ | sup
t∈T

εiZi(t)|
)
}

≤ 1

2
EX,εφ

(
2| sup
t∈T

n∑
i=1

εiXi(t)|
)

+
1

2
EZ,εφ

(
2| sup
t∈T

n∑
i=1

εiZi(t)|
)

= EX,εφ
(
2| sup
t∈T

n∑
i=1

εiXi(t)|
)

where we have the first equality because εi(Xi(t) − Zi(t)) has the same distribution as

Xi(t)− Zi(t) and the last inequality because exp is convex.

Lemma A.6 (Cai et al. (2019), Lemma C.1) Let Xi(t), i = 1, · · · , n be independent

mean zero random processes indexed by points t ∈ T , and εi, i = 1, · · · , n, be independent

Rademacher random variables. Consider the Lipschitz functions ψi(·), for i = 1, · · · , n,
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with Lipschitz constant L that satisfies ψ(0) = 0. Then for any increasing convex function

φ(·) and a fixed t1 ∈ T , we have

E
{
φ
(
| sup
t∈T

n∑
i=1

εiψi(Xi(t))Xi(t1)|
)}
≤ E

{
φ
(
|2L sup

t∈T

n∑
i=1

εiXi(t)Xi(t1)
)}
.

The next Lemma is about the tail inequality for supremum of unbounded random pro-

cess.

Lemma A.7 (Adamczak (2008),Theorem 4) Let X1, · · · , Xn be independent random

variables with values in a measurable space (S,B) and let F be a countable class of mea-

surable functions f : S → R. Assume that for every f ∈ F and every i, Ef(Xi) = 0, and

for all i, ‖ supf |f(Xi)|‖ψα ≤ ∞, where 0 ≤ α ≤ 1 and ‖ · ‖ψα is the Orlicz ψα norm. Let

Z = supf∈F |
∑n

i=1 f(Xi)| and σ2 = supf∈F
∑n

i=1 Ef(Xi)
2. Then, for all 0 < η < 1 and

δ > 0, there exists a constant C = C(η, δ), such that for all t ≥ 0,

P(Z ≥ (1 + η)EZ + t) ≤ exp
(
− t2

2(1 + δ)σ2

)
+ 3exp

(
−
( t

C‖maxi supf∈F |f(Xi)|‖ψα

)1/α)
,

P(Z ≥ (1− η)EZ − t) ≤ exp
(
− t2

2(1 + δ)σ2

)
+ 3exp

(
−
( t

C‖maxi supf∈F |f(Xi)|‖ψα

)1/α)
.

The following Lemma shows some basic calculation results.

Lemma A.8∫ ∞
−∞

e−a
2x2+bx+c =

√
π

a2
e
b2

4a2 +c

∫ ∞
0

xe−a
2x2+bxdx =

1

2a2

{√πb
2a

eb
2/4a2

Φ̃(− b

2a
) + 1

}
∫ ∞
−∞

x2e−a
2x2+bxdx =

√
π(2a2 + b2)

4a5
e
b2

4a∫ ∞
0

Φ(ax)e−b
2x2
x2dx =

√
2π

4b3
− 1

2
√
π

[
1

b3
arctan(

b

a
)− a

b2(a2 + b2)
]∫ ∞

0
Φ̃(ax)e−b

2x2
x2dx =

1

2
√
π

[
1

b3
arctan(

b

a
)− a

b2(a2 + b2)
]

where Φ(x) = 2√
π

∫ x
0 e
−x2

dx and Φ̃(x) = 2√
π

∫∞
x e−x

2
dx.

Appendix D. Proof of Lemma 2

In this section, we aim to show that for θ ∈ Bcon(θ∗),

d2

(
M(θ),M(θ∗)

)
≤ κ0

(
|ω1(θ)− ω∗1| ∨ ‖β1 − β∗1‖2 ∨ ‖β2 − β∗2‖2

)
.

for some 0 < κ0 <
1

2∨(64/τ0) .
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Before the proof, we first show what the parameters ρ∗k and Σ∗ are. The parameters ρ∗k
and Σ∗ are not defined in the model, but we can get them from ω∗k and β∗k. We show the

explicit form of them here. By definition

ρ∗k = ρk(θ
∗) = E(

1

n

n∑
i=1

ηk,θ∗(Xi, Yi)XiYi)

= E(ηk,θ∗(Xi, Yi)XiYi) = EY,X(EW |Y,X(I(Wi = k))XiYi)

= EY,X(EW |Y,X(XiYiI(Wi = k))) = EY,X,W (XiYiI(Wi = k))

= EW {I(Wi = k)EX|W=k(XiEY |X,W=k)} = ω∗kΣβ
∗
k.

Similarly, we have

Σ∗ = Σ(θ∗) = ω∗kΣ.

Note that we have Σ∗β∗k = ρ∗k.

We also have ωk(θ
∗) = E( 1

n

∑n
i=1 ηk,θ∗(Xi, Yi)) = E( 1

n

∑n
i=1 P(Wi = k | Yi, Xi)) =

P(Wi = k) = ω∗1.

Contraction for ω1(θ)

Proof Recall that

ω1(θ)− ω1(θ∗) = E
( 1

n

n∑
i=1

(η1,θ(Xi, Yi)− η1,θ∗(Xi, Yi))
)

= E
(
η1,θ(Xi, Yi)− η1,θ∗(Xi, Yi)

)
.

Let ξ = (ω1, β2 − β1, β1 + β2). With a little abuse of notations, we can write η1,θ(Xi, Yi) as

η1,ξ(Xi, Yi). Let ∆ξ = ξ − ξ∗ and ξu = ξ∗ + u∆ξ. Then

E{η1,ξ(Xi, Yi)− η1,ξ∗(Xi, Yi)}

= E
{∫ 1

0
〈
dη1,ξ(Xi, Yi)

dξ

∣∣∣
ξ=ξu

,∆ξ〉du
}

= E
{∫ 1

0
〈
∂η1,ξ(Xi, Yi)

∂ω1

∣∣∣
ξ=ξu

,∆ω1〉du
}

+ E
{∫ 1

0
〈
∂η1,ξ(Xi, Yi)

∂(β2 − β1)

∣∣∣
ξ=ξu

,∆β2−β1〉du
}

+ E
{∫ 1

0
〈
∂η1,ξ(Xi, Yi)

∂(β2 + β1)

∣∣∣
ξ=ξu

,∆β2+β1〉du
}

≤
∣∣∣ ∫ 1

0
E(
∂η1,ξ(Xi, Yi)

∂ω1
)
∣∣∣
ξ=ξu

du(ω1 − ω∗1)
∣∣∣+
∣∣∣〈∫ 1

0
E(
∂η1,ξ(Xi, Yi)

∂(β2 − β1)
)
∣∣∣
ξ=ξu

du,∆β2−β1〉
∣∣∣

+
∣∣∣〈∫ 1

0
E(
∂η1,ξ(Xi, Yi)

∂(β2 + β1)
)
∣∣∣
ξ=ξu

du,∆β2+β1〉
∣∣∣

≤ sup
ξ∈Bcon(θ∗)

(|E
∂η1,ξ(Xi, Yi)

∂ω1
|)|ω1 − ω∗1|︸ ︷︷ ︸

(i)

+ sup
ξ∈Bcon(θ∗)

(‖E
∂η1,ξ(Xi, Yi)

∂(β2 − β1)
‖2)‖2β1 − β∗1 − β2 + β∗2‖2︸ ︷︷ ︸

(ii)

+ sup
ξ∈Bcon(θ∗)

(‖E
∂η1,ξ(Xi, Yi)

∂(β1 + β2)
‖2)‖β1 − β∗1 + β2 − β∗2‖2︸ ︷︷ ︸

(iii)

(A.4)
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Thus, we only need to bound the three terms of last inequalities. By calculation, we
have

∂η1,ξ(Xi, Yi)

∂ω1
=

exp{(β2 − β1)TXi(Yi − (β1+β2

2 )TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Yi − (β1+β2

2 )TXi)}
)2

∂η1,ξ(Xi, Yi)

∂(β2 − β1)
= −ω1(1− ω1)

exp{(β2 − β1)TXi(Yi − (β1+β2

2 )TXi)}Xi(Yi − (β1+β2

2 )TXi)(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Yi − (β1+β2

2 )TXi)}
)2

∂η1,ξ(Xi, Yi)

∂(β1 + β2)
= ω1(1− ω1)

exp{(β2 − β1)TXi(Yi − (β1+β2

2 )TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Yi − (β1+β2

2 )TXi)}
)2 XiX

T
i (β2 − β1)

2
.

Note that Yi ∼d Zi + ψTi Xi, where Zi ∼ N(0, 1) independent of Xi and Wi, and ψi takes

two values with P(ψi = β∗1) = P(Wi = 1) = ω∗1 and P(ψi = β∗2) = P(Wi = 2) = 1 − ω∗1.

Define δi(β) = ψi − (β1 + β2)/2. We have Yi − (β1+β2

2 )Xi ∼d Zi + δi(β)TXi. Then

∂η1,ξ(Xi, Yi)

∂ω1
=

exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2
Define event Ei = {|Zi| ≤ 1/2|δi(β)TXi| | Xi}. We have

P(Eci ) ≤
2∑

k=1

ω∗kP(|Zi| ≥ 1/2|δi(β)TXi| |Wi = k,Xi) ≤
2∑

k=1

exp{−
((β∗k −

β1+β2

2 )TXi)
2

8
}.

Note that on the event Ei, we have |(β2−β1)TXi(Zi+δi(β)TXi)| ≥ 1
2 |(β2−β1)TXi||δi(β)TXi|,

and the function f1(t) = et

(w1+(1−w1)et)2 ≤ 1
ω1(1−ω1) and sup|t|>|a| f1(t) ≤ 1

min{w2
1 ,(1−ω1)2}exp(−|a|).

Then

E(
∂η1,ξ(Xi, Yi)

∂ω1
)

= E
( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2)
= EW,X

{
EZ|X,W

( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 | Ei)P(Ei)

+ EZ|X,W

( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 | Eci )P(Eci )
}

≤ 1

min{w2
1, (1− ω1)2}

EW,X

{
exp{−1

2
|(β2 − β1)TXi(β

∗
W −

β1 + β2

2
)TXi|}

+
1

ω1(1− ω1)

[
exp{−

((β∗W −
β1+β2

2 )TXi)
2

8
}
]}

≤ 1

min{w2
1, (1− ω1)2}

EWEX|W

{
exp{−1

2
((β2 − β1)TXi)

2}+ exp{−1

2
((β∗W −

β1 + β2

2
)TXi)

2}
}

+
1

ω1(1− ω1)
EWEX|W

{[
exp{−

((β∗W −
β1+β2

2 )TXi)
2

8
}
]}
.
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Note that (β2 − β1)TXi |Wi = k ∼ N(0, (β2 − β1)TΣ(β2 − β1)), by Lemma A.8, we have

EX|W=k

(
exp{−1

2
((β2 − β1)TXi)

2}
)

=
1√

1 + (β2 − β1)TΣ(β2 − β1)

≤ 1√
(β2 − β1)TΣ(β2 − β1)

.

Similarly, we have

EX|W=k

(
exp{−

((β∗k −
β1+β2

2 )TXi)
2

2
}
)
≤ 1√

(β∗k −
β1+β2

2 )TΣ(β∗k −
β1+β2

2 )
.

Then

E(
∂η1,ξ(Xi, Yi)

∂ω1
)

= E
( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2)
≤ 1

min{w2
1, (1− ω1)2}

2∑
k=1

ω∗k

{ 1√
(β2 − β1)TΣ(β2 − β1)

+
1√

(β∗k −
β1+β2

2 )TΣ(β∗k −
β1+β2

2 )

}

+
1

ω1(1− ω1)

2∑
k=1

ω∗k
( 1√

4(β∗k −
β1+β2

2 )TΣ(β∗k −
β1+β2

2 )

)
.

By the definition of the contraction basin Bcon(θ), we have√
(β2 − β1)TΣ(β2 − β1) ≥

√
(β∗2 − β∗1)TΣ(β∗2 − β∗1)−

√
(β2 − β∗2 − β1 + β∗1)TΣ(β2 − β∗2 − β1 + β∗1)

≥ ∆− 4Cb∆M2.

When Cb ≤ 1/(4M2),
√

(β2 − β1)TΣ(β2 − β1) ≥ c∆. Similar conclusion also holds for√
(β∗k −

β1+β2

2 )TΣ(β∗k −
β1+β2

2 ). Hence,

E(
∂η1,ξ(Xi, Yi)

∂ω1
) ≤ C1

∆
,

for some positive constant C1. Thus, when ∆ ≥ C1/κ0, E(
∂η1,ξ(Xi,Yi)

∂ω1
) ≤ κ0.

To bound (ii), recall that

∂η1,ξ(Xi, Yi)

∂(β2 − β1)
= −ω1(1− ω1)

exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 ·Xi(Zi + δi(β)TXi),
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It follows that

− 1

ω1(1− ω1)
E
(∂η1,ξ(Xi, Yi)

∂(β2 − β1)

)
= EW,X

{
EZ|X,W

( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 ·Xi(Zi + δi(β)TXi)
)

= EW,X

{
EZ|X,W

( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 ·Xi(Zi + δi(β)TXi) | Ei)P(Ei)
)

+ EW,X

{
EZ|X,W

( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 ·Xi(Zi + δi(β)TXi) | Eci )P(Eci )
)

Let Hk be an orthogonal matrix whose first row is (β2 − β1)TΣ1/2/‖(β∗k −
β1+β2

2 )TΣ1/2‖2.

Meanwhile, (β∗k −
β1+β2

2 )TΣ1/2 is in the span of the first two rows of Hk. Given Wi = k,

we write Xi as Σ1/2HT
k Vi, where Vi ∼ N(0, Ip). Then (β2 − β1)TXi | (Wi = k) = ‖(β2 −

β1)TΣ1/2‖2Vi1, and (β∗k −
β1+β2

2 )TXi | (Wi = k) = ‖(β∗k −
β1+β2

2 )TΣ1/2‖2(λ1Vi1 + λ2Vi2),

where λ2
1 + λ2

2 = 1. For notation simplicity, we write ‖(β2 − β1)TΣ1/2‖2Vi1 as T1(Vi1), and

‖(β∗k −
β1+β2

2 )TΣ1/2‖2(λ1Vi1 + λ2Vi2) as T2(Vi1, Vi2).

Then, given Wi = k,

∂η1,ξ(Xi, Yi)

∂(β2 − β1)
= −ω1(1− ω1)Σ1/2HT

k

exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· Vi(Zi + T2(Vi1, Vi2)).

It follows that

− 1

ω1(1− ω1)
E
(∂η1,ξ(Xi, Yi)

∂(β2 − β1)

)
=

2∑
k=1

ω∗kEV |W

{
EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· Vi(Zi + T2(Vi1, Vi2))

)}
.

(A.5)

Because Vi1, · · · , Vip are independent, for j = 3, · · · , p, we have

2∑
k=1

ω∗kEV |W

{
EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2 · Vij(Zi + T2(Vi1, Vi2))
)}

=
2∑

k=1

ω∗kEV |W

{
VijEZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2 (Zi + T2(Vi1, Vi2))
)}

= 0,

where the last equality follows since ω∗1µ1 + ω∗2µ2 = 0. Hence, we only need to elements of

(A.5). When j = 1,
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2∑
k=1

ω∗kEV |W

{
EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2Vi1(Zi + T2(Vi1, Vi2))
)}

=

2∑
k=1

ω∗kEV |W

{
EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· T1(Vi1)(Zi + T2(Vi1, Vi2))

)}
/‖(β2 − β1)TΣ1/2‖2

=

2∑
k=1

ω∗kEV |W

{
EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· T1(Vi1)(Zi + T2(Vi1, Vi2)) | Ei

)
P(Ei)

}
/‖(β2 − β1)TΣ1/2‖2

+

2∑
k=1

ω∗kEV |W

{
EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· T1(Vi1)(Zi + T2(Vi1, Vi2)) | Eci

)
P(Eci )

}
/‖(β2 − β1)TΣ1/2‖2

≤ 1

c20‖(β2 − β1)TΣ1/2‖2

2∑
k=1

ω∗kEX|W

{
exp{−3

2
((β2 − β1)TXi)

2}+ exp{−3

2
((β∗k −

β1 + β2

2
)TXi)

2}
}

+
1

4c20‖(β2 − β1)TΣ1/2‖2

2∑
k=1

ω∗kEX|W

{[
exp{−

((β∗k −
β1+β2

2 )TXi)
2

8
}
]}
.

In the last inequality, we transform Vi back to Xi, and then use the fact that f2(t) =

| ett
(w1+(1−w1)et)2 | ≤ 1

4 min{ω2
1 ,(1−ω1)2} and sup|t|>|a| f2(t) ≤ 1

min{w2
1 ,(1−ω1)2}exp(−|3a2 |). By Lemma

A.8,

EW,V

{
EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2Vi1(Zi + T2(Vi1, Vi2))
)}
≤ C1

∆
.

(A.6)

Thus, when ∆ ≥ C1/κ0, the last expectation is smaller that κ0.

Note that on event Ei, we also have |(Zi+‖(β∗k−
β1+β2

2 )TΣ1/2‖2(λ1Vi1+λ2Vi2))| ≤ 3
2‖(β

∗
k−

β1+β2

2 )TΣ1/2‖2|(λ1Vi1+λ2Vi2)|, namely |(Zi+T2(Vi1, Vi2))| ≤ 3
2‖(β

∗
k−

β1+β2

2 )TΣ1/2‖2|(λ1Vi1+

λ2Vi2)|.
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EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2Vi2(Zi + T2(Vi1, Vi2))
)

≤ EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2Vi2(Zi + T2(Vi1, Vi2)) | Ei
)
P(Ei)

+ EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2Vi2(Zi + T2(Vi1, Vi2)) | Eci
)
P(Eci )

≤ 3

2c20

(
exp{−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1}|Vi2|‖(β∗k −
β1 + β2

2
)TΣ1/2‖2|(λ1Vi1 + λ2Vi2)|

)
+

3

2c20

(
exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|Vi2|‖(β∗k −

β1 + β2

2
)TΣ1/2‖2|(λ1Vi1 + λ2Vi2)|

)
+

1

2c20
√
π

∫ ∞
1
2‖(β

∗
k−

β1+β2
2 )TΣ1/2‖2|(λ1Vi1+λ2Vi2)|

Vi2(Zi + T2(Vi1, Vi2))exp(−Z2
i /2)dZi

≤ 3

2c20

(
exp{−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1}|Vi2|‖(β∗k −
β1 + β2

2
)TΣ1/2‖2|(λ1Vi1 + λ2Vi2)|

)
︸ ︷︷ ︸

(I)

+
3

2c20

(
exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|Vi2|‖(β∗k −

β1 + β2

2
)TΣ1/2‖2|(λ1Vi1 + λ2Vi2)|

)
︸ ︷︷ ︸

(II)

+
1

2c20
√
π

exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|Vi2|︸ ︷︷ ︸

(III)

· (‖(β∗k −
β1 + β2

2
)TΣ1/2‖2|(λ1Vi1 + λ2Vi2)|+ 1)︸ ︷︷ ︸

(III)

,

where the last inequality is obtained by standard integration and the fact that
∫∞
t exp(−x2/2)dx ≤

exp(−t2/2).

Since (III) =
√
π

3 ((I) + (II)), we only need to bound (I) and (II). For the term (I),

we have

E
{

(I)
}

= ‖(β∗k −
β1 + β2

2
)TΣ1/2‖2EVi1{exp(−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1)EVi2
(
|λ1Vi1Vi2 + λ2V

2
i2|
)
}

≤ ‖(β∗k −
β1 + β2

2
)TΣ1/2‖2EVi1{exp(−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1)(EVi2 |λ1Vi1Vi2|+ EVi2 |λ2V
2
i2|)}

≤ ‖(β∗k −
β1 + β2

2
)TΣ1/2‖2EVi1

{
exp(−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1)|λ1Vi1|}

+ ‖(β∗k −
β1 + β2

2
)TΣ1/2‖2EVi1

{
exp(−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1)|λ2|},
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By Lemma A.8, we have

EVi1
{

exp(−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1)λ1|Vi1|}

= 2|λ1|/
√

2π

∫ ∞
0

vexp(−1

2
‖(β2 − β1)TΣ1/2‖22v2)exp(−1

2
v2)dv

=
2|λ1|/

√
2π

‖(β2 − β1)TΣ1/2‖22 + 1

≤ C2

‖(β2 − β1)TΣ1/2‖22
,

Also, we have

EVi1
{

exp(−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1)|λ2|}

= |λ2|/
√

2π

∫ ∞
−∞

exp(−1

2
‖(β2 − β1)TΣ1/2‖22v2)exp(−1

2
v2)dv

=
|λ2|√

‖(β2 − β1)TΣ1/2‖22 + 1

≤ C3|λ2|
‖(β2 − β1)TΣ1/2‖2

≤ C3|λ2|
(1− c1)∆

Thus

E
(
(I)
)
≤ ‖(β∗k −

β1 + β2

2
)TΣ1/2‖2(

C2

‖(β2 − β1)TΣ1/2‖22
+

C3|λ2|
‖(β2 − β1)TΣ1/2‖2

)

≤ C2(1 + c1)

2(1− c1)∆
+ C3|λ2|.

For the term (II), letting v1 = λ1Vi1 + λ2Vi2 and v2 = Vi2, we have

E((II)) =
‖(β∗k −

β1+β2

2 )TΣ1/2‖2
2πλ1

∫ ∞
−∞
|v2|exp(−1

2
v2

2)dv2

·
∫ ∞
−∞
|v1|exp(−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖2v2

1)exp(−1

2
v2

1)dv1

≤
C4‖(β∗k −

β1+β2

2 )TΣ1/2‖2
‖(β2 − β1)TΣ1/2‖22

≤ C4(1 + c1)

(1− c1)2∆

Thus,

EW,V

{
EZ|V,W

(∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2Vi2(Zi + T2(Vi1, Vi2))
∣∣∣)}

≤
2∑

k=1

ω∗k

( 3C2(1 + c1)

4c2
0(1− c1)∆

+
3C3|λ2|

2c2
0

+
3C4(1 + c1)

2c2
0(1− c1)2∆

)
.
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Note that

|λ2| ≤
‖(β∗k − βk)TΣ1/2‖2
‖(β∗k −

β1+β2

2 )TΣ1/2‖2
≤ Cb

√
M2

1− c1
.

When ∆ ≥ 9C2(1+c1)
4c20(1−c1)κ0

∨ 9C4(1+c1)
2c20(1−c1)2κ0

and Cb ≤
2κ0c20(1−c1)

9c3
√
M2

, we have

EW,V

{
EZ|V,W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2Vi2(Zi + T2(Vi1, Vi2))
)}
≤ κ0.

Combined with the bounded shown in (A.6), we have ‖E∂η1,ξ(Xi,Yi)
∂(β1−β2) ‖2 ≤ κ0.

Finally, we bound the term (iii), recall that

E
∂η1,ξ(Xi, Yi)

∂(β2 + β1)
= ω1(1− ω1)E

( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 ·XiX
T
i (β2 − β1)

)

Recall thatHk is an orthogonal matrix whose first row is (β2−β1)TΣ1/2/‖(β∗k−
β1+β2

2 )TΣ1/2‖2.

Meanwhile, (β∗k −
β1+β2

2 )TΣ1/2 is in the span of the first two rows of H. Given Wi =

k, we write Xi as Σ1/2HTVi, where Vi ∼ N(HΣ−1/2µk, Ip). We have (β2 − β1)TXi |
Wi = k = ‖(β2 − β1)TΣ1/2‖2Vi1 = T1(Vi1), and (β∗k −

β1+β2

2 )TXi | Wi = k = ‖(β∗k −
β1+β2

2 )TΣ1/2‖2(λ1Vi1 + λ2Vi2) = T2(Vi1, Vi2), where λ2
1 + λ2

2 = 1. Then

1

ω1(1− ω1)
E
∂η1,ξ(Xi, Yi)

∂(β2 + β1)

=

2∑
k=1

ω∗kΣ1/2HT
k EZ,V |W

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}

)2
· Vi‖(β2 − β1)TΣ1/2‖2Vi1

)

As we discussed before, because ω∗1µ1 +ω∗2µ2 = 0 and Vij are independent with each other

for all j, the 3 to p elements of the last vector are exactly zero. Thus, we only need to
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bound the first two elements of the last vector. When j = 1,

EV |W

{
EZ

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}

)2
· ‖(β2 − β1)TΣ1/2‖2V 2

i1

)}
= EV |W

{
EZ

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}

)2
· ‖(β2 − β1)TΣ1/2‖2V 2

i1 | Ei
)
P(Ei)

}
+ EV |W

{
EZ

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}

)2
· ‖(β2 − β1)TΣ1/2‖2V 2

i1 | Ei
)
P(Ei)

}
≤ ‖(β2 − β1)TΣ1/2‖2‖2EV |W

{
exp{−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1}V 2
i1

}
+ ‖(β2 − β1)TΣ1/2‖2EV |W

{
exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}V 2

i1

}
≤ C5

‖(β2 − β1)TΣ1/2‖22
+

‖(β2 − β1)TΣ1/2‖2EV |W

{
exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}V 2

i1

}

Let v1 = λ1Vi1 + λ2Vi2 and v2 = Vi2, by Lemma A.8, we have

EV |W
{

exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}V 2

i1}

=
1

2πλ3
1

∫ ∞
−∞

∫ ∞
−∞

exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22v2

1}(v1 − λ2v2)2exp(−1

2
v2

1)

· exp(−1

2
v2

2)dv1dv2

≤ C6

‖(β∗k −
β1+β2

2 )TΣ1/2‖32
+

C7

‖(β∗k −
β1+β2

2 )TΣ1/2‖22
+

C8λ
2
2

‖(β∗k −
β1+β2

2 )TΣ1/2‖2

≤ C6

‖(β∗k −
β1+β2

2 )TΣ1/2‖32
+

C7

‖(β∗k −
β1+β2

2 )TΣ1/2‖22
+

C8C
2
bM2

(1− c1)2‖(β∗k −
β1+β2

2 )TΣ1/2‖2
.
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When j = 2,

EV |W

{
EZ

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}

)2
· ‖(β2 − β1)TΣ1/2‖2|Vi1Vi2|

)}
= EV |W

{
EZ

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}

)2
· ‖(β2 − β1)TΣ1/2‖2|Vi1Vi2| | Ei

)
P(Ei)

}
+ EV |W

{
EZ

( exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}

)2
· ‖(β2 − β1)TΣ1/2‖2|Vi1Vi2| | Ei

)
P(Ei)

}
≤ ‖(β2 − β1)TΣ1/2‖2‖2EV |W

{
exp{−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1}|Vi1Vi2|
}

+ ‖(β2 − β1)TΣ1/2‖2EV |W

{
exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|Vi1Vi2|

}
≤ C5

‖(β2 − β1)TΣ1/2‖22

+ ‖(β2 − β1)TΣ1/2‖2EV |W

{
exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|Vi1Vi2|

}
Again, letting v1 = λ1Vi1 + λ2Vi2 and v2 = Vi2, when Wi = k, we have

EV
{

exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|Vi1Vi2|}

≤ 1

2πλ2
1

∫ ∞
−∞

∫ ∞
−∞

exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22v2

1}|v2(v1 − λ2v2)|exp(−1

2
v2

1) · exp(−1

2
v2

2)dv1dv2

≤ C9

‖(β∗k −
β1+β2

2 )TΣ1/2‖22
+

C8|λ2|
‖(β∗k −

β1+β2

2 )TΣ1/2‖2

≤ C9

‖(β∗k −
β1+β2

2 )TΣ1/2‖22
+

C10Cb
√
M2

(1− c1)‖(β∗k −
β1+β2

2 )TΣ1/2‖2
.

Thus,

E
(∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(

ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}
)2

· Vi‖(β2 − β1)TΣ1/2‖2Vi1
∣∣∣)

≤
2∑

k=1

ω∗k(
C6

‖(β∗W −
β1+β2

2 )TΣ1/2‖22
+

C7 + C9

‖(β∗W −
β1+β2

2 )TΣ1/2‖2
+

(C8 + C10)C2
bM2

(1− c1)2
)

≤
2∑

k=1

ω∗k(
C6

(1− c1)2∆2
+

C7 + C9

(1− c1)∆
+
C8C

2
bM2

(1− c1)2
+
C10Cb

√
M2

(1− c1)
)
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When ∆ ≥
√

4C6

(1−c1)
√
κ0
∨ 4(C7+C+9)

(1−c1)κ0
and Cb ≤

√
κ0(1−c1)2

4C8M2
∧ κ0(1−c1)

4C10

√
M2

,

2∑
k=1

ω∗kEZ,V |W

(∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{‖(β2 − β1)TΣ1/2Vi1(Zi + T2(Vi1, Vi2))}

)2
· Vij‖(β2 − β1)TΣ1/2‖2Vi1

∣∣∣) ≤ κ0

for j = 1, 2. It follows that ‖E∂η1,ξ(Xi,Yi)
∂(β1+β2) ‖2 ≤ κ0.

Plug the bounds for (i), (ii), and (iii) back into (A.4), we have

|ωk(θ)− ω∗k| ≤ κ0(|ω1 − ω∗1| ∨ ‖β∗1 − β1‖2 ∨ ‖β∗2 − β2‖2),

for sufficient large ∆ and small Cb.

Contraction for ρ1(θ)

We aim to show that ‖ρ1(θ)− ρ1(θ∗)‖2 ≤ κ0(|ωk − ω∗k| ∨ ‖β1 − β∗1‖2 ∨ ‖β∗2 − β2‖2).

Proof Recall that

ρ1(θ) = E(
1

n

n∑
i=1

η1,θ(Xi, Yi)XiYi) = E(η1,θ(Xi, Yi)XiYi),

and ξ = (ω1, β2 − β1, β1 + β2). Similar as what we do for ω1(θ), we have

ρ1(θ)− ρ1(θ∗)

= E
{∫ 1

0

(dη1,ξ(Xi, Yi)XiYi
dξ

∣∣∣
ξ=ξu

)T
∆ξdu

}
= E

{∫ 1

0

(∂η1,ξ(Xi, Yi)XiYi
∂ω1

∣∣∣
ξ=ξu

)T
∆ω1du

}
+ E

{∫ 1

0

(∂η1,ξ(Xi, Yi)XiYi
∂(β2 − β1)

∣∣∣
ξ=ξu

)T
∆β2−β1du

}
+ E

{∫ 1

0

(∂η1,ξ(Xi, Yi)XiYi
∂(β2 + β1)

∣∣∣
ξ=ξu

)T
∆β2+β1du

}
= sup

ξ∈Bcon(θ∗)
E
(∂η1,ξ(Xi, Yi)XiYi

∂ω1

∣∣∣
ξ=ξu

)T
∆ω1 + sup

ξ∈Bcon(θ∗)
E
(∂η1,ξ(Xi, Yi)XiYi

∂(β2 − β1)

∣∣∣
ξ=ξu

)T
∆β2−β1

+ sup
ξ∈Bcon(θ∗)

E
(∂η1,ξ(Xi, Yi)XiYi

∂(β2 + β1)

∣∣∣
ξ=ξu

)T
∆β2+β1

It follows that

‖ρ1(θ)− ρ∗1‖2 ≤ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂ω1
XiYi)‖2|ω1 − ω∗1|

+ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂(β2 − β1)
XT
i · Yi)‖2‖β1 − β∗1 − β2 + β∗2‖2

+ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂(β1 + β2)
XT
i · Yi)‖2‖β1 − β∗1 + β2 − β∗2‖2.
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Note that

‖E(
∂η1,θ(Xi, Yi)

∂ω1
XiYi)‖2

≤ ‖E exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 ·Xi(Zi + δi(β)TXi)‖2︸ ︷︷ ︸
(iv)

+ ‖E exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2 ·XiX
T
i

β1 + β2

2
‖2︸ ︷︷ ︸

(v)

(A.7)

The bound for term (iv) is exactly with that for term (ii). For sufficient large ∆ and small

Cb, (iv) ≤ κ0/2.
Then note that

(v) = ‖Σ1/2HT
k E

exp{‖(β2 − β1)TΣ1/2‖2Vi1(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + T2(Vi1, Vi2))}

)2ViV Ti HkΣ1/2 β1 + β2

2
‖2

≤ ‖Σ‖2‖
β1 + β2

2
‖2‖E

exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + T2(Vi1, Vi2))}

)2ViV Ti︸ ︷︷ ︸
(I)

‖2.

Because Vij are independent with each other for all j and ω∗1µ1 + ω∗2µ2 = 0, we know that

except from the diagonal elements and the first 2×2 sub-matrix, matrix (I) is exactly zero.

Thus, to bound the 2-norm of (I), we only need to considering the first 2 × 2 sub-matrix

and the diagonal elements. Note that, for any j, q,

E| exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2VijV T
iq |

≤
2∑

k=1

(
ω∗kEZ,V |W

∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)expexp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2VijV T
iq | Ei

∣∣∣P(Ei)
)

+
2∑

k=1

(
ω∗kEZ,V |W

∣∣∣exp{T1(Vi1)(Zi + ‖(β∗k −
β1+β2

2 )‖2(λ1Vi1 + λ2Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2 VijV
T
iq | Eci

∣∣∣P(Eci )
)

≤
2∑

k=1

(
ω∗kEV |W

{
exp(−1/2‖(β2 − β1)TΣ1/2‖22V 2

i1)

+ exp(−1/2‖(β∗k −
β1 + β2

2
)‖22(λ1Vi1 + λ2Vi2)2)

}
|VijViq|

)
+

2∑
k=1

(
ω∗kEV |W

{
exp(−1/8‖(β∗k −

β1 + β2

2
)‖22(λ1Vi1 + λ2Vi2)2)

}
|VijViq|

)
.

By Lemma A.8 and the same calculation procedure used before, we have

E| exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + T2(Vi1, Vi2)}

)2VijV T
iq | ≤ C11

2∑
k=1

(ω∗k/∆ + ω∗k/∆
2).
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Thus, for large enough ∆, we have (v) ≤ κ0/2. It follows that ‖E(
∂η1,θ(Xi,Yi)

∂ω1
XiYi)‖2 ≤ κ0

for sufficient large ∆ and small Cb.

Next, recall that

E(
∂η1,θ(Xi, Yi)

∂β2 − β1
XT
i · Yi) = ω1(1− ω1)E

( exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}

)2
·Xi(Zi + δ(β)Ti Xi)X

T
i (Zi + ψTi Xi)

)
Let Hk be an orthogonal matrix whose first row is (β2−β1)TΣ1/2/‖(β2−β1)TΣ1/2‖2 and sat-

isfies that (β∗k−
β1+β2

2 )TΣ1/2 ⊆ span{HT
k,1:, H

T
k,2:} and (β1+β2)TΣ1/2 ⊆ span{HT

k,1:, H
T
k,2:, H

T
k,3:},

where Hk,j: represents the j-th row of Hk. Let Xi | Wi = k = Σ1/2HT
k Vi, where Vi | Wi =

k ∼ N(Σ1/2HT
k µk, Ip). Then given Wi = k, we have (β2−β1)TXi = ‖(β2−β1)TΣ1/2‖2Vi1 =

T1(Vi1), (β∗k −
β1+β2

2 )TXi = ‖(β∗k −
β1+β2

2 )TΣ1/2‖2(λ1Vi1 + λ2Vi2) = T2(Vi1, Vi2), and (β1 +

β2)TXi = ‖(β1 + β2)TΣ1/2‖2(λ3Vi1 + λ4Vi2 + λ5Vi3) = T3(Vi1, Vi2, Vi3), where λ2
1 + λ2

2 = 1,

λ2
3 + λ2

4 + λ2
5 = 1 and

|λ2| ≤
‖(β∗k − βk)TΣ1/2‖2
‖(β∗k −

β1+β2

2 )TΣ1/2‖2
≤ Cb

√
M2

1− c1
.

Then we decompose E(
∂η1,θ(Xi,Yi)
∂β2−β1

XT
i · Yi) as

E(
∂η1,θ(Xi, Yi)

∂β2 − β1
XT
i · Yi)

= ω1(1− ω1)E(
exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(

ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}
)2

·Xi(Zi + δi(β)TXi)X
T
i (Zi + δi(β)TXi))

+ (ω1(1− ω1)/2)E(
exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(

ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}
)2

·Xi(Zi + δi(β)TXi)X
T
i (β1 + β2)TXi))

= ω1(1− ω1)
2∑

k=1

ω∗kEV |Wi=k

{ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· Σ1/2HT

k ViV
T
i (Zi + T2(Vi1, Vi2))2HkΣ

1/2
}

+ ω1(1− ω1)
2∑

k=1

ω∗kEV |Wi=k

{ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· Σ1/2HT

k ViV
T
i (Zi + T2(Vi1, Vi2))(T3(Vi1, Vi2, Vi3))HkΣ

1/2
}

(A.8)

Firstly, we bound the first term of (A.8). Because ω∗1µ1+ω∗2µ2 = 0, and Vij are independent

for all j, for j, l not in the first 2× 2 block and the diagonal elements, we have

2∑
k=1

ω∗kEV |Wi=k

{ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2VijV T
il (Zi + T2(Vi1, Vi2))2

}
= 0.
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For j, l in the first 2× 2 block and the diagonal elements, we have

EV |Wi=k

{∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2VijVil(Zi + T2(Vi1, Vi2))2
∣∣∣}

≤ EV |Wi=k

{∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2VijVil(Zi + T2(Vi1, Vi2))2
∣∣∣ | Ei}P(Ei)

+ EV |Wi=k

{∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2VijVil(Zi + T2(Vi1, Vi2))2
∣∣∣ | Eci }P(Eci )

≤ 3

2c20

(
exp{−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1}|VijVil|‖(β∗k −
β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2

)
+

3

2c20

(
exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|VijVil|

· ‖(β∗k −
β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2

)
+

1

2c20
√
π

∫ ∞
1
2‖(β

∗
k−

β1+β2
2 )TΣ1/2‖22(λ1Vi1+λ2Vi2)2

VijVil(Zi + T2(Vi1, Vi2))2exp(−Z2
i /2)dZi

≤ 3

2c20

(
exp{−1

2
‖(β2 − β1)TΣ1/2‖22V 2

i1}|VijVil|‖(β∗k −
β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2

)
︸ ︷︷ ︸

(I)

+
3

2c20

(
exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|VijVil|︸ ︷︷ ︸
(II)

· ‖(β∗k −
β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2

)
︸ ︷︷ ︸

(II)

+
1

2c20
√
π

exp{−1

2
‖(β∗k −

β1 + β2

2
)TΣ1/2‖22(λ1Vi1 + λ2Vi2)2}|VijVil|︸ ︷︷ ︸

(III)

· (2‖(β∗k −
β1 + β2

2
)TΣ1/2‖2|(λ1Vi1 + λ2Vi2)|+ 1)︸ ︷︷ ︸

(III)

,

where the last inequality is obtained by standard integration and the fact that
∫∞
t exp(−x2/2)dx ≤

exp(−t2/2)/t.

Let v1 = λ1Vi1 +λ2Vi2 and v2 = Vi2. By Lemma A.8, we have terms (I), (II) and (III)

are all smaller than κ0, for sufficient large ∆.

Then we bound the second term of (A.8). Because ω∗1µ1 + ω∗2µ2 = 0, and Vij are
independent for all j, for j, l not in the first 3× 3 block and the diagonal elements, we have

2∑
k=1

ω∗kEV |Wi=k

{ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
VijVil(T2(Vi1, Vi2))(Zi + T3(Vi1, Vi2, Vi3))

}
= 0
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For j, l in the first 3× 3 block and the diagonal elements, using the same techniques used

before, for sufficient large ∆ and small Cb, we have

2∑
k=1

ω∗kEV |Wi=k

{∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
VijVil(T2(Vi1, Vi2))(Zi + T3(Vi1, Vi2, Vi3))

∣∣∣} ≤ κ0

Thus

‖E(
∂η1,θ(Xi, Yi)

∂β2 − β1
XT
i · Yi)‖2 ≤ κ0,

for sufficient large ∆ and small Cb.
Finally, recall that

1

ω1(1− ω1)
E(
∂η1,θ(Xi, Yi)

∂β2 + β1
XT
i · Yi)

= E(
exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(

ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}
)2 ·XiX

T
i (β2 − β1)XT

i (Zi + ψTi Xi))

= E(
exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(

ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}
)2 ·XiX

T
i (β2 − β1)XT

i (Zi + δi(β)TXi))︸ ︷︷ ︸
(a1)

+ E(
exp{(β2 − β1)TXi(Zi + δi(β)TXi)}(

ω1 + (1− ω1)exp{(β2 − β1)TXi(Zi + δi(β)TXi)}
)2 ·XiX

T
i (β2 − β1)XT

i (
βT1 + βT2

2
Xi))︸ ︷︷ ︸

(a2)

For term (a1), we have

(a1) =
n∑
k=1

(
ω∗kEV |Wi=k

{ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· Σ1/2HT

k ViV
T
i HkΣ

1/2T1(Vi1)(Zi + T2(Vi1, Vi2))}
)

Because ω∗1µ1 + ω∗2µ2 = 0, and Vij are independent for all j, for j, l not in the first 2 × 2

block and the diagonal elements, we have (a1) = 0. For j, l not in the first 2× 2 block and

the diagonal elements, we have

n∑
k=1

(
ω∗kEV |Wi=k

{∣∣∣ exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}(
ω1 + (1− ω1)exp{T1(Vi1)(Zi + T2(Vi1, Vi2))}

)2
· VijVilT1(Vi1)(Zi + T2(Vi1, Vi2))

∣∣∣}) ≤ κ0

for sufficient large ∆ and small Cb. The bounds for terms (a1) and (a2) implies that

‖E(
∂η1,θ(Xi, Yi)

∂β2 + β1
XT
i · Yi)‖2 ≤ κ0,

for sufficient large ∆ and small Cb.
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To sum up, we have

‖ρ1(θ)− ρ1(θ∗)‖2 ≤ κ0(|ω1 − ω∗1| ∨ ‖β1 − β∗1‖2 ∨ ‖β2 − β∗2‖2).

Contraction for Σ1(θ)

We aim to show that ‖(Σ1(θ)− Σ1(θ∗))β∗1‖2 ≤ κ0(|ω1 − ω∗1| ∨ ‖β1 − β∗1‖2 ∨ ‖β2 − β∗2‖2).

Recall that

Σ1(θ)β∗1 = E(
1

n

n∑
i=1

η1,θ(Xi, Yi)XiX
T
i β
∗
1) = E(η1,θ(Xi, Yi)XiX

T
i β
∗
1).

Similar as what we do for ρ1(θ), we have

Σ1(θ)β∗1 − Σ1(θ∗)β∗1

= E
{∫ 1

0

(dη1,ξ(Xi, Yi)XiX
T
i β
∗
1

dξ

∣∣∣
ξ=ξu

)T
∆ξdu

}
= E

{∫ 1

0

(∂η1,ξ(Xi, Yi)XiX
T
i β
∗
1

∂ω1

∣∣∣
ξ=ξu

)T
∆ω1du

}
+ E

{∫ 1

0

(∂η1,ξ(Xi, Yi)XiX
T
i β
∗
1

∂(β2 − β1)

∣∣∣
ξ=ξu

)T
∆β2−β1du

}
+ E

{∫ 1

0

(∂η1,ξ(Xi, Yi)XiX
T
i β
∗
1

∂(β2 + β1)

∣∣∣
ξ=ξu

)T
∆β2+β1du

}
= E

(∂η1,ξ(Xi, Yi)XiX
T
i β
∗
1

∂ω1

∣∣∣
ξ=ξu

)T
du∆ω1 +

∫ 1

0
E
(∂η1,ξ(Xi, Yi)XiX

T
i β
∗
1

∂(β2 − β1)

∣∣∣
ξ=ξu

)T
du∆β2−β1

+

∫ 1

0
E
(∂η1,ξ(Xi, Yi)XiX

T
i β
∗
1

∂(β2 + β1)

∣∣∣
ξ=ξu

)T
du∆β2+β1

It follows that

‖Σ1(θ)β∗1 − Σ1(θ∗)β∗1‖2 ≤ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂ω1
XiX

T
i β
∗
1)‖2|ω1 − ω∗1|

+ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂(β2 − β1)
XT
i (XT

i β
∗
1))‖2,s‖β1 − β∗1 − β2 + β∗2‖2

+ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂(β1 + β2)
XT
i (XT

i β
∗
1))‖2,s‖β1 − β∗1 + β2 − β∗2‖2.

Bounding these three terms is a simplified case of that for the contraction of ρ1(θ). We

omit the details here.

Appendix E. Proof of Lemma 3

We first prove that supθ∈Bcon(θ∗){‖ρ̂1(θ)− ρ1(θ)‖2,s} = O(

√
slog(n)2log(p)

n ) with proba-

bility at least 1− p−1.
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For supθ∈Bcon(θ∗){‖ρ̂1(θ) − ρ1(θ)‖2,s}, directly applying Lemma A.6 will convert the

problem into bounding the product of 4 sub-Gaussian variables. To avoid this problem and

get a sharper bound, we use the tail bound for unbounded random process given in Lemma

A.7.

Proof Recall that

ρ̂1(θ)− ρ1(θ) =
1

n

n∑
i=1

η1,θ(Xi, Yi)XiYi − E(η1,θ(Xi, Yi)XiYi).

Let W̃ ρ = supθ∈Bcon(θ∗) ‖ρ̂1(θ)− ρ1(θ)‖2,s. By definition, we have

W̃ ρ = sup
µ∈Γ(s)∩Sp−1

sup
θ∈Bcon(θ∗)

〈 1
n

n∑
i=1

η1,θ(Xi, Yi)XiYi − E(η1,θ(Yi, Xi)XiYi), µ〉

Let

W ρ
µ = sup

θ∈Bcon(θ∗)
〈 1
n

n∑
i=1

η1,θ(Xi, Yi)XiYi − E(η1,θ(Yi, Xi)XiYi), µ〉.

Because Γ(s) ∩ Sp−1 ⊆ C(s) ∩ Sp−1, we will bound

W ρ = sup
µ∈C(s)∩Sp−1

W ρ
µ = sup

µ∈C(s)∩Sp−1

sup
θ∈Bcon(θ∗)

〈 1
n

n∑
i=1

η1,θ(Xi, Yi)XiYi − E(η1,θ(Yi, Xi)XiYi), µ〉,

instead. Let ν1, · · · , νMnet denote a 1/2-net of C(s) ∩ Sp−1, we have

W ρ
ν ≤W ρ

µj + |W ρ
µj −W

ρ
ν | ≤ max

j∈[Mnet]
W ρ
µj +W ρ‖ν − µj‖2 ≤ max

j∈[Mnet]
W ρ
µj + 1/2W ρ.

Thus W ρ ≤ 2 maxj∈[Mnet]W
ρ
µj . So, instead of directly bounding the tail of W ρ, we can first

get the tail probability for W ρ
µj for a fixed j, then using the union bound to get the tail

probability for W ρ.

Note that

‖ sup
θ∈Bcon(θ∗)

η1,θ(Xi, Yi)µ
T
j XiYi − E sup

θ∈Bcon
(η1,θ(Xi, Yi)µ

T
j XiYi)‖ψ1 ≤ c‖ sup

θ∈Bcon(θ∗)
η1,θ(Xi, Yi)µ

T
j XiYi‖ψ1

≤ c‖µTj XiYi‖ψ1 <∞,

where we use the fact that 0 < η1,θ(Xi, Yi) < 1 and µTj XiYi is sub-exponential.

We use Lemma A.7 to get the tail probability for W ρ
µj . We first bound E(W ρ

µj ) us-

ing similar procedure used in Adamczak (2008). Let f(Xi, Yi) = η1,θ(Xi, Yi)µ
T
j XiYi −

E(η1,θ(Xi, Yi)µ
T
j XiYi) for simplicity. We have W ρ

µj ≤ 1
n supθ∈Bcon(θ∗) |

∑n
i=1 f(Xi, Yi)|.

Define truncated function and the remaining part of f(Xi, Yi) as

f1 = f(Xi, Yi)I(|µTj XiYi| ≤ ρ)− E[f(Xi, Yi)I(|µTj XiYi| ≤ ρ)],

f2 = f(Xi, Yi)I(|µTj XiYi| > ρ)− E[f(Xi, Yi)I(|µTj XiYi| > ρ)],
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where ρ = 8E maxi supθ∈Bcon(θ∗),µ∈Γ(s)∩Sp−1 |f(Xi, Yi)|.
Let Q = maxi |µTj XiYi|. We have

EQ =

∫ ∞
0

P(Q > x)dx. (A.9)

Note that ‖µTj XiYi‖ψ1 ≤ C we have P(|µTXiYi| > xlogn) ≤ exp(−cxlogn). By union bound

we have

P(Q > xlogn) ≤
n∑
i=1

exp(−cxlogn) = exp(−xclogn+ logn).

When logn > 2 and x > 2/c, we have P(Q > xlogn) ≤ exp(−cx). By (A.9) and P(Q >

x) < 1, we have EQ ≤ clogn. It follows that ρ ≤ Clog(n).

Note that

sup
θ∈Bcon(θ∗)

|
n∑
i=1

f(Xi, Yi)| ≤ sup
θ∈Bcon(θ∗)

|
n∑
i=1

f1(Xi, Yi)− Ef1(Xi, Yi)|

+ sup
θ∈Bcon(θ∗)

|
n∑
i=1

f2(Xi, Yi)− Ef2(Xi, Yi)|,

where we use the fact that E(f1(Xi, Yi) + f2(Xi, Yi)) = 0. It follows that

E sup
θ∈Bcon(θ∗)

|
n∑
i=1

f(Xi, Yi)| ≤ E sup
θ∈Bcon(θ∗)

|
n∑
i=1

f1(Xi, Yi)− Ef1(Xi, Yi)|

+ 2E sup
θ∈Bcon(θ∗)

|
n∑
i=1

f2(Xi, Yi)|.
(A.10)

By Markov inequality and the definition of f2(Xi, Yi), we have

P(max
k≤n

sup
θ∈Bcon(θ∗)

|
k∑
i=1

f2(Xi, Yi)| > 0) ≤ P(max
i
|µTj XiYi| > ρ) ≤ 1/8.

Then by Hoffmann-Jørgensen inequality (see e.g Ledoux and Talagrand (1991), Proposition

6.8)

E sup
θ∈Bcon(θ∗)

|
n∑
i=1

f2(Xi, Yi)| ≤ 8E max
i

sup
θ∈Bcon(θ∗)

|f(Xi, Yi)| ≤ ρ. (A.11)

Thus, we have

E sup
θ∈Bcon(θ∗)

| 1
n

n∑
i=1

f2(Xi, Yi)| ≤
Clogn

n
. (A.12)

Next we go back to bound E supθ∈Bcon(θ∗) | 1n
(∑n

i=1 f1(Xi, Yi)−Ef1(Xi, Yi)
)
|. By Lemme

A.5 and Lemma A.6, we have

E sup
θ∈Bcon(θ∗)

| 1
n

( n∑
i=1

f1(Xi, Yi)− Ef1(Xi, Yi)
)
|

≤ CE sup
θ∈Bcon(θ∗)

| 1
n

n∑
i=1

εi(β2 − β1)TXi(Yi −
(β1 + β2)T

2
Xi)µ

T
j XiYi|,
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where |µTj XiYi| ≤ ρ for all i. Under the condition |µTj XiYi| ≤ ρ, εi(β2 − β1)TXi(Yi −
(β1+β2)T

2 Xi)µ
T
j XiYi is sub-exponential for any β1 and β2. Define set T = {ν1 : νT1 =

(βT1 , β
T
2 ) ∈ Bcon}. We have D = diam(T ) ≤ cCb∆.

By Corollary 5.2 of Dirksen (2015), we have

E sup
θ∈Bcon(θ∗)

| 1
n

n∑
i=1

εi(β2 − β1)TXi(Yi −
(β1 + β2)T

2
Xi)µ

T
j XiYi|

≤ C1

( 1√
n
γ2(T , d) +

1

n
γ1(T , d)

)
+ C2(

1

n
+

1√
n

),

(A.13)

where γ1(T , d) and γ2(T , d) are Talagrand γ1 and γ2 functional (See Dirksen (2015) for

details), and d is the `2-norm.

By Lemma A.3, T ∈ Cconv(∪|J |≤2cdsEJ(2p) ∩ B2p
2 ). From the volumetric argument

in Rudelson and Zhou (2012)[Section H.1], we know that the covering number N (T , d, ε)
satisfies that

log(N (T , d, ε)) ≤ C4

(
slog(ep/s) + slog(1 + 2/ε)

)
. (A.14)

Then note that

γα(T , d) ≤ Cρ
∫ D

0

(
logN (T, d, ε)

)1/α
dε,

we have

γ2(T , d) = Cρ

∫ D

0

√
log(N (T , d, ε))dε = Cρ

∫ D

0

√
s
(

log(
ep

s
) + log(1 + 2/ε)

)1/2
dε ≤ C1ρ

√
slogp,

and

γ1(T , d) = Cρ

∫ D

0
log(N (T , d, ε))dε = Cρ

∫ D

0
s
(

log(
ep

s
) + log(1 + 2/ε)

)
dε ≤ C1ρslogp.

By (A.13), we know that

E sup
θ∈Bcon(θ∗)

| 1
n

n∑
i=1

εi(β2 − β1)TXi(Yi −
(β1 + β2)T

2
Xi)µ

T
j XiYi| ≤ Clogn

√
slogp

n
.

Combine this result and (A.12), we have

E(Wµρj
) ≤ E sup

θ∈Bcon(θ∗)
| 1
n

n∑
i=1

1

n
f(Xi, Yi)| ≤ C

(√s(logn)2logp

n
+

logn

n

)
.

Note that ‖maxi supθ∈Bcon(θ∗) f(Xi, Yi)‖ψ1 ≤ ‖maxi |µTj XiYi|‖ψ1 and ‖maxi |µTj XiYi|‖ψ1 ≤
Clogn‖µTj XiYi‖ψ1 (Pisier’s inequality (Pisier, 1983) ), we have ‖maxi supθ∈Bcon(θ∗) f(Xi, Yi)‖ψ1 ≤
Clogn. Then by Lemma A.7, we have

P(Wµρj
≥ C

(√s(logn)2logp

n
+

logn

n

)
+ t) ≤ 4 max

{
exp(−C5nt

2), 3exp(−C6nt

logn
)}
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By union bound, we have

P(W ρ ≥ C
(√s(logn)2logp

n
+

logn

n

)
+ t) ≤MnetP(Wµρj

)

≤ 4 max
{

exp(cdslogp− C5nt
2), 3exp(cdslogp− C6nt

logn
)}.

Let t = c

√
s(logn)2logp

n for large enough generic constant c, when n� slogp,

W ρ = O(

√
s(logn)2logp

n
)

with probability at least 1− p−1.

We then prove that supθ∈Bcon(θ∗){‖(Σ̂1(θ) − Σ1(θ))β∗1‖2,s} = O(

√
slog(n)2log(p)

n ) with

probability at least 1− p−1.

Proof Recall that

(Σ̂1(θ)− Σ1(θ))β∗1 =
1

n

n∑
i=1

(η1,θ(Xi, Yi)XiX
T
i β
∗
1 − E(η1,θ(Xi, Yi)XiX

T
i β
∗
1)

Similar to the bound for supθ∈Bcon(θ∗){‖ρ̂1(θ)−ρ1(θ)‖2,s}, we defineWΣ = supθ∈Bcon(θ∗){‖(Σ̂1(θ)−
Σ1(θ))β∗1‖2,s}, which can be written as

WΣ = sup
θ∈Bcon(θ∗),µ∈Γ(S)∩Sp−1

〈 1
n

n∑
i=1

(η1,θ(Xi, Yi)− E(η1,θ(Xi, Yi))XiX
T
i β
∗
1 , µ〉,

By the same proof procedure for supθ∈Bcon(θ∗) ‖ρ̂1(θ)− ρ1(θ)‖2,s, we have

sup
θ∈Bcon(θ∗)

{‖(Σ̂1(θ)− Σ1(θ))β∗1‖2,s} = O(

√
slog(n)2log(p)

n
)

with probability at least 1− p−1.

Finally, we prove that supθ∈Bcon(θ∗){|ω̂1(θ) − ω1(θ)|} = O(

√
slog(p)
n ) with probability

at least 1− 2p−1.

Proof Recall that

ω̂1(θ) =
1

n

n∑
i=1

ω1(θ)

ω1(θ) + ω2(θ)exp{(β2 − β1)TXi(Yi − (β1+β2)TXi
2 )}

.

Let Cθ(Xi, Yi) = (β2−β1)TXi(Yi− (β1+β2)TXi
2 ), and ẑω = supθ∈Bcon(θ∗){|ω̂1(θ)−ω1(θ)|}. We

want to bound E(eλẑω). Note that ẑω ≤ max{supθ∈Bcon(θ∗)(ω̂1(θ)−ω1(θ)), supθ∈Bcon(θ∗)((ω1(θ)−

58



Penalized EM algorithm in high-dimensional mixture linear regression model

ω̂1(θ1))}, thus we first show the bound for z̃ω = supθ∈Bcon(θ∗){ω̂1(θ) − ω1(θ)}. The bound

for supθ∈Bcon(θ∗){ω1(θ)− ω̂1(θ)} can be obtained similarly.

Let εi, i = 1, · · · , n be i.i.d Rademacher random variables, by Lemma A.5, we have

E(eλz̃ω) ≤ E
[
exp
(∣∣∣2λ
n

sup
θ∈Bcon(θ∗)

∑
i=1

εi
( ω1(θ)

ω1(θ) + ω2(θ)exp{Cθ(Xi, Yi)}
− ω1(θ)

)∣∣∣)].
Note that ψ(x) = ω1/(ω1 + (1 − ω1)ex) − ω1 is Lipschitz with constant (1 − c0)/c0 and

ψ(0) = 0. By the Talagrand comparison inequality A.6, we have

E(eλz̃ω) ≤ E
[
exp
(∣∣∣2λ
n

sup
θ∈Bcon(θ∗)

∑
i=1

εi
( ω1(θ)

ω1(θ) + ω2(θ)exp{Cθ(Xi, Yi)}
− ω1(θ)

)∣∣∣)]
≤ E

[
exp
(∣∣∣2λ
n

sup
θ∈Bcon(θ∗)

n∑
i=1

εi
1− c0

c0
Cθ(Yi)

∣∣∣)]
≤ E

[
exp
(∣∣∣2λ
n

1− c0

c0
sup

θ∈Bcon(θ∗)

n∑
i=1

(εi(β2 − β1)TXi(Yi − ω∗1β∗T1 Xi − ω∗2β∗T2 Xi))
∣∣∣)]︸ ︷︷ ︸

(i)

× E
[
exp
(∣∣∣2λ
n

1− c0

c0
sup

θ∈Bcon(θ∗)

n∑
i=1

(εi(β2 − β1)TXi(ω
∗
1β
∗T
1 Xi + ω∗2β

∗T
2 Xi −

(β1 + β2)TXi

2
))
∣∣∣)]︸ ︷︷ ︸

(ii)

We first bound the term (i). Let 1/2net(Γ(s)∩Sp−1) be a 1/2−net of Γ(s)∩Sp−1 and Mnet

be its covering numbers. Note that for any νj ∈ Sp−1, (νTj Xi)
2 and Ỹ 2

i are sub-exponential.

Let Ỹi = Yi − (ω∗1β
∗
1 + ω∗2β

∗
2)TXi. We have

(i) = E
[
exp
(∣∣∣2λ
n

1− c0

c0
sup

θ∈Bcon(θ∗)

n∑
i=1

(εi(β2 − β1)TXiỸi)
∣∣∣)]

≤ E
[
exp
(2λ

n

1− c0

c0
sup

θ∈Bcon(θ∗)
‖β1 − β2‖2 sup

ν∈Γ(s)∩Sp−1

|
n∑
i=1

εiỸiν
TXi|

)]
≤ E

[
exp
(4λ

n

1− c0

c0
sup

θ∈Bcon(θ∗)
‖β1 − β2‖2 sup

νj∈1/2net(Γ(s)∩Sp−1)

|
n∑
i=1

νTj XiεiỸi|
)]
.

Since ‖β1−β2‖2 ≤ ‖β1−β∗1‖2 +‖β2−β∗2‖2 +‖β∗1−β∗2‖2. We have supθ∈Bcon(θ∗) ‖β1−β2‖2 ≤
(2Cb∆ + 2Mb). Since both Xij and Ỹi are i.i.d Gaussian, Xij Ỹi is sub-exponential. Hence,

for sufficient small λ (λ/n→ 0),

(i) ≤ E
[
exp
(∣∣∣4λ
n

1− c0

c0
(2Cb∆ + 2Mb) sup

νj∈1/2net(Γ(s)∩Sp−1)

|
n∑
i=1

νTj XiεiỸi|
)]

≤MnetE
[
exp
(∣∣∣4λ
n

1− c0

c0
(2Cb∆ + 2Mb)|

n∑
i=1

νTj XiεiỸi|
)]

≤ exp
{16λ2(2Cb∆ + 2Mb)

2(1− c0)2

nc2
0

C1 + cdslog(p)
}
.
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Then we consider the term (ii). Note that for any νj ∈ Sp−1, (νTj Xi)
2 is sub-exponential,

for sufficient small λ (λ/n→ 0), we have

(ii) ≤E
[
exp
(∣∣∣2λ(1− c0)

c0n
sup

θ∈Bcon(θ∗)
‖β2 − β1‖2 sup

θ∈Bcon(θ∗)
(max

k
{‖ω∗k(β∗k −

β1 + β2

2
)‖2})

· sup
ν1,ν2∈Γ(s)∩Sp−1

n∑
i=1

|ν1Xi||ν2Xi|
∣∣∣)]

≤ E
[
exp
(∣∣∣2λ(1− c0)

c0n
sup

θ∈Bcon(θ∗)
‖β2 − β1‖2 sup

θ∈Bcon(θ∗)
(max

k
{‖ω∗k(β∗k −

β1 + β2

2
)‖2})

· sup
ν∈Γ(s)∩Sp−1

n∑
i=1

(νXi)
2
∣∣∣)]

≤ E
[
exp
(∣∣∣8λ(1− c0)

c0n
sup

θ∈Bcon(θ∗)
‖β2 − β1‖2 sup

θ∈Bcon(θ∗)
(max

k
{‖ω∗k(β∗k −

β1 + β2

2
)‖2})

· max
νj∈1/2net(Γ(s)∩Sp−1)

n∑
i=1

(νjXi)
2
∣∣∣)]

≤Mnetexp
(64λ2(1− c0)4c2

2(2Cb + 2Mb)
2

c2
0n

C1

)
≤ exp

(64λ2(1− c0)4c2
2(2Cb + 2Mb)

2

c2
0n

C1 + 2cdslog(p)
)
.

Thus, we have

E(eλz̃ω ) ≤ exp
{16λ2(2Cb + 2Mb)

2(1− c0)2

nc20
C1 + log(p)

}
exp{64λ2(1− c0)4c22(2Cb + 2Mb)

2

c20n
C1 + cdslog(p)}

= exp{c1
λ2

n
+ c2slog(p)}.

By the Chernoff bound, letting λ =
√
nslog(p)/c1 and t = (c2 + 1)

√
c1slog(p)/n, we have

P( sup
θ∈Bcon(θ∗)

ω̂1(θ)− ω1(θ) > t) ≤ P(z̃ω > t) ≤ e−λtE(eλz̃ω) ≤ e−slog(p) <
1

p
.

Similarly, we can show that P(supθ∈Bcon(θ∗) ω1(θ)− ω̂1(θ) > t) ≤ 1/p.

To sum up, we have supθ∈Bcon(θ∗){|ω̂1(θ) − ω1(θ)|} = O(

√
slog(p)
n ) with probability at

least 1− 2/p.

Appendix F. Proof of Theorem 4

F.1 Concentration of the estimator β̂
(t+1)
k

In this section, we will show the proof of the following Lemma.
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Lemma A.9 Suppose that θ∗ ∈ Θ∗ and β̂
(0)
k ∈ Bcon. Let λ

(t+1)
n ≥ 4Ccon(

√
log(n)2log(p)/n+

8κ0(|ω̂(t)
1 − ω∗1| ∨ ‖β̂

(t)
1 − β∗1‖2 ∨ ‖β̂

(t)
2 − β∗2‖2)/

√
s) for κ0 defined before and some constant

Ccon and β̂
(t+1)
k solved by

(β̂
(t+1)
1 , β̂

(t+1)
2 ) = argmin

β1,β2

{ 2∑
k=1

βTk Σ̂
(t+1)
k βk − 2

2∑
k=1

(ρ̂
(t+1)
k )Tβk + λ(t+1)

p∑
j=1

√√√√ 2∑
k=1

β2
kj

}
,

where ρ̂
(t+1)
k = ( 1

n

∑n
i=1 η̂ik(θ̂

(t+1)YiX
T
i )T and Σ̂

(t+1)
k = ( 1

n

∑n
i=1 η̂ik(θ̂

(t+1)XiX
T
i ). We have

β̂
(t+1)
k − β∗k ∈ Γ(s),

and

‖β̂(t+1)
k − β∗k‖2 ≤

4

τ0
d2,s

(
Mn(θ̂(t)),M(θ∗)

)
+

2

τ0

√
sλ(t+1)

n .

Proof Because (β̂
(t+1)
1 , · · · , β̂(t+1)

k ) is the minimizer of

2∑
k=1

βTk Σ̂
(t+1)
k βk − 2

2∑
k=1

(ρ̂
(t+1)
k )Tβk + λ(t+1)

p∑
j=1

√√√√ 2∑
k=1

β2
kj ,

we have

λ(t+1)
( p∑
j=1

√√√√ 2∑
k=1

(β̂
(t+1)
kj )2 −

p∑
j=1

√√√√ 2∑
k=1

(β∗kj)
2
)

≤ 2
2∑

k=1

{
(β∗k − β̂

(t+1)
k )T Σ̂

(t+1)
k β∗k − (β∗k − β̂

(t+1)
k )T Σ̂

(t+1)
k (β∗k − β̂

(t+1)
k )/2− (ρ̂

(t+1)
k )T (β∗k − β̂

(t+1)
k )

}
≤ 2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T Σ̂

(t+1)
k β∗k − (ρ̂

(t+1)
k )T (β∗k − β̂

(t+1)
k )

}
= 2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T

[
Σ̂

(t+1)
k β∗k − ρ̂

(t+1)
k

]}
= 2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T

[
(Σ̂

(t+1)
k − Σ

(t+1)
k )β∗k + Σ

(t+1)
k β∗k − ρ

(t+1)
k − (ρ̂

(t+1)
k − ρ(t+1)

k )
]}

= 2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T

[
(Σ̂

(t+1)
k − Σ

(t+1)
k )β∗k − (ρ̂

(t+1)
k − ρ(t+1)

k )
]}

+ 2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T

[
Σ

(t+1)
k β∗k − ρ

(t+1)
k

]}
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= 2
2∑

k=1

{
(β∗k − β̂

(t+1)
k )T

[
(Σ̂

(t+1)
k − Σ

(t+1)
k )β∗k − (ρ̂

(t+1)
k − ρ(t+1)

k )
]}

+ 2
2∑

k=1

{
(β∗k − β̂

(t+1)
k )T

[
(Σ

(t+1)
k − Σ∗k)β

∗
k − ω∗kΣβ∗k − ρ∗k − (ρ

(t+1)
k − ρ∗k)

]}
= 2
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[
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k − Σ
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(t+1)
k − ρ(t+1)

k )
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+ 2
2∑

k=1

{
(β∗k − β̂

(t+1)
k )T

[
(Σ

(t+1)
k − Σ∗k)β

∗
k − (ρ

(t+1)
k − ρ∗k)

]}
≤ 2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T

[
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k − Σ

(t+1)
k )β∗k − (ρ̂

(t+1)
k − ρ(t+1)

k )
]}

+ 4κ0
|ω̂(t)
k − ωk| ∨ ‖β̂

(t)
k − β

∗
k‖2√

s

√
s‖β̂(t+1)

k − β∗k‖2}.

Let u
(t+1)
k = β̂

(t+1)
k − β∗k, we have

p∑
j=1

√√√√ 2∑
k=1

(β̂
(t+1)
kj )2 −

p∑
j=1

√√√√ 2∑
k=1

(β∗kj)
2 =

p∑
j=1

√√√√ 2∑
k=1

(β∗kj + u
(t+1)
kj )2 −

p∑
j=1

√√√√ 2∑
k=1

(β∗kj)
2

=
∑
j∈S

√√√√ 2∑
k=1

(β∗kj + u
(t+1)
kj )2 +

∑
j∈Sc

√√√√ 2∑
k=1

(u
(t+1)
kj )2 −

∑
j∈S

√√√√ 2∑
k=1

(β∗kj)
2

≥
∑
j∈Sc

√√√√ 2∑
k=1

(u
(t+1)
kj )2 −

∑
j∈S

√√√√ 2∑
k=1

(u
(t+1)
kj )2.

Let S̃ be a set of size 2s, which contains S and the largest s coefficients of ρ̂
(t+1)
k − ρ(t+1)

k .

We have

|(β∗k − β̂
(t+1)
k )T (ρ̂

(t+1)
k − ρ(t+1)

k )|

≤ ‖ρ̂(t+1)
k − ρ(t+1)

k ‖2,s‖(β∗k − β̂
(t+1)
k )

S̃
‖2 + ‖(ρ̂(t+1)

k − ρ(t+1)
k )

S̃c
‖∞‖(β∗k − β̂

(t+1)
k )

S̃c
‖1

≤ Ccon
√

log(n)2log(p)/n
√
s‖(β∗k − β̂

(t+1)
k )

S̃
‖2 + Ccon

√
log(n)2log(p)/n‖(β∗k − β̂

(t+1)
k )

S̃c
‖1,

where in the last inequality, we use Lemma 2 and the fact that ‖(ρ̂(t+1)
k − ρ(t+1)

k )
S̃c
‖∞ ≤

‖(ρ̂(t+1)
k − ρ(t+1)

k )
S̃
‖2/
√
s ≤ ‖ρ̂(t+1)

k − ρ(t+1)
k ‖2,s/

√
s. We have the same results for the term

|(β∗k − β̂
(t+1)
k )T (Σ̂

(t+1)
k − Σ

(t+1)
k )β∗k|.
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Also, note that
∑p

j=1

√∑2
k=1(u

(t+1)
kj )2 ≤

∑2
k=1 ‖u

(t+1)
k ‖1 ≤ 2

∑p
j=1

√∑2
k=1(u

(t+1)
kj )2, we

have

λ(t+1)
n

{ ∑
j∈Sc

√√√√ 2∑
k=1

(u
(t+1)
kj )2 −

∑
j∈S

√√√√ 2∑
k=1

(u
(t+1)
kj )2

}

≥ λ(t+1)
n

{ ∑
j∈S̃c

√√√√ 2∑
k=1

(u
(t+1)
kj )2 −

∑
j∈S̃

√√√√ 2∑
k=1

(u
(t+1)
kj )2

}

≥ λ(t+1)
n

{1

2

2∑
k=1

‖(µ(t+1)
k )

S̃c
‖1 −

2∑
k=1

√
s‖(µ(t+1)

k )
S̃
‖2}.

Then

λ(t+1)
n

{1

2

2∑
k=1

‖(µ(t+1)
k )

S̃c
‖1 −

2∑
k=1

√
s‖(µ(t+1)

k )
S̃
‖2}

≤ Ccon
√

log(n)2log(p)/n
√
s

2∑
k=1

‖(µk)S̃‖2 + Ccon
√

log(n)2log(p)/n

2∑
k=1

‖(µ(t+1)
k )

S̃c
‖1

+ 4κ0
|ω̂(t)
k − ωk| ∨ ‖β̂

(t)
k − β

∗
k‖2√

s

√
s‖µ(t+1)

k ‖2}.

Let λ
(t+1)
n ≥ 4Ccon

√
log(n)2log(p)/n+ 8κ0

|ω̂(t)
k −ωk|∨‖β̂

(t)
k −β

∗
k‖2√

s
, we have

2∑
k=1

‖(u(t+1)
k )

S̃c
‖1 ≤ 5

2∑
k=1

√
s‖(u(t+1)

k )
S̃
‖2 + 2

√
s

2∑
k=1

‖µ(t+1)
k ‖2.

Let µT = (µT1 , µ
T
2 )T , and S1 = {S̃, S̃ + p}, where S̃ + p means the collection of the index in

S̃ adds p. We have

‖(u(t+1))Sc1‖1 ≤ 5
√

2s‖(u(t+1))S1‖2 + 2
√

2s‖µ(t+1)‖2.

Next, we prove the second conclusion. Note that

λ(t+1)
( p∑
j=1

√√√√ 2∑
k=1

(β̂
(t+1)
kj )2 −

p∑
j=1

√√√√ 2∑
k=1

(β∗kj)
2
)

≤ 2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T Σ̂

(t+1)
k β∗k − (β∗k − β̂

(t+1)
k )T Σ̂

(t+1)
k (β∗k − β̂

(t+1)
k )/2− (ρ̂

(t+1)
k )T (β∗k − β̂

(t+1)
k )

}

63



Wang, Zhang and Mai

It follows that

2∑
k=1

(β∗k − β̂
(t+1)
k )T Σ̂

(t+1)
k (β∗k − β̂

(t+1)
k ) ≤ |2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T Σ̂

(t+1)
k β∗k − (ρ̂

(t+1)
k )T (β∗k − β̂

(t+1)
k )

}
|

+ λ(t+1)
n

p∑
j=1

√√√√ 2∑
k=1

(β̂
(t+1)
kj − βkj)2

≤ |2
2∑

k=1

{
(β∗k − β̂

(t+1)
k )T Σ̂

(t+1)
k β∗k − (ρ̂

(t+1)
k )T (β∗k − β̂

(t+1)
k )

}
|

+ λ(t+1)
n

∑
k=1

‖β̂(t+1)
k − β∗k‖1

Recall that

Σ̂
(t+1)
k =

1

n

n∑
i=1

η
k,θ̂(t)(Yi, Xi)XiX

T
i .

By Lemma 1, we know that

| 1
n

n∑
i=1

η
k,θ̂(t)(Yi, Xi)− E(ω̂

(t)
k )| = o(

√
slog(p)/n).

It follows that 1
n

∑n
i=1 ηk,θ̂(t)(Yi, Xi) > τ1 for some positive constant τ1. Define set N =

{i : η
k,θ̂(t)(Yi, Xi) > τ1/2}. We have |N |/n > τ1/(2 − τ1). By Lemma A.4, we have

‖Σ̂(t+1)
k ‖2,s > τ0 for some positive constant τ0.

Then

2∑
k=1

‖β∗k − β̂
(t+1)
k ‖22τ0 ≤ 2

2∑
k=1

{
(β∗k − β̂

(t+1)
k )T Σ̂

(t+1)
k β∗k − (ρ̂

(t+1)
k )T (β∗k − β̂

(t+1)
k )

}
|

+ λ(t+1)
n

√
s
∑
k=1

‖β̂(t+1)
k − β∗k‖2

Hence,

(
2∑

k=1

‖β∗k − β̂
(t+1)
k ‖2)2 · τ0/2 ≤ 2d2,s(Mn(θ̂t+1),M(θ∗))

2∑
k=1

‖β∗k − β̂
(t+1)
k ‖2

+ λ(t+1)
n

√
s

2∑
k=1

‖β̂(t+1)
k − β∗k‖2

It follows that

2∑
k=1

‖β̂(t+1)
k − β∗k‖2 ≤ 4/τ0d2,s(Mn(θ̂t+1),M(θ∗)) + 2/τ0

√
sλ(t+1)

n .
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F.2 Proof of the main Theorem

The proof for the theorem is analogous to that in Section A.2 of Cai et al. (2019), we

show it here for completeness. In the algorithm, we update λ
(t)
n by λ

(t)
n = κλ

(t−1)
n +

Cλ
√

log(n)2log(p)/n and λ
(0)
n = C1

(|ω̂1
(0)−ω∗1 |∨‖β̂

(0)
1 −β∗1‖2∨‖β̂

(0)
2 −β∗2‖2)√

s
+ Cλ

√
log(n)2log(p)/n,

with C1 = τ0/4. Thus

λ(t)
n = κtC1

(|ω̂1
(0) − ω∗1| ∨ ‖β̂

(0)
1 − β∗1‖2 ∨ ‖β̂

(0)
2 − β∗2‖2)√

s
+

1− κt+1

1− κ
Cλ
√

log(n)2log(p)/n.

Let κ = (1 ∨ 32/τ0) · κ0. Because κ0 ≤ 1
2∨64/τ0

, we have κ ∈ (0, 1/2). Let

C∗ =
{(2κ2 − 4κ+ 2

2κ2 − 5κ+ 2
(

4

τ0
+

8

τ0(1− κ)
)
)
∨ 1− κ

1− 2κ

}
Ccon

Cλ = 4Ccon +
8κ0

1− κ
C∗.

We have (1):κ ≥ κ0, C1κ ≥ 8κ0, and κ0/τ0 + 2C1κ/τ0 ≤ κ; (2): κ0C
∗/(1− κ) +Ccon ≤ C∗,

and 4Ccon/τ0 + 2Cλ/((1− κ)τ0) ≤ C∗.
Next, we use induction to show the following conclusions.

λ(t+1)
n ≥ 4Ccon

√
log(n)2log(p)

n
+ 8κ0

(|ω̂(t)
1 − ω∗1| ∨ ‖β̂

(t)
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(t)
2 − β∗2‖2)√

s

|ω̂(t+1)
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(t+1)
1 − β1‖2 ∨ ‖β̂(t+1)

2 − β2‖2

≤ κt+1(|ω̂(0)
1 − ω

∗
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(0)
1 − β∗1‖2 ∨ ‖β̂

(0)
2 − β∗2‖2) +

1− κt+2

1− κ
C∗
√
slog(n)2log(p)

n
.

Firstly, note that

d2,s(Mn(θ̂(1)),M(θ∗)) ≤ d2,s(M(θ̂(0)),M(θ∗)) + Ccon

√
slog(n)2log(p)

n

≤ κ0(|ω̂(0)
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∗
1| ∨ ‖β̂
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1 − ω

∗
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1− κ
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√
slog(n)2log(p)

n
,

since κ0 ≤ κ, and Ccon ≤ κ0
1−κC

∗ + Ccon ≤ C∗ ≤ (1 + κ)C∗. It follows that

λ(1)
n = κλ(0)

n + Cλ

√
log(n)2log(p)

n

= C1κ
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2 − β∗2‖2)√
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√
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s
,
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since (κ+ 1)Cλ ≥ 4Ccon, and C1κ ≥ 8κ0. Moreover, by Lemma A.9, we have

‖β̂(1)
k − β

∗
k‖2 ≤ 4/τ0d2,s(Mn(θ̂(1)),M(θ∗)) + 2/τ0

√
sλ(1)

n
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n
,

since 4/τ0κ0 + 2/τ0C1κ ≤ κ and 4/τ0Ccon + 2/τ0(1 + κ)Cλ ≤ (1 + κ)C∗. Hence,
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.

Next we assume the conclusions hold at the t-th step, namely
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Then
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Since 1−κt+2

1−κ Cλ ≥ 4Ccon + 8κ0
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1−κ C∗ and C1κ ≥ 2κ0.
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Then note that

d2,s(Mn(θ̂(t+1),M(θ∗))
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,

since κ0 ≤ κ and κ0
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1−κ C∗ + Ccon ≤ 1−κt+2
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Then by Lemma A.9,
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We complete the induction and have

|ω̂(t)
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∗
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Appendix G. Proof of Theorem 5

In general, using σ2 6= σ2
∗ makes the algorithm return a biased estimation. We consider how

large the bias is. When σ2 6= σ2
∗, the bias of the estimation is caused by ρk(θ

∗) 6= Σ(θ∗)β∗k.

Thus, in the proof, we will give a upper bound for ‖ρk(θ∗)−Σk(θ
∗)β∗‖2. Let f(· | XT

i β
∗
k, σ

2
∗)

be the probability density function for N(XT
i β
∗
k, σ

2
∗). We first treat Xi, i = 1, · · · , n as fixed,

and will take expecation for the conditional upper bound with respect to Xi in the end of

the proof. Recall that

ρ1(θ∗) =

∫ ∞
−∞

ω∗1f(Yi | XT
i β
∗
1 , σ

2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
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∗
2 , σ

2)

(
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∗
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2
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∗
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∗
2 , σ

2
∗)
)
XiYidYi.

Σ1(θ∗) =

∫ ∞
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ω∗1f(Yi | XT
i β
∗
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2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
i β
∗
2 , σ

2)

(
ω∗1f(Yi | XT

i β
∗
1 , σ

2
∗)+ω

∗
2f(Yi | XT

i β
∗
2 , σ

2
∗)
)
XiX

T
i dYi.
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We consider the following term

I =

∫ ∞
−∞

ω∗1f(Yi | XT
i β
∗
1 , σ

2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
i β
∗
2 , σ

2)

(
ω∗1f(Yi | XT

i β
∗
1 , σ

2
∗) + ω∗2f(Yi | XT

i β
∗
2 , σ

2
∗)
)

· (Yi −XT
i β
∗
1)dYi

=

∫ ∞
−∞

ω∗1f(Yi | XT
i β
∗
1 , σ

2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
i β
∗
2 , σ

2)
ω∗1f(Yi | XT

i β
∗
1 , σ

2
∗)(Yi −XT

i β
∗
1)dYi

+

∫ ∞
−∞

ω∗1f(Yi | XT
i β
∗
1 , σ

2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
i β
∗
2 , σ

2)
ω∗2f(Yi | XT

i β
∗
2 , σ

2
∗)(Yi −XT

i β
∗
1)dYi

=

∫ ∞
−∞

ω∗1f(Yi | XT
i β
∗
1 , σ

2
∗)(Yi −XT

i β
∗
1)dYi

−
∫ ∞
−∞

ω∗2f(Yi | XT
i β
∗
2 , σ

2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
i β
∗
2 , σ

2)
ω∗1f(Yi | XT

i β
∗
1 , σ

2
∗)(Yi −XT

i β
∗
1)dYi

+

∫ ∞
−∞

ω∗1f(Yi | XT
i β
∗
1 , σ

2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
i β
∗
2 , σ

2)
ω∗2f(Yi | XT

i β
∗
2 , σ

2
∗)(Yi −XT

i β
∗
1)dYi

=

∫ ∞
−∞

ω∗1f(Yi | XT
i β
∗
1 , σ

2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
i β
∗
2 , σ

2)
ω∗2f(Yi | XT

i β
∗
2 , σ

2
∗)(Yi −XT

i β
∗
1)dYi

−
∫ ∞
−∞

ω∗2f(Yi | XT
i β
∗
2 , σ

2)

ω∗1f(Yi | XT
i β
∗
1 , σ

2) + ω∗2f(Yi | XT
i β
∗
2 , σ

2)
ω∗1f(Yi | XT

i β
∗
1 , σ

2
∗)(Yi −XT

i β
∗
1)dYi

Z̃i=Yi−XT
i β
∗
1= ω∗1ω

∗
2

∫ ∞
−∞

f(Z̃ | 0, σ2)f(Z̃ | δ, σ2
∗)− f(Z̃ | 0, σ2

∗)f(Zi | δ, σ2)

ω∗1f(Z̃ | 0, σ2) + ω∗2f(Z̃ | δ, σ2)
Z̃dZ̃

Zi=Z̃i−δ/2
= ω∗1ω

∗
2

∫ ∞
−∞

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗1f(Zi | −δ/2, σ2) + ω∗2f(Zi | δ/2, σ2)
(Zi + δ/2)dZi

,

where δ = XT
i (β∗2 − β∗1). Without loss of generality, we assume that δ > 0. We decompose

I as follows.

I = ω∗1ω
∗
2

∫ ∞
0

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗1f(Zi | −δ/2, σ2) + ω∗2f(Zi | δ/2, σ2)
ZidZi

+ ω∗1ω
∗
2

∫ 0

−∞

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗1f(Zi | −δ/2, σ2) + ω∗2f(Zi | δ/2, σ2)
ZidZi

+ ω∗1ω
∗
2

∫ ∞
0

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗1f(Zi | −δ/2, σ2) + ω∗2f(Zi | δ/2, σ2)
δ/2dZi

+ ω∗1ω
∗
2

∫ 0

−∞

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗1f(Zi | −δ/2, σ2) + ω∗2f(Zi | δ/2, σ2)
δ/2dZi

= I1 + I2 + I3 + I4.

Note that the signs for I1, I2 and I3 are the same, and the sign for I4 are different from

them. We have

|I| ≤ |I1 + I2 + I3|+ |I4|.
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Next, we consider I1 to I4 separately. For I1, we have

|I1| ≤ ω∗1ω∗2|
∫ ∞

0

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗2f(Zi | δ/2, σ2)
ZidZi|

=
ω∗1√
2πσ∗

∫ ∞
0

{
exp
(
− (Zi + δ/2)2

2σ2
− (Zi − δ/2)2

2σ2
∗

+
(Zi − δ/2)2

2σ2

)
− exp

(
− (Zi + δ/2)2

2σ2
∗

)}
ZidZi

=
ω∗1√
2πσ∗

∣∣∣ ∫ ∞
0

{
exp
(
− (Zi − ∆̃δ/2)2

2σ2
∗

)
· exp

(
− δ2(1− ∆̃2)

8σ2
∗

)}
ZidZi −

∫ ∞
0

exp
(
− (Zi + δ/2)2

2σ2
∗

)∣∣∣
=

ω∗1√
2πσ∗

∣∣∣∆̃δ/2 ∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)dx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
+ ∆̃δ/2

∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)xdx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
−
∫ ∞
δ/2

exp(− x2

2σ2
∗

)xdx+ δ/2

∫ ∞
δ/2

exp(− x2

2σ2
∗

)dx
∣∣∣

=
ω∗1√
2πσ∗

∣∣∣∆̃δ/2 ∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)dx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
+ δ/2

∫ ∞
δ/2

exp(− x2

2σ2
∗

)dx
∣∣∣

where ∆̃ = 1− 2σ2
∗/σ

2. Similarly, we have

|I2| ≤ ω∗1ω∗2
∣∣∣ ∫ 0

−∞

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗1f(Zi | −δ/2, σ2)
ZidZi

∣∣∣
=

ω∗2√
2πσ∗

∣∣∣∆̃δ/2 ∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)dx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
+ δ/2

∫ ∞
δ/2

exp(− x2

2σ2
∗

)dx
∣∣∣

and

|I3| ≤ ω∗1ω∗2δ/2
∣∣∣ ∫ ∞

0

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗2f(Zi | δ/2, σ2)
dZi

∣∣∣
=

ω∗1δ

2
√

2πσ∗

∣∣∣ ∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)dx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
−
∫ ∞
δ/2

exp(− x2

2σ2
∗

)dx
∣∣∣

and

|I4| ≤ ω∗1ω∗2δ/2
∣∣∣ ∫ ∞

0

f(Zi | −δ/2, σ2)f(Zi | δ/2, σ2
∗)− f(Zi | −δ/2, σ2

∗)f(Zi | δ/2, σ2)

ω∗1f(Zi | −δ/2, σ2)
dZi

∣∣∣
=

ω∗2δ

2
√

2πσ∗

∣∣∣− ∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)dx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
+

∫ ∞
δ/2

exp(− x2

2σ2
∗

)dx
∣∣∣
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Recall that the signs for I1, I2 and I3 are the same, and the sign for I4 are different from

them, we have

|I| ≤
∣∣∣ 1

2
√

2πσ2
∗

(
∆̃δ

∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)dx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
+ δ

∫ ∞
δ/2

exp(− x2

2σ2
∗

)dx
)

+
δ

2
√

2πσ2
∗

(∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)dx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
−
∫ ∞
δ/2

exp(− x2

2σ2
∗

)dx
)∣∣∣

=
∣∣∣ 1

2
√

2πσ2
∗

(1 + ∆̃)δ

∫ ∞
−∆̃δ/2

exp(− x2

2σ2
∗

)dx · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)∣∣∣
t=x/σ∗

=
δ√
2π

∣∣1− σ2
∗
σ2

∣∣ · ∫ ∞
− ∆̃δ

2σ∗

exp(−t2/2)dt · exp
(
− δ2(1− ∆̃2)

8σ2
∗

)
Using the inequality that

∫∞
t exp(−x2/2)dx ≤ 1

t exp(−t2/2) when t > 0, when σ2 < 2σ2
∗,

we have

|I| ≤ 2σ∗√
2π(2σ2

∗/σ
2 − 1)

·
∣∣1− σ2

∗
σ2

∣∣ · exp(− δ2

8σ2
∗

)

Let H be an orthogonal matrix whose first row is (β∗2 − β∗1)Σ1/2/‖(β∗2 − β∗1)Σ1/2‖2. We

write Xi as Σ1/2HTVi, where Vi ∼ N(0, Ip). Then δ = (β∗2−β∗1)TXi = ‖(β∗2−β∗1)Σ1/2‖2Vi1 =

∆Vi1. Note that
‖ρ1(θ∗)− Σ1(θ∗)β∗1‖2 = ‖EXi(IXi)‖2

≤ ‖Σ1/2HT ‖2‖EVi(IVi)‖2
= ‖Σ1/2HT ‖2‖EVi1(IVi1)‖2

We have the last equality because when j ≥ 2, EVij (IVij) = 0.

Then we have

‖EVi1(IVi1)‖2 ≤ E(|I||Vi1|)

≤ 2σ∗

π(2σ2
∗/σ

2 − 1)
·
∣∣1− σ2

∗
σ2

∣∣ · ∫ ∞
0

exp(−∆2V 2
i1

8σ2
∗

)exp(−V 2
i1/2)Vi1dVi1

≤ 2σ∗

π(σ2
∗/σ

2 − 1)
·
∣∣1− σ2

∗
σ2

∣∣ · 4σ2
∗

∆2

=
8σ∗(∆/σ∗)

−2

π(2σ2
∗/σ

2 − 1)
·
∣∣1− σ2

∗
σ2

∣∣.
It follows that

Mbias = ‖ρ1(θ∗)− Σ1(θ∗)β∗1‖2 ≤
8‖Σ1/2‖2σ∗(∆/σ∗)−2

π(2σ2
∗/σ

2 − 1)
·
∣∣1− σ2

∗
σ2

∣∣
To give a complete version of the proof, we first go back to the definitions of M(θ)

and Mn(θ). When using σ2 in the algorithm, the formula of η̃i,k(θ) is changed. Thus, we

redefine terms

η̃i,1(θ) = 1− η̃i,2(θ) = 1/
[
1 + (ω2/ω1)exp{(β2 − β1)TXi · (Yi − (β1 + β2)TXi/2)/σ2}

]
,
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and

ω̃k(θ) =
1

n

n∑
i=1

η̃i,k(θ), ρ̃k(θ) =
1

n

n∑
i=1

η̃i,k(θ)XiYi,

Σ̃k(θ) =
1

n

n∑
i=1

η̃i,k(θ)XiX
T
i , ωk(θ) = E

{ 1

n

n∑
i=1

η̃i,k(θ)
}
,

ρk(θ) = E
{ 1

n

n∑
i=1

η̃i,k(θ)XiYi
}
, Σk(θ) = E

{ 1

n

n∑
i=1

η̃i,k(θ)XiX
T
i

}
,

where the expectation is with respect to Xi and Yi, i = 1, . . . , n. Then we let M̃(θ) =

{ωk(θ), ρk(θ),Σk(θ), k = 1, 2}, M̃n(θ) = {ω̃k(θ), ρ̃k(θ), Σ̃k(θ), k = 1, 2}. For M̃ and M̃n, we

have two similar Lemmas as Lemmas 2 and 3:

Lemma A.10 Under conditions (C1) and (C3), if θ ∈ Bcon(θ∗), then

d2

(
M̃(θ), M̃(θ∗)

)
≤ κ0

(
|ω1(θ)− ω∗1| ∨ ‖β1 − β∗1‖2 ∨ ‖β2 − β∗2‖2

)
.

for some 0 < κ0 <
1

2∨(64/τ0) .

Lemma A.11 Suppose that θ∗ ∈ Θ∗. Under condition (C1), there exist a constant Ccon >

0, such that with probability at least 1− 4p−1,

sup
θ∈Bcon(θ∗)

d2,s(M̃(θ), M̃n(θ)) ≤ Cconσ∗

√
slog(n)2log(p)

n

The proofs of those two Lemmas are almost identical to those for Lemmas 2 and 3. We

omit the details here. We remark that M̃(θ∗) is no longer (ω∗1, ω
∗
1Σβ∗1 , ω

∗
1Σ) because of the

bias caused by using σ2. We have the following concentration results.

Lemma A.12 Suppose that θ∗ ∈ Θ∗ and β̃
(0)
k ∈ Bcon. Let λ

(t+1)
n ≥ 4Ccon(

√
log(n)2log(p)/n+

8κ0(|ω̃(t)
k − ω

∗
k| ∨ ‖β̃

(t)
k − β

∗
k‖2)/

√
s) + 4Mbias/

√
s and β̃

(t+1)
k be solved by

(β̃
(t+1)
1 , · · · , β̃(t+1)

k ) = argmin
β1,··· ,βk

{ K∑
k=1

βTk Σ̃
(t+1)
k βk − 2

K∑
k=1

(ρ̂
(t+1)
k )Tβk + λ(t+1)

p∑
j=1

√√√√ K∑
k=1

β2
kj

}
,

where ρ̃
(t+1)
k = ( 1

n

∑n
i=1 η̃

(t+1)
ik YiX

T
i )T , Σ̃

(t+1)
k = ( 1

n

∑n
i=1 η̃

(t+1)
ik XiX

T
i ), and η̃

(t+1)
i1 = ω̃

(t)
1 /(ω̃

(t)
1 +

ω̃
(t)
2 exp((β̃

(t)
2 − β̃

(t)
1 )TXi(Yi −XT

i )(β̃
(t)
2 + β̃

(t)
1 )T /2)/σ2). We have

β̃
(t+1)
k − β∗k ∈ Γ(s),

and

‖β̃(t+1) − β∗‖2 ≤
4

τ0

(
d2,s(M̃n(θ̃t+1), M̃(θ∗)) +Mbias

)
+

2

τ0

√
sλ(t+1)

n .
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Proof Because (β̃
(t+1)
1 , · · · , β̃(t+1)

k ) is the minimizer of

K∑
k=1

βTk Σ̃
(t+1)
k βk − 2

K∑
k=1

(ρ̃
(t+1)
k )Tβk + λ(t+1)

p∑
j=1

√√√√ K∑
k=1

β2
kj ,

we have

λ(t+1)
( p∑
j=1

√√√√ 2∑
k=1

(β̃
(t+1)
kj )2 −

p∑
j=1

√√√√ 2∑
k=1

(β∗kj)
2
)

≤ 2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T Σ̃

(t+1)
k β∗k − (β∗k − β̃

(t+1)
k )T Σ̃

(t+1)
k (β∗k − β̃

(t+1)
k )/2− (ρ̃

(t+1)
k )T (β∗k − β̃

(t+1)
k )

}
≤ 2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T Σ̃

(t+1)
k β∗k − (ρ̃

(t+1)
k )T (β∗k − β̃

(t+1)
k )

}
= 2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T

[
Σ̃

(t+1)
k β∗k − ρ̃

(t+1)
k

]}
= 2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T

[
(Σ̃

(t+1)
k − Σ

(t+1)
k )β∗k + Σ

(t+1)
k β∗k − ρ

(t+1)
k − (ρ̃

(t+1)
k − ρ(t+1)

k )
]}

= 2
2∑

k=1

{
(β∗k − β̃

(t+1)
k )T

[
(Σ̃

(t+1)
k − Σ

(t+1)
k )β∗k − (ρ̃

(t+1)
k − ρ(t+1)

k )
]}

+ 2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T

[
Σ

(t+1)
k β∗k − ρ

(t+1)
k

]}
= 2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T

[
(Σ̃

(t+1)
k − Σ

(t+1)
k )β∗k − (ρ̃

(t+1)
k − ρ(t+1)

k )
]}

+ 2
2∑

k=1

{
(β∗k − β̃

(t+1)
k )T

[
(Σ

(t+1)
k − Σk(θ

∗))β∗k + Σk(θ
∗)β∗k − ρk(θ∗)− (ρ

(t+1)
k − ρk(θ∗))

]}
≤ 2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T

[
(Σ̃

(t+1)
k − Σ

(t+1)
k )β∗k − (ρ̃

(t+1)
k − ρ(t+1)

k )
]}

+ 4κ0
|ω̂(t)

1 − ω1| ∨ ‖β̃(t)
1 − β∗1‖2 ∨ ‖β̃

(t)
2 − β∗2‖2√

s

√
s

2∑
k=1

‖β̃(t+1)
k − β∗k‖2 + 2

Mbias√
s

√
s

2∑
k=1

‖β̃(t+1)
k − β∗k‖2.
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Let u
(t+1)
k = β̃

(t+1)
k − β∗k, we have

p∑
j=1

√√√√ 2∑
k=1

(β̃
(t+1)
kj )2 −

p∑
j=1

√√√√ 2∑
k=1

(β∗kj)
2 =

p∑
j=1

√√√√ 2∑
k=1

(β∗kj + u
(t+1)
kj )2 −

p∑
j=1

√√√√ 2∑
k=1

(β∗kj)
2

=
∑
j∈S

√√√√ 2∑
k=1

(β∗kj + u
(t+1)
kj )2 +

∑
j∈Sc

√√√√ 2∑
k=1

(u
(t+1)
kj )2 −

∑
j∈S

√√√√ 2∑
k=1

(β∗kj)
2

≥
∑
j∈Sc

√√√√ 2∑
k=1

(u
(t+1)
kj )2 −

∑
j∈S

√√√√ 2∑
k=1

(u
(t+1)
kj )2.

Let S̃ be a set of size 2s, which contains S and the largest s coefficients of ρ̂
(t+1)
k − ρ(t+1)

k .

We have

|(β∗k − β̃
(t+1)
k )T (ρ̃

(t+1)
k − ρ(t+1)

k )|

≤ ‖ρ̃(t+1)
k − ρ(t+1)

k ‖2,s‖(β∗k − β̃
(t+1)
k )

S̃
‖2 + ‖(ρ̃(t+1)

k − ρ(t+1)
k )

S̃c
‖∞‖(β∗k − β̃

(t+1)
k )

S̃c
‖1

≤ Ccon
√

log(n)2log(p)/n
√
s‖(β∗k − β̃

(t+1)
k )

S̃
‖2 + Ccon

√
log(n)2log(p)/n‖(β∗k − β̃

(t+1)
k )

S̃c
‖1,

where in the last inequality, we use Lemma 2 and the fact that ‖(ρ̃(t+1)
k − ρ(t+1)

k )
S̃c
‖∞ ≤

‖(ρ̃(t+1)
k − ρ(t+1)

k )
S̃
‖2/
√
s ≤ ‖ρ̃(t+1)

k − ρ(t+1)
k ‖2,s/

√
s. We have the same results for the term

|(β∗k − β̃
(t+1)
k )T (Σ̃

(t+1)
k − Σ

(t+1)
k )β∗k|.

Also, note that
∑p

j=1

√∑2
k=1(u

(t+1)
kj )2 ≤

∑2
k=1 ‖u

(t+1)
k ‖1 ≤ 2

∑p
j=1

√∑2
k=1(u

(t+1)
kj )2, we

have

λ(t+1)
n

{ ∑
j∈Sc

√√√√ 2∑
k=1

(u
(t+1)
kj )2 −

∑
j∈S

√√√√ 2∑
k=1

(u
(t+1)
kj )2

}

≥ λ(t+1)
n

{ ∑
j∈S̃c

√√√√ 2∑
k=1

(u
(t+1)
kj )2 −

∑
j∈S̃

√√√√ 2∑
k=1

(u
(t+1)
kj )2

}

≥ λ(t+1)
n

{1

2

2∑
k=1

‖(µ(t+1)
k )

S̃c
‖1 −

2∑
k=1

√
s‖(µ(t+1)

k )
S̃
‖2}.

Then

λ(t+1)
n

{1

2

2∑
k=1

‖(µ(t+1)
k )

S̃c
‖1 −

2∑
k=1

√
s‖(µ(t+1)

k )
S̃
‖2}

≤ Ccon
√

log(n)2log(p)/n
√
s

2∑
k=1

‖(µk)S̃‖2 + Ccon
√

log(n)2log(p)/n

2∑
k=1

‖(µk)S̃c‖1

+ 4κ0
|ω̃(t)
k − ωk| ∨ ‖β̃

(t)
k − β

∗
k‖2√

s

√
s

2∑
k=1

‖µ(t+1)
k ‖2 + 2

Mbias√
s

√
s

2∑
k=1

‖µ(t+1)
k ‖2.
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Let λ
(t+1)
n ≥ 4Ccon

√
log(n)2log(p)/n+ 8κ0

|ω̂(t)
1 −ω1|∨‖β̃(t)

1 −β∗1‖2∨‖β̃
(t)
2 −β∗2‖2√

s
+ 4Mbias√

s
, we have

2∑
k=1

‖(u(t+1)
k )

S̃c
‖1 ≤ 5

2∑
k=1

√
s‖(u(t+1)

k )
S̃
‖2 + 4

√
s

2∑
k=1

‖µ(t+1)
k ‖2.

Let µT = (µT1 , µ
T
2 )T , and S1 = {S̃, S̃ + p}, where S̃ + p means the collection of the index in

S̃ adds p. We have

‖(u(t+1))Sc1‖1 ≤ 5
√

2s‖(u(t+1))S1‖2 + 4
√

2s‖µ(t+1)‖2.

Next, we prove the second conclusion. Note that

λ(t+1)
( p∑
j=1

√√√√ 2∑
k=1

(β̃
(t+1)
kj )2 −

p∑
j=1

√√√√ 2∑
k=1

(β∗kj)
2
)

≤ 2
2∑

k=1

{
(β∗k − β̃

(t+1)
k )T Σ̃

(t+1)
k β∗k − (β∗k − β̃

(t+1)
k )T Σ̃

(t+1)
k (β∗k − β̃

(t+1)
k )/2− (ρ̃

(t+1)
k )T (β∗k − β̃

(t+1)
k )

}
It follows that

2∑
k=1

(β∗k − β̃
(t+1)
k )T Σ̃

(t+1)
k (β∗k − β̃

(t+1)
k ) ≤ |2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T Σ̃

(t+1)
k β∗k − (ρ̃

(t+1)
k )T (β∗k − β̃

(t+1)
k )

}
|

+ λ(t+1)
n

p∑
j=1

√√√√ 2∑
k=1

(β̃
(t+1)
kj − βkj)2

≤ |2
2∑

k=1

{
(β∗k − β̃

(t+1)
k )T Σ̃

(t+1)
k β∗k − (ρ̃

(t+1)
k )T (β∗k − β̃

(t+1)
k )

}
|

+ λ(t+1)
n

∑
k=1

‖β̃(t+1)
k − β∗k‖1

Recall that

Σ̃
(t+1)
k =

1

n

n∑
i=1

η
k,θ̂(t)(Yi, Xi)XiX

T
i .

By Lemma 1, we know that

| 1
n

n∑
i=1

η
k,θ̂(t)(Yi, Xi)− E(ω̂

(t)
k )| = o(

√
slog(p)/n).

It follows that 1
n

∑n
i=1 ηk,θ̂(t)(Yi, Xi) > τ1 for some positive constant τ1. Define set N =

{i : η
k,θ̂(t)(Yi, Xi) > τ1/2}. We have |N |/n > τ1/(2 − τ1). By Lemma A.4, we have

‖Σ̃(t+1)
k ‖2,s > τ0 for some positive constant τ0.
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Then

2∑
k=1

‖β∗k − β̃
(t+1)
k ‖22τ0 ≤ 2

2∑
k=1

{
(β∗k − β̃

(t+1)
k )T Σ̃

(t+1)
k β∗k − (ρ̃

(t+1)
k )T (β∗k − β̃

(t+1)
k )

}
|

+ λ(t+1)
n

√
s
∑
k=1

‖β̃(t+1)
k − β∗k‖2

Hence,

(

2∑
k=1

‖β∗k − β̃
(t+1)
k ‖2)2 · τ0/2 ≤ 2

(
d2,s(M̃n(θ̃t+1), M̃(θ∗)) +Mbias

) 2∑
k=1

‖β∗k − β̃
(t+1)
k ‖2

+ λ(t+1)
n

√
s

2∑
k=1

‖β̃(t+1)
k − β∗k‖2

It follows that

2∑
k=1

‖β̃(t+1)
k − β∗k‖2 ≤ 4/τ0

(
d2,s(M̃n(θ̃t+1), M̃(θ∗)) +Mbias

)
+ 2/τ0

√
sλ(t+1)

n .

Theorem 5 then follows directly by Lemmas A.11, A.11, A.12, and analogous argument in

Section F.2.

Appendix H. Proofs for Section 5

Note that Σy is known, the multivariate mixture linear regression model is equivalently to

P(Wi = k) = ωk, Y̌i | (Xi,Wi = k) ∼ N(β̌Tk X, Iq),

where Y̌i = Σ
1/2
y Yi and β̌k = βkΣ

1/2
y . Since Σy is positive definite, ‖(βk − β∗k)‖F u ‖(βk −

β∗k)Σ
1/2
y ‖F = ‖(β̌k − β̌∗k)‖F . In addition, since Σy is positive definite, the sparse pattern of

β̌k is the same as βk (The location of non-zero rows are the same for them). Thus, building

the upper bound for β̌k is equivalent to building that for βk. When we considering the

equivalent model, the covariance matrix for Yi is simplified to Iq. In the following part of

this section, with a little abuse of notation, we write β̌k as βk and Y̌i as Yi for simplicity.

H.1 Proof of Lemma 6

The proof strategy is analogous to that for the mixture linear regression. However, due

to the multi-dimensionality of the response, the proof is a little more complex. Since the

proof for the contraction property of ω1(θ), ρk(θ) and Σk(θ) are similar to each other, we

elaborate on the proof for ρk(θ), which is the most complex one, as an illustration. We aim

to show that ‖ρ1(θ)− ρ1(θ∗)‖F ≤ κ0(|ωk − ω∗k| ∨ ‖β1 − β∗1‖F ∨ ‖β∗2 − β2‖F ). Recall that

ρ1(θ) = E(
1

n

n∑
i=1

η1,θ(Xi, Yi)XiY
T
i ) = E(η1,θ(Xi, Yi)XiY

T
i ),
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ξ = (ω1, vec(β2 − β1), vec(β1 + β2)), ∆ξ = ξ − ξ∗, and ξu = ξ∗ + u∆ξ. Note that

vecT (ρ1(θ)− ρ1(θ∗))

= E
{∫ 1

0

(dvec(η1,ξ(Xi, Yi)XiY
T
i )

dvec(ξ)

∣∣∣
ξ=ξu

)T
∆ξdu

}
= E

{∫ 1

0

(∂vec(η1,ξ(Xi, Yi)XiY
T
i )

∂ω1

∣∣∣
ξ=ξu

)T
∆ω1du

}
+ E

{∫ 1

0

(∂vec(η1,ξ(Xi, Yi)XiY
T
i )

∂vec(β2 − β1)

∣∣∣
ξ=ξu

)T
∆β2−β1du

}
+ E

{∫ 1

0

(∂vec(η1,ξ(Xi, Yi)XiY
T
i )

∂vec(β2 + β1)

∣∣∣
ξ=ξu

)T
∆β2+β1du

}
= sup

ξ∈Bcon(θ∗)
E
(∂vec(η1,ξ(Xi, Yi)XiY

T
i )

∂ω1

∣∣∣
ξ=ξu

)T
∆ω1 + sup

ξ∈Bcon(θ∗)
E
(∂vec(η1,ξ(Xi, Yi)XiY

T
i )

∂vec(β2 − β1)

∣∣∣
ξ=ξu

)T
∆β2−β1

+ sup
ξ∈Bcon(θ∗)

E
(∂vec(η1,ξ(Xi, Yi)XiYi)

∂vec(β2 + β1)

∣∣∣
ξ=ξu

)T
∆β2+β1

It follows that

‖ρ1(θ)− ρ∗1‖F ≤ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂ω1
vec(XiY

T
i ))‖2|ω1 − ω∗1|

+ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂vecT (β2 − β1)
vec(XiY

T
i ))‖2‖β1 − β∗1 − β2 + β∗2‖F

+ sup
ξ∈Bcon(θ∗)

‖E(
∂η1,θ(Xi, Yi)

∂vecT (β1 + β2)
vec(XiY

T
i ))‖2‖β1 − β∗1 + β2 − β∗2‖F .

We show the bound for supξ∈Bcon(θ∗) ‖E(
∂η1,θ(Xi,Yi)
∂vec(β2−β1)vec(XiY

T
i ))‖2‖β1−β∗1 −β2 +β∗2‖F as an

illustration. The implementation of the bounds for the first and third terms on the right

hand side of last inequality is similar. Recall that

∂η1,θ(Xi, Yi)

∂vecT (β2 − β1)
vec(XiY

T
i ) = ω1(1− ω1)

( exp{XT
i (β2 − β1)(Zi + δi(β)TXi)}(

ω1 + (1− ω1)exp{XT
i (β2 − β1)(Zi + δi(β)TXi)}

)2
· vec(Xi(Zi + δ(β)Ti Xi))vecT (Xi(Zi + ψTi Xi))

)
= ω1(1− ω1)

( exp{XT
i (β2 − β1)(Zi + δi(β)TXi)}(

ω1 + (1− ω1)exp{XT
i (β2 − β1)(Zi + δi(β)TXi)}

)2
· (Iq ⊗Xi)(Zi + δ(β)Ti Xi)(Zi + ψTi Xi)

T (Iq ⊗XT
i )

= ω1(1− ω1)
( exp{XT

i (β2 − β1)(Zi + δi(β)TXi)}(
ω1 + (1− ω1)exp{XT

i (β2 − β1)(Zi + δi(β)TXi)}
)2

· (Iq ⊗Xi)(Zi + δ(β)Ti Xi)(Zi + δ(β)Ti Xi −
(β2 + β1)T

2
Xi)

T (Iq ⊗XT
i ),

where P(δ(β)i = β∗k −
β2+β1

2 ) = P(ψ = β∗k) = P(Wi = k) = ω∗k. Let Hk ∈ Rp×p be

an othorgonal matrix satisfies that the first row is (Σ1/2(β2−β1)):1

‖(Σ1/2(β2−β1)):1‖2
, (Σ1/2(β2 − β1)):2 ∈

span(Hk,1:, Hk,2:), · · · , (Σ1/2(β2 − β1)):q ∈ span(Hk,1:, · · · , Hk,q:), (Σ1/2(β∗k −
β2+β1

2 )):1 ∈
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span(Hk,1:, · · · , Hk,(q+1):), · · · , (Σ1/2(β∗k−
β2+β1

2 )):q ∈ span(Hk,1:, · · · , Hk,(2q):), and (Σ1/2(β2+

β1)):1 ∈ span(Hk,1:, · · · , Hk,(2q+1):), · · · , (Σ1/2(β2 + β1)):q ∈ span(Hk,1:, · · · , Hk,(3q):), where

A:j , Al: are the j-th column and l-th row of matrix A, respectively. We can write Xi =

Σ1/2HT
k Vi, where Vi ∼ N(0, Ip). By definition, we have

vecT (β2 − β1)(Iq ⊗Xi) = V T
i H

T
k Σ1/2(β2 − β1) = ‖Σ(β2 − β1)‖FV T

i Λ1,

= ‖Σ1/2(β2 − β1)‖F (λ11Vi1, λ12Vi1 + λ22Vi2, · · · ,
q∑
j=1

λjqVij)︸ ︷︷ ︸
TT1

,

vecT (β∗k −
β2 + β1

2
)(Iq ⊗Xi) = V T

i H
T
k Σ1/2(β∗k −

β2 + β1

2
) = ‖Σ1/2(β∗k −

β2 + β1

2
)‖FV T

i Λ2

= ‖Σ1/2(β∗k −
β2 + β1

2
)‖F (

q∑
j=1

λ∗j1Vij , · · · ,
2q∑
j=1

λ∗jqVij)︸ ︷︷ ︸
TT2

,

vecT (β2 + β1)(Iq ⊗Xi) = V T
i H

T
k Σ1/2(β2 + β1) = ‖Σ1/2(β2 + β1)‖FV T

i Λ3

= ‖Σ1/2(β2 + β1)‖F (

2q∑
j=1

λ̌j1Vij , · · · ,
3q∑
j=1

λ̌jqVij)︸ ︷︷ ︸
TT2

,

where Λ1, Λ2 and Λ3 are p× q matrices and λjl, λ
∗
jl and λ̌jl are the (j, l)-th element of Λ1,

Λ2 and Λ3, respectively. More specifically, when j > l, λjl = 0, when j > q+ l, λ∗jl = 0, and

when j > 2q + l, λ̌jl = 0. Also, we have
∑p

j=1 λ
2
jl ≤ 1,

∑p
j=1(λ∗jl)

2 ≤ 1 and
∑p

j=1 λ̌
∗
jl ≤ 1.

Then we can write

1

ω1(1− ω1)

∂η1,θ(Xi, Yi)

∂vecT (β2 − β1)
vec(XiY

T
i )

= (Iq ⊗ Σ1/2)HT
k

exp{TT1 (Zi + T2)}(
ω1 + (1− ω1)exp{TT1 (Zi + T2)}

)2 (Iq ⊗ Vi)(Zi + TT2 )(Zi + TT2 − TT3 /2)T (Iq ⊗ V Ti )Hk(Iq ⊗ Σ1/2).

It follows that

E‖ ∂η1,θ(Xi, Yi)

∂vecT (β2 − β1)
vec(XiY

T
i )‖2

≤ M2

4c20
E‖ exp{TT1 (Zi + T2)}(

ω1 + (1− ω1)exp{TT1 (Zi + T2)}
)2 (Iq ⊗ Vi)(Zi + TT2 )(Zi + TT2 − TT3 /2)T (Iq ⊗ Vi)T ‖2

:=
M2

4c20
E‖L‖2.

Note that the expectation of L ∈ Rpq×pq is a block-wise diagonal matrix with block size

p × p. Also, only the first 3q × 3q sub-matrix and the diagonal elements of each block

matrix is non-zero. Thus, to bound the expectation of the 2-norm of the matrix, we only
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need to consider those non-zero elements. For index (j, l) in the first 3q × 3q sub-matrix

and diagonal elements of the first p× p block matrix,

EV |Wi=k(|Ljl|) = EV |Wi=k

{ exp{T T1 (Zi + T2)}(
ω1 + (1− ω1)exp{T T1 (Zi + T2)}

)2 |Vij(Zij + T2,j)(Zil + T2,l − T3,l/2)TVil|
}
.

Define events
E1 = {Zi : |T T1 Zi| < |T T1 T2| − |T T1 T1|/4}
E2 = {Zij : |Zij | ≤ ‖T2‖2}
E3 = {Zil : |Zil| ≤ ‖T2‖2},

and E = E1 ∩ E2 ∩ E3. We have

P(Ec1) ≤ 2exp
(
− (|T T1 T2| − |T T1 T1|/4)2

2|T T1 T1|

)
, P(Ec2) ≤ 2exp(−|T T2 T2|/8), P(Ec3) ≤ 2exp(−|T T2 T2|/8),

and on E1, |T T1 (Zi + T2)| ≥ |T T1 T1|/4. Note that when ‖T2 − T1/2‖2 (Controlled by Cb) is

sufficient small,

(|T T1 T2| − |T T1 T1|/4)2 ≥ (|T T1 T1|/2− |T T1 (T2 − T1/2)| − |T T1 T1|/4)2

= (|T T1 T1|/4− ‖T1‖2‖PT1(T2 − T1/2)‖2)2

=
1

16
‖T1‖22(‖T1‖2 − 4‖PT1(T2 − T1/2)‖2)2,

where PT1 is the projection matrix on to the space spanned by T1. Then we have

EV |Wi=k(|Ljl|) ≤ EV |Wi=k(|Ljl| | E)P(E) + EV |Wi=k(|Ljl| | E
c)P(Ec)

≤ EV |Wi=k

{ 9

8c2
0

exp(−T T1 T1/4)|VijVil|T T2 T2

}
+ EV |Wi=k

{
2exp(−(‖T1‖2 − 4‖PT1(T2 − T1/2)‖2)2/32) + 4exp(−T T2 T2/2)

}
By the definition of the contraction basin Bcon(θ), we have

‖Σ1/2(β2 − β1)‖F ≥ ‖Σ1/2(β∗2 − β∗1)‖F − ‖Σ1/2(β2 − β∗2 − β1 + β∗1)‖F ≥ ∆− 4CbMb

When Cb ≤ 1/(4M2), ‖Σ1/2(β2− β1)‖F ≥ c∆. Similar conclusion also holds for ‖Σ1/2(β∗k −
β2+β1

2 )‖F . Then recall that T1 = Xi(β2 − β1), T2 = Xi(β
∗
k −

β2+β1

2 ), and Xi ∼ N(0,Σ). By

Lemma A.8, we have

EV |Wi=k

{
4exp(−T T2 T2/2)

}
≤ C1/∆.

for a generic constant C1. Also note that ‖PT1(T2 − T1/2)‖2 ≤ CbMb‖T1‖, when Cb ≤
1/(4M2),

EV |Wi=k

{
2exp(−(‖T1‖2 − 4‖PT1(T2 − T1/2)‖2)2/32)

}
≤ C2/∆.

Then, using Lemma A.8 again, we have

EV |Wi=k

{
exp(−T T1 T1/4)|VijVil|T T2 T2

}
≤ EV |Wi=k

{
2exp(−T T1 T1/4)|VijVil|(T T1 T1 + (T2 − T1/2)T (T2 − T1/2))

}
= C3/∆.
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H.2 Proof of Lemma 7

We prove that supθ∈Bcon(θ∗){‖ρ̂1(θ) − ρ1(θ)‖F,s} = O(

√
slog(n)2log(p)

n ) with probability at

least 1− 4p−1. The proof is similar to that for Lemma 3 with some modifications.

Recall that

ρ̂1(θ)− ρ1(θ) =
1

n

n∑
i=1

η1,θ(Xi, Yi)XiY
T
i − E(η1,θ(Xi, Yi)XiY

T
i ).

Let W̃ ρ = supθ∈Bcon(θ∗) ‖ρ̂1(θ)− ρ1(θ)‖F,s. By definition, we have

W̃ ρ = sup
vec(µ)∈Γ(s)∩Spq−1

sup
θ∈Bcon(θ∗)

〈 1
n

n∑
i=1

η1,θ(Xi, Yi)XiY
T
i − E(η1,θ(Yi, Xi)XiY

T
i ), µ〉F

and

W ρ
µ = sup

θ∈Bcon(θ∗)
〈 1
n

n∑
i=1

η1,θ(Xi, Yi)XiYi − E(η1,θ(Yi, Xi)XiYi), µ〉F .

Because Γ(s) ∩ Spq−1 ⊆ C(s) ∩ Spq−1, we will bound

W ρ = sup
µ∈C(s)∩Spq−1

W ρ
µ = sup

µ∈C(s)∩Spq−1

sup
θ∈Bcon(θ∗)

〈 1
n

n∑
i=1

η1,θ(Xi, Yi)XiY
T
i − E(η1,θ(Yi, Xi)XiY

T
i ), µ〉F ,

instead. Let vec(ν1), · · · , vec(νMnet) denote a 1/2-net of C(s) ∩ Spq−1, we have

W ρ
ν ≤W ρ

µj + |W ρ
µj −W

ρ
ν | ≤ max

j∈[Mnet]
W ρ
µj +W ρ‖ν − µj‖F ≤ max

j∈[Mnet]
W ρ
µj + 1/2W ρ.

Thus W ρ ≤ 2 maxj∈[Mnet]W
ρ
µj . So, instead of directly bounding the tail of W ρ, we can first

get the tail probability for W ρ
µj for a fixed j, then using the union bound to get the tail

probability for W ρ.

Note that

‖ sup
θ∈Bcon(θ∗)

〈η1,θ(Xi, Yi)XiY
T
i , µj〉F − E sup

θ∈Bcon
〈η1,θ(Xi, Yi)XiY

T
i , µj〉F ‖ψ1

≤ c‖ sup
θ∈Bcon(θ∗)

〈η1,θ(Xi, Yi)XiY
T
i , µj〉F ‖ψ1

≤ c‖〈XiY
T
i , µj〉F ‖ψ1 <∞,

where we use the fact that 0 < η1,θ(Xi, Yi) < 1 and 〈XiY
T
i , µj〉F is sub-exponential.

We use Lemma A.7 to get the tail probability for W ρ
µj . We first bound E(W ρ

µj ) using

similar procedure given in Adamczak (2008). Let f(Xi, Yi) = η1,θ(Xi, Yi)〈XiY
T
i , µj〉F −

E(η1,θ(Xi, Yi)〈XiY
T
i , µj〉F ) for simplicity. We have W ρ

µj ≤ 1
n supθ∈Bcon(θ∗) |

∑n
i=1 f(Xi, Yi)|.

Define truncated function and the remaining part of f(Xi, Yi) as

f1 = f(Xi, Yi)I(|〈XiY
T
i , µj〉F | ≤ ρ)− E[f(Xi, Yi)I(|〈XiY

T
i , µj〉F | ≤ ρ)],

f2 = f(Xi, Yi)I(|〈XiY
T
i , µj〉F | > ρ)− E[f(Xi, Yi)I(|〈XiY

T
i , µj〉F | > ρ)],
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where ρ = 8E maxi supθ∈Bcon(θ∗),µ∈Γ(s)∩Sp−1 |f(Xi, Yi)|.
Let Q = maxi |〈XiY

T
i , µj〉F |. We have

EQ =

∫ ∞
0

P(Q > x)dx. (A.15)

Note that ‖〈XiY
T
i , µj〉F ‖ψ1 ≤ C we have P(|〈XiY

T
i , µj〉F | > xlogn) ≤ exp(−cxlogn). By

union bound we have

P(Q > xlogn) ≤
n∑
i=1

exp(−cxlogn) = exp(−xclogn+ logn).

When logn > 2 and x > 2/c, we have P(Q > xlogn) ≤ exp(−cx). By (A.15) and P(Q >

x) < 1, we have EQ ≤ clogn. It follows that ρ ≤ Clog(n).

Note that

sup
θ∈Bcon(θ∗),µ∈Γ(s)∩Sp−1

|
n∑
i=1

f(Xi, Yi)| ≤ sup
θ∈Bcon(θ∗),µ∈Γ(s)∩Sp−1

|
n∑
i=1

f1(Xi, Yi)− Ef1(Xi, Yi)|

+ sup
θ∈Bcon(θ∗)

|
n∑
i=1

f2(Xi, Yi)− Ef2(Xi, Yi)|,

where we use the fact that E(f1(Xi, Yi) + f2(Xi, Yi)) = 0. It follows that

E sup
θ∈Bcon(θ∗)

|
n∑
i=1

f(Xi, Yi)| ≤ E sup
θ∈Bcon(θ∗)

|
n∑
i=1

f1(Xi, Yi)− Ef1(Xi, Yi)|

+ 2E sup
θ∈Bcon(θ∗)

|
n∑
i=1

f2(Xi, Yi)|.
(A.16)

By Markov inequality and the definition of f2(Xi, Yi), we have

P(max
k≤n

sup
θ∈Bcon(θ∗)

|
k∑
i=1

f2(Xi, Yi)| > 0) ≤ P(max
i
|〈XiY

T
i , µj〉F | > ρ) ≤ 1/8.

Then by Hoffmann-Jørgensen inequality (see e.g Ledoux and Talagrand (1991), Proposition

6.8)

E sup
θ∈Bcon(θ∗)

|
n∑
i=1

f2(Xi, Yi)| ≤ 8E max
i

sup
θ∈Bcon(θ∗)

|f(Xi, Yi)| ≤ ρ. (A.17)

Thus, we have

E sup
θ∈Bcon(θ∗)

| 1
n

n∑
i=1

f2(Xi, Yi)| ≤
Clogn

n
. (A.18)

Next we go back to bound E supθ∈Bcon(θ∗) | 1n
(∑n

i=1 f1(Xi, Yi)−Ef1(Xi, Yi)
)
|. By Lemme

A.5 and Lemma A.6, we have

E sup
θ∈Bcon(θ∗)

| 1
n

( n∑
i=1

f1(Xi, Yi)− Ef1(Xi, Yi)
)
|

≤ CE sup
θ∈Bcon(θ∗)

| 1
n

n∑
i=1

εiX
T
i (β2 − β1)(Yi −

(β1 + β2)T

2
Xi)〈XiY

T
i , µj〉F |,
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where |〈XiY
T
i , µj〉F | ≤ ρ for all i. Under the condition |〈XiY

T
i , µj〉F | ≤ ρ, εiX

T
i (β2 −

β1)(Yi− (β1+β2)T

2 Xi)〈XiY
T
i , µj〉F is sub-exponential for any β1 and β2. Define set T = {ν1 :

νT1 = (βT1 , β
T
2 ) ∈ Bcon}. We have D = diam(T ) ≤ cCb∆.

By Corollary 5.2 of Dirksen (2015), we have

E sup
θ∈Bcon(θ∗)

| 1
n

n∑
i=1

εiX
T
i (β2 − β1)(Yi −

(β1 + β2)T

2
Xi)〈XiY

T
i , µj〉F |

≤ C1

( 1√
n
γ2(T , d) +

1

n
γ1(T , d)

)
+ C2(

1

n
+

1√
n

),

(A.19)

where γ1(T , d) and γ2(T , d) are Talagrand γ1 and γ2 functional (See Dirksen (2015) for

details), and d is the `2-norm.

By Lemma A.3, T ∈ Cconv(∪|J |≤2cdsEJ(2pq) ∩ B2pq
2 ). From the volumetric argument

in Rudelson and Zhou (2012)[Section H.1], we know that the covering number N (T , d, ε)
satisfies that

log(N (T , d, ε)) ≤ C4

(
slog(epq/s) + slog(1 + 2/ε)

)
. (A.20)

Then note that

γα(T , d) ≤ Cρ
∫ D

0

(
logN (T, d, ε)

)1/α
dε,

we have

γ2(T , d) = Cρ

∫ D

0

√
log(N (T , d, ε))dε = Cρ

∫ D

0

√
s
(

log(
epq

s
) + log(1 + 2/ε)

)1/2
dε ≤ C1ρ

√
slog(pq),

and

γ1(T , d) = Cρ

∫ D

0
log(N (T , d, ε))dε = Cρ

∫ D

0
s
(

log(
epq

s
) + log(1 + 2/ε)

)
dε ≤ C1ρslog(pq).

By (A.19), we know that

E sup
θ∈Bcon(θ∗)

| 1
n

n∑
i=1

εiX
T
i (β2 − β1)(Yi −

(β1 + β2)T

2
Xi)〈XiY

T
i , µj〉F | ≤ Clogn

√
slog(pq)

n
.

Combine this result and (A.18), we have

E(Wµρj
) ≤ E sup

θ∈Bcon(θ∗)
| 1
n

n∑
i=1

1

n
f(Xi, Yi)| ≤ C

(√s(logn)2log(pq)

n
+

logn

n

)
.

Note that ‖maxi supθ∈Bcon(θ∗) f(Xi, Yi)‖ψ1 ≤ ‖maxi |〈XiY
T
i , µj〉F |‖ψ1 and ‖maxi |〈XiY

T
i , µj〉F |‖ψ1 ≤

Clogn‖〈XiY
T
i , µj〉F ‖ψ1 (Pisier’s inequality (Pisier, 1983) ), we have ‖maxi supθ∈Bcon(θ∗) f(Xi, Yi)‖ψ1 ≤

Clogn. Then by Lemma A.7, we have

P(Wµρj
≥ C

(√s(logn)2log(pq)

n
+

logn

n

)
+ t) ≤ 4 max

{
exp(−C5nt

2), 3exp(−C6nt

logn
)}
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By union bound, we have

P(W ρ ≥ C
(√s(logn)2log(pq)

n
+

logn

n

)
+ t) ≤MnetP(Wµρj

)

≤ 4 max
{

exp(cdslog(pq)− C5nt
2), 3exp(cdslogp− C6nt

logn
)}.

Let t = c

√
slog(n)2log(pq)

n for large enough generic constant c, when n� slog(pq),

W ρ = O(

√
slog(n)2log(pq)

n
)

with probability at least 1 − (pq)−1. We have proved supθ∈Bcon(θ∗){‖ρ̂1(θ) − ρ1(θ)‖F,s} =

O(

√
slog(n)2log(pq)

n ) with probability at least 1−(pq)−1. The proofs for supθ∈Bcon(θ∗){‖(Σ̂1(θ)−

ρ1(θ))β∗1‖F,s} = O(

√
slog(n)2log(pq)

n ) and supθ∈Bcon(θ∗){|ω̂1(θ)− ω1(θ)|} = O(

√
slog(n)2log(pq)

n )

are similar. We omit the details.

The proof for Theorem 8 is analogous to that for 4 by replacing 2-norm by Frobenius

norm regarding ρk, Σkβ
∗
k and βk.
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