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Abstract: We provide in this paper a guided introduction to the recent
literature on the application of Artificial Neural Networks to the
diverse aspects of facial information processing and their applications.
We can not claim the revision to be complete because of the explosive
growth of the field, but it will provide a framework to understand the
relevance of the papers presented in the special session.

0 Introduction

There is a broad spectrum of applications of techniques that involve somehow the
processing of facial information. Some of the most important fields of application
are:

1.

Security systems, where the face localization and recognition may play the role
of a non intrusive test, although not very definitive. Robust authentication
systems combine face recoginition with other identification sources, such as
voice authentication. Applications range from restricted area access to broad area
control (airports, stations).

Browsing of image databases or content-based queries based on face localization
and recognition primitives. The access to mugshot databases for the
identification of criminal suspects is a priviliged example.

Human computer interaction systems [57] that show a greater sensitivity to
human to human interaction protocols, such as facial and gesture recognition
[30] (emotion, gaze tracking [17]) or multisource recognition such as speech-
reading {46, 47]. These interfaces may also involve the synthesis of speech, faces
and facial dynamics.

The development of standards for image and video compression (MPEGIV)
involve model based compression procedures [39].

Although difficult, it is possible to isolate a set of technical problems that arise when
trying to provide solutions for the some or all of the above applications:

1.

Feature extraction. Both model based geometric features and wholistic features
have been used for recognition, image compression, database browsing, image
reconstruction and other applications.

2. Face localization. Some of the sources of complexity of the localization task are:
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e Relative size of the face in the scene.

e Background clutter. The texture of the background and clothes may
produce false localizations.

e Partial oclusions and the occurrence of facial details such as glasses,
moustaches and beards

¢ The existence of several scales produced by different distances to the
camera, or image planes

e Diverse head poses, inclination and rotation produce very different visual
objects (e.g. profile versus frontal views)

3. Tracking the face or the face features in image sequences [18]
4. Classification poses several specific difficulties in face recognition applications:

e There are usually a large number of classes (subjects to be recognized) so
the performance of the classifier must be robust against the growth of the
number of classes

e Classes may be added or deleted in real time (operation time) so that the
classifier must be able to accept or forget subjects without degradation

o Training patterns are scarce

e The preprocessing [52] may introduce distortion artifacts that blurr the
discrimination boundaries between individuals

» In the case of applications such as lip-reading, the recognition involves also
time dependent models, with the above limitations.

Previous revisions on facial recognition that can be found in the literature are [1-3].
In the following sections we will try to categorize the works appeared in the
literature in recent years, with an emphasis in those that use Artificial Neural
Networks (ANN). We can advance that the most popular architectures are the
Multilayer Perceptron (MLP), the Radial Basis Functions (RBF) and the Self
Organizing Map (SOM). As a rather general impression, we can say that most of the
works are performed on Identity like images over relatively small datasets. The most
common approach to obtain robustness against transformations is to train the
networks with artificially generated images.

1 Face modelling and feature extraction

There are tow broad approaches to feature extraction: wholistic and geometrical.
The most succesful wholistic method is the application of the Principal Components
Analysis (PCA) transformation to the face image known as the eigenface approach
[2, 4,5, 19]. The MLP have been applied to compute wholistic features as the result
of a compression or autoassociation topology [2], sometimes over the result of a
previous PCA reduction [11]. Geometrical features are localized characteristics such
as points, lines or shapes. Approaches in this category include the elastic net [2, 7]
based on the computation of Gabor filters, the Banana Wavelets of [8], the use of
steerable spatial filters {12-16, 23]. Some hybrid approaches are the Local Feature
Analyis [24] and other combinations of shapes and gray level information [58, 59].
There is some accepted evidence that favor wholistic features (templates) against
geometric ones [27, 40]. However, there are still many people working on the latter
and on the sensitivity of the recognition to the accuracy of their measurements. [45].
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Some approaches work of face elements: the SOM was used in [32] to categorize
eyes, mouth and a reduced resolution face image, and in [28] to preprocess and to
categorize the images. Finally there are several exotic attempts: the sonar echoes of
faces [31], the simplified optical flow of moving faces [35], a vector field of the
deformations of hand localized shape features and gray scale features [37], Hidden
Markov Models [36], Circular Harmonic trasformation [42] (because of its optical
implementation), structured lighting was proposed in [49] to obtain real time feature
extraction. Finally, in a more classical mood, local autocorrelations [54, 60], high
order correlations [55], and the fourier descriptors of the face profile [61] have been
also proposed.

2 Face localization

Face localization is in a certain way a recognition problem, a two class classification
problem (head vs non-head). Approaches based on wholistic features (image blocks)
such as eigenfaces [19], Probabilistic Decision Based Neural Network [29], MLP
[38] colvolve the image with a linear or non-linear filter estimated from training
data, These methods are very sensitive to the statistical characteristics of the training
patterns (i.e. the existence of appropriate negative examples). Besides they
generalize poorly to varying image capture conditions (illumination, pose, scale).
There are several neuronal approaches that can lead to efficient solutions: the
Dynamic Scaling system [6]. The work presented in [72] takes an original approach
to face localization, taking for granted the localization of eyes and mouth, they
determine the grouping of the parts from the peaks of the oscillations of a recurrent
dynamic network. Faces that exist in different image planes are detected by the
Neural Network from the geometrical relationships between their elements, It is
noteworthy that very interesting localization methods arise from the consideration of
geometrical features [12-16, 23] computed by steerable spatial filters. Another
promising venue of progress is the consideration of color [48, 50].

3 Face recognition

Once the appropriate features are extracted, the problem of face recognition is a
classification problem. Approaches based on eigenfaces [2, 4, 5, 19] solve the
classification using simple nearest neighbor approaches. Some attempts have used
standard MLP’s to solve this classification problem [2, 9, 10, 11, 32, 53]. However,
its performance and the computational complexity of its training degrades as the
number of classes (individuals) to be recognized increases. Also, the addition and
deletion of individuals implies retraining the whole net. A modular system based on
MLP is [26]. Other neural architectures have been applyed to classification for face
recognition; the Hyper-BF [27], the convolution network [28], the Probabilistic
Decision Based Neural Network [29], the optical dual-scale [44] that composes
focus of attention on low resolution with recognition in high resolution, the Group-
Based Adaptive Tolerance Trees (GAT) [51]. In [43, 73] the authors present an
extension of the RBF taking the consensus of several networks called ERBF.
Besides they use decision trees to further classify the output of the ERBF, producing
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an hybrid schema. In [74] the effect on the recall of a linear autoassociator of adding
the edge images to the patterns learnt is tested.

The construction of pose-invariant recognition of faces is a rather difficult problem,
changes in face image due to varying pose are much stronger than those due to
personal characteristics. The straighforward approach consists in taking as training
patterns images in all the potential poses [20]. A more sophisticated approach is to
derive a three dimensional model of the head and compute the matching of the face
image with synthetic views of the model. Such an approach is proposed in [21]
based on tree-dimensional Principal Component Analysis of -3D scanned heads that
help to regulize the shape from shading problem in the case of face images.

4 Miscellanea and speechreading

The PCA approach has been used as a building block of a content-based query
system for image databases [22], for face synthesis [25]. Multisensensorial person
identification that employs RBF is described in [33], the fusion of acoustic and
visual evidence for the same problem using a HyperBF architecture is described in
{40]. In [34] an optical implementation of MLP able to recognize faces in real time
is described. An active vision realized through an active retina is proposed in [56].

For Speech reading purposes, the success of Hidden Markov Models in the acoustic
domain has motivated its application to the visual recognition [66] and to synthesis
of realistic talking heads [68]. Some works such as [62-65] discuss the appropriate
visual features to be used for lip-reading, while others discuss the recognition
engine, among which the Time Delay Neural Network are one of the preferred
methods of choice [57, 46, 47, 67]. Others concentrate try to ascertain the
appropriate way to combine the information from the acoustic and visual estimuli
[70, 71]. The work presented in [75] uses the SOM to determine the visual speech
units (visemes) and tests two ways of composing Hidden Markov Models and
Neural Networks (TDNN and JNN) on a French spelling task.
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