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Abstract. When a single neuron is trained in a PLS algorithm stage, it is
desirable that it captures as much information as possible from the training set
under consideration. There exist several criterion functions that intend to
measure this information gain. In this paper, a criterion function is developed
from very simple assumptions. The criterion is further simplified to allow easy
implementation and tested to show the improvement it yields.

1. Introduction

From the very first classical neural algorithms there has been the tendency
to reduce the a priori constraints on the network architecture allowing the training
process to get this information from the training set. Evolutive algorithms are the kind
of algorithms that allow this architecture-tunning to the problem.

Among incremental evolutive algorithms, Piecewise Linear Separation (PLS)
algorithms, which are mainly devoted to classification tasks, are very popular. The
criterion derived will be tested using the PLS Neural Trees [1] algorithm. Given a
training set with two different pattern classes, Neural Trees algorithm looks for a
neuron that either divides completely the two classes, or splits the initial training set
into two smaller sets so that, recursively, two new neurons can be trained on them. So
a binary tree grows from the first neuron until a stopping criterion is met. One
possible criterion can be to generate units until the whole training set is correctly
classified.

Single neuron training
Perceptron [2] or Pocket [3] are th\e usual training algorithms for the
neurons generated by PLS algorithms. The Pocket algorithm is a variation of the

Perceptron algorithm that consists on testing the neuron with the whole training set
everytime neuron synapses change. The neuron is kept in a "pocket” if it results to be
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better than the previous ones. There is a variety of criteria to measure the quality qf
a neuron some of which are shown in {4][5][6].

2. Derivation of an information criterion

In order to derive an information criterion, every neuron encountered during
training will be assigned an a priori probability measure. Minimization of this
probability measure will be the best neuron selecting criterion. Information Theory
provides a justification of this selection: the less probable an event is, the more
information its occurrence gives. Thus, neurons less probable a priori obtained during
training will be the ones that give more information about the training set.

Suppose a two class training set with clas0 patterns belonging to class 0 and
clasl patterns belonging to class 1. This training set will be one of the

totalDichots = C, %5 ., )

possible dichotomies. Where C is a binomial coefficient. Since no a priori information
about the dichotomies is available they will be assumed equiprobable using Laplace
principle.

Suppose that a neuron n encountered during training performs the following
separation of the training set: in its O side (the side where the neuron decides that a
pattern belongs to class 0) there are side0_clasO patterns belonging to class 0 and
side0_clas] patterns belonging to class 1; and in its 1 side there are sidel_clasl
patterns of class 1 and sidel_clas0 patterns of class 0. The total number of possible
dichotomies compatible with neuron n is

, side0_clasOd side]_clas]
dichots(n) = Cogep ciastr side0_clast Cide1_clast+ side1_clasod @

Thus, it is possible to assign a probability measure to neuron n since it selects
a fraction of the total possible and equiprobable dichotomies of the training set. The
following quotient expresses this probability:

- dichots(n) K))

P®) = alDichors
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This is the criterion Pocket algorithm has to minimize.

If we want to give an Information theoretical interpretation to the previous
measure we must express it as an information quantity I(n) = -log p(n),

las0 side0_clasO sidel_clas]
(1) =108C 1pcpretast VOB  sizep clastrssidet, ciast 108  side1elas+sidel_claso @)

The criterion expressed as an information quantity needs to be maximized by the
Pocket algorithm. Equation (5) criterion is an equivalent representation of the
Information criterion shown by Nadal and Toulouse [7].

The high computational cost implicit in the evaluation of equations (4) or (5)
suggests the search of a simpler criterion that shares their crucial properties.

3. Derivation of a simpler criterion
Two intuitive arguments will be used to derive a simpler criterion:

- A neuron gives the more information about class 1 (or about class 0) the
larger it is the difference between the memorization of the patterns in the
1 side (or the O side) of that neuron and the a priori (without any neuron)
memorization of class 1 (or class 0) patterns.

- A neuron gives the more information about class 1 (or about class 0) the
more patterns are in the 1 side (or the O side) of that neuron.

The previous insights allow the construction of two different criteria, one for
each class of patterns. For class 1 the criterion will be:

I, jpe () = (side]_clas] +sidel_clasO)|m g -, p 1o ioc ®)

where memorizations my,, ; and m, i ciass 1 r€

sidel_clasl

m - .
sidel  sidel_clas] +sidel_clasO ©)
- clasl
Maprioricias1 ™ jacT clas0
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After simplifying we obtain

clas0 sidel_clasl- clasl sidel_clasO D
clasO+clas1

iclam(”) -

A similar reasoning for class O yields:

clas0 side0_clasl - clasl side0_clasO 8)
clasO+clasl

ichmo(") -

It can be proved that criteria (8) and (9) are different representations of exactly the
same one; this can be seen by substituting side0_clas] with its equivalent expression
clasl - sidel_clasl and sidel_clas0O with clasO - side0_clas0.

Since the criterion will only be evaluated for maximization, there is no need of
preserving denominators of (8) or (9) because they do not depend on the particular
neuron n under consideration. Thus, two different expressions for the same criterion
can be used

I'(n) =iclas0 sidel _clasl - clasl sidel_clasOl~\clas0 side0_clasl - clasl side0_clas
9

The above I’(m) criterion like the I(n) information criterion in (5) is maximum
when neuron n separes linearly the two classes and is minimum (equal to zero) when
neuron n does not split the set into two smaller subsets.

4. Test of the I’ criterion

The Neural Trees algorithm and two artificial databases (clouds and
gauss_2D) will be used to test the I' criterion. Both databases are two-class,
two-dimensional and have 5000 patterns: 2500 each class. They are composed of
gaussian distributions. A full description appears in [8].

Single neurons will be trained using the Pocket algorithm with a threshold t
for the I’ criterion, so that a neuron n will not be accepted if I'(n)<t. The threshold
t is a simple way to control the number of units of the final network: the higher the
threshold t, the lower the number of units of the network. When a training process on
a training subset fails to find a neuron, the class of the patterns in that zone of the
domain will be decided by the previous neuron in the binary tree hierarchy based on
the ratio of patterns of each class in the training subset.

Various t values will be considered in order to obtain different network sizes.
For every t value the training set will be divided in ten parts nine of which will be
used as the training set and the tenth will be used as the test set to measure the
generalization ability of the network. Ten networks will be trained with the ten
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possible training and test sets. The mean values for the number of neurons and the
generalization have been calculated.

In order to compare, the same process is repeated maximizing the following
criterion proposed in [9]:

side0_clas0  _sidel_clasl 10)
1+side0_clasl 1+sidel_clasO

J(n) -
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Fig. 3. I’ criterion with gauss_2D Fig. 4. J criterion with gauss_2D

Fig. 1 and Fig. 2 show the generalization ability as a function of the network
size for I’ and J criteria and the clouds database. Pocket has run 500 iterations for I’
and 1000 iterations for J. More neurons are needed to achieve the same generalization
when the J criterion is used. For example, I’ criterion needs a mean of 7.6 neurons to
achieve a 84.74% mean generalization while J criterion needs 99.4 neurons to achieve
approximately the same generalization.

Fig. 3 and Fig. 4 show the same plot for the gauss_2D database and the same

number of iterations as with clouds. The plots show again the superior performance
of the I’ criterion. For example, the I’ criterion achieves a 68.72% mean generalization
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with a mean of 3.3 neurons while the J criterion needs a mean of 61.70 units for
approximately the same generalization.

5. Conclusions

An information criterion to measure the goodness of a neuron during a
training process has been derived from few simple hipothesis. An alternative criterion
computationally simpler that preserves maximum and minimum values of the former
has been obtained. The new criterion has been tested and compared with another one
yielding better results in terms of units to achieve a certain level of generalization.
That performance is due to the compression implicit in any information criterion.
Furthermore, the simplicity of the criterion makes it especially efficient in CPU time
or in hardware implementations.
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