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Abstract

We participated in both the English Slot Fill-
ing and Entity Linking in the 2013 TAC-KBP
evaluation. Our Slot Filling system provides
an answer to the following conjectures: Can
Open Information Extraction (Open IE) form
the basis of a high precision extractor for a set
of target relations in an ontology? And, just as
importantly, can this be done with a minimum
of human knowledge engineering?

We built rules to map Open IE extractions to
KBP Slot Filling relations and found that just
three hours of rule creation gave extractor pre-
cision of 0.79. Spending a total of 12 hours
refining the rules increased precision slightly
to 0.80 with recall near the median of other
KBP systems.

1 Introduction

The University of Washington built upon its research
in Open Information Extraction (Open IE) for both
the English Slot Filling (SF) and the English Entity
Linking (EL) tracks in this year’s TAC-KBP evalua-
tion (Mausam et al., 2012; Fader et al., 2011; Lin et
al., 2012a).

We used our SF system to explore a novel
approach to high-precision information extraction.
Previous approaches have required either a tagged
training corpus for supervised or semi-supervised
learning of the relations of interest, or have required
a large knowledge engineering effort. Open IE can
avoid both types of expense, as it provides extrac-
tions out of the box with no domain tuning and no

Open IE tuples KBP relations 
  

(Steve Jobs, died of, cancer) 

(Steve Jobs, succumbed to, cancer)  per:cause_of_death 

(Steve Jobs, lost his battle to, cancer) 
   

(Nasrallah, is leader of, Hezbollah)   

(Hezbollah, headed by, Nasrallah) org:top_members 

(Nasrallah, is Secretary-General of,   _employees 

 Hezbollah) 

 

Figure 1: Open IE finds textual relations with no
tuning required for a domain or set of target rela-
tions. The challenge is to map these extractions to
relations in an ontology.

pre-specified relations. However, these extractions
express relations textually as shown in Figure 1.

The question arises: can Open IE support extrac-
tion for a target set of relations in a specific ontol-
ogy? Furthermore, can this be done with minimal
training examples and minimal knowledge engineer-
ing effort?

We demonstrate that an end user can map Open
IE output to relations in an ontology with high pre-
cision with as little as a few hours of knowledge en-
gineering effort. One of the runs we submitted used
a set of rules that took only three hours to create
and had extraction precision of 0.79. Another run
in which a total of 12 hours were spent designing
the rules had precision of 0.80 at recall of approxi-
mately the median of other KBP systems.

Another advantage is the simple rule language
that makes our approach accessible to end users who
lack expertise in linguistics or machine learning.
Details about the rule creation process are found in
Section 3.1 and results in Section 3.3.



We also report on our EL system, which has a
pipeline that begins by looking for the most infor-
mative reference to the query entity in the document,
uses the Google CrossWikis database of anchor text
phrases to find candidate links in the KB, and then
ranks the links based on cosine similarity. Our EL
system is described in Section 4.

2 Open IE

Researchers at the University of Washington have
pioneered a new paradigm for massively scalable,
domain-independent information extraction. Open
IE systems extract tuples consisting of argument
phrases from the input sentence and a phrase from
the sentence that expresses a relation between the ar-
guments, in the format (arg1, rel, arg2). This is done
without a pre-specified set of relations and with no
domain-specific knowledge engineering.

Figure 1 illustrates several Open IE extractions.
The first tuple (Steve Jobs, died of, cancer) is one of
the extractions from “Steve Jobs, the co-founder of
Apple, died of cancer in his Palo Alto home.” Other
tuples from this sentence are shown in Figure 2.

Our first Open IE system was TextRunner (Et-
zioni et al., 2006; Banko et al., 2007; Banko and
Etzioni, 2008), followed by ReVerb (Fader et al.,
2011; Etzioni et al., 2011) and OLLIE (Mausam et
al., 2012). The most recent Open IE v4.01 handles
both verb-mediated relations (e.g. “died at”,“lost his
battle to”) and noun-mediated relations (e.g. “is co-
founder of”, “is leader of”).

An advantage of Open IE over previous informa-
tion extraction systems is that it works out of the
box, requiring no training or tuning for a new do-
main. The relations it extracts are represented as text
strings rather than as relations in an ontology. This
is not a problem if the tuples are for human use, for
example searching a database of Open IE tuples ex-
tracted from a text corpus.

However, some applications require the relations
to be mapped to the relations in a particular on-
tology. Figure 1 shows just a few of the textual
relations that correspond to per:cause of death or
org:top members employees. In general, there are
a few high frequency surface forms used to express
a relation such as “died of” or “died from”, and a

1Available at github.com/knowitall/openie

Input sentence:   

“Steve Jobs, the co-founder of Apple, died of 
cancer in his Palo Alto home.” 
  

Open IE tuples: 

1. (Steve Jobs, died of, cancer) 

2. (Steve Jobs, died in, his Palo Alto home) 

3. (Steve Jobs, is co-founder of, Apple) 

Figure 2: Open IE tuples from a sample sentence.

long tail of other surface forms with diminishing fre-
quency.

It is this Zipfian distribution of surface forms that
gives us the possibility to create a mapping from tar-
get relations in an ontology to Open IE tuples with
minimal knowledge engineering effort. A simple
rule language built on Open IE is sufficient to iden-
tify the most common surface forms with high pre-
cision.

This will not handle all the variations in how a
relation may be expressed, but will have good cov-
erage for relations that are expressed in a straight-
forward way. In addition, it will take advantage of
redundancy in a large text corpus – it will extract a
relation between entities E1 and E2 if the relation is
expressed at least once in a lexical-syntactic pattern
that the rules cover.

3 Mapping Open IE to a Target Ontology

Our goal is to create a method to map Open IE tu-
ples to target relations that is accessible to end-users,
who may not have the expertise to set up a machine
learning system and may not have the computational
linguistics background to deal with syntactic parses
and other language resources.

We chose to create rules manually rather than
adopt a machine learning approach, since an end
user will often lack large training sets tagged for
their target relations. In prior research for the
DARPA Machine Reading Project, we found that the
limited training available was not sufficient for high
precision rule learning even when we incorporated
active learning (Soderland et al., 2010).

3.1 Creating Rules for KBP Relations

We designed a simple rule language, shown in Fig-
ure 3, that specifies the target relation, which tuple
element contains the entity and the slotfill, and any
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Figure 4: System architecture for KBP Slot Filling. The only user-specified inputs are the Keyword Lists
for semantic tagging and the Target Relation Rules used during query processing.

Terms in Rule Example 
   

Target relation: per:employee_or_member_of 

Functional?: No 

Query entity in: Arg1 

Slotfill in: Arg2 

Slotfill type: Organization 

Arg1 terms: - 

Relation terms: appointed 

Arg2 terms: <JobTitle> of 

 
(Smith, was appointed, Acting Director of Acme Corporation) 
   

per:employee_or_member_of (Smith, Acme Corporation) 

Figure 3: A simple rule language specifies the target
relation, which tuple elements have the entity and
slotfill, and a combination of lexical and semantic
constraints.

lexical or semantic constraints on tuple elements.
When the rule in this example is applied to the tu-
ple (Smith, was appointed, Acting Director of Acme
Corporation), all constraints in the rule are met – the
relation phrase has the term “appointed”, arg2 has a
JobTitle followed by “of”, the query entity is in arg1
and arg2 includes a phrase of type Organization that
is extracted as the slotfill.

The Rule Applier can extract a sub-phrase from
a tuple element if that phrase has been tagged with

the semantic class for the slotfill. Thus, the phrase
“Acme Corporation” is extracted from the tuple ar-
gument “Acting Director of Acme Corporation” in
Figure 3.

This rule language relies on semantic type con-
straints to maintain high precision while allowing
generalized rules. Yet, these semantic types may be
quite domain specific, such as JobTitle in Figure 3,
along with more general types such as Organization.
We devised a method for semantic tagging that is
easily extensible by an end user.

The tagging combines Named Entity Recogniz-
ers (NER) for Organization, Person, Location, and
Date, with a Keyword Tagger that we had developed
earlier2. The Keyword Tagger takes a file with a list
of terms and then walks through a tokenized sen-
tence to find the longest matches to keywords in the
list.

In our KBP Slot Filling system, we used lists for
JobTitle, Religion, Nationality, School, City, State-
OrProvince, and Country. We used lists provided
by CMU’s NELL system (Carlson et al., 2010), al-
though any source of keyword lists can be used. In
addition, we manually determined a subset of the 4K
JobTitles to create a list of HeadJobTitles for the re-
lation org:top members employees.

The inputs from an end user are the lists of key-

2Available at github/knowitall/taggers



words and a tab-delimited file with a set of rules for
each target relation. We created the rules for KBP
Slot Filling using a spreadsheet.

We saved a copy of the initial rules and keywords
files that were created in just three hours, in order to
measure the impact of user effort. For the 3 Hour
rule set, the first author wrote a small set of the most
obvious rules for each KBP relation. For example,
per:cause of death has four rules, one for “died of”,
“died from”, “died due to”, and “died as a result of”.

These rules and keyword lists were expanded and
refined in approximately 12 hours over the course of
two weeks, testing them against a benchmark from
the 2012 Slot Filling answer key. The final 12 Hour
rule set had an average of 16 rules per relation, about
five times as many rules as the 3 Hour rule set.

3.2 Our KBP Slot Filling System
Figure 4 shows our architecture for our KBP Slot
Filling system. A preprocessing step uses Open IE
v4.0 to extract tuples from the KBP corpus, and then
does Entity Linking, NER tagging, and tagging us-
ing the Keyword Lists. For Entity Linking, we used
a modification of Tom Lin’s linker (Lin et al., 2012a;
Lin et al., 2012b) in which the Google Crosswikis
dataset was used to find candidate Freebase entities
for linking.

At query time, we search these tagged and linked
tuples for tuples where either arg1 or arg2 match the
query entity string argument or is linked to the query
entity. We applied the Target Relation Rules to these
tuples, producing a set of KBP relation extractions
for the entity.

We also incorporate coreference by retrieving
documents that either have the entity string in a tu-
ple argument or have arguments linked to the query
entity. We then ran the Coreference module of the
Stanford NLP Pipeline on these documents. Any tu-
ples where either arg1 or arg2 was in the same coref-
erence set as the query entity were then passed to
the Target Relation Rules. This produced additional
KBP relation extractions.

A final step was to format the extractions
as required for the KBP evaluation, normalizing
dates, and eliminating redundant extractions. We
post-processed extracted locations with the Tipster
Gazetteer to help disambiguate between City, State-
OrProvince, and Country.

3 hours 12 hours 

Figure 5: Our systems based on 3 hours and on
12 hours of rule creation achieved Extraction Pre-
cision of 0.79 and 0.80. The stricter KBP Precision
requires entity disambiguation as well as correct ex-
traction.

Disambiguating query entities has an impact on
the official KBP scores, but we put in only a cursory
effort on this. If the set of extractions for an entity
string included arguments linked to multiple Free-
base entities, then we discarded all extractions for
that entity string as unreliable.

3.3 KBP Slot Filling Results

In order to evaluate our approach to extraction, we
teased apart the factors in the KBP Slot Filling eval-
uation. The top line in Figure 5 shows Extraction
Precision. For this, an extraction is considered cor-
rect if the KBP relation holds between the entity and
slotfill. Thus a per:title extraction of “president” is
correct if the document states that Paul Gray was
president of a company. These precision figures are
based on our own tagging and are not the official
KBP results.

The lower line in Figure 5 is for the official KBP
Precision, which also requires entity disambigua-
tion. For this, “president” is an incorrect title when
the intended Paul Gray is a rock musician.

We chose not to tackle entity disambiguation and
spent our energy building the infrastructure needed
to participate in the KBP evaluation. Entity disam-
biguation is orthogonal to the research questions we
wanted to explore (see Section 1). Accordingly, we
looked for any tuple where an argument matched the



query entity string. We used all resulting tuples un-
less the tuple set was linked to multiple KB entries,
in which case we discarded the entire tuple set.

We submitted three runs for KBP SF, the data
point labeled “3 hours” is for a system based on the
3 Hour rule set and the data point labeled “12 hours”
is the system with the 12 Hour rule set. Both of those
runs included the coreference step. A third run used
the 12 Hour rule set, but omitted coreference. This
run had recall between the other two runs at compa-
rable precision, and is not shown on the graph.

We were pleased with the high precision, between
0.79 and 0.80, of each of our runs. The recall of
the 12 Hour run was just over 0.10. While not high,
this recall is about the median of other KBP systems,
which indicates the difficulty of the KBP Slot Fill-
ing task, and was at considerably higher precision
than the other systems. Somewhat surprisingly, the
12 Hour run had recall that was only 35% higher
than the 3 hour run, which leads to the question of
whether our approach was reaching a ceiling effect.

3.4 Discussion of Slot Filling Results

Our goal was to explore Open IE as a practical op-
tion for extraction of target relations in an ontology.
We have certainly demonstrated that high precision
extraction is possible from a small effort in knowl-
edge engineering, although at modest recall.

3.4.1 Error Analysis
We analyzed the primary source of errors for ex-

tractions that were incorrect with respect to the in-
formation in the sentence.

31% of the errors seemed to be correct according
to the understanding of KBP guidelines by the au-
thor who created the rule sets. Examples are ex-
tracting per:title(Tantawi, sheik) from “Tantawi was
the grand sheik” and extracting org:subsidiary(ETA,
Batasuna) from “ETA’s political wing Batasuna.”
Apparently “sheik” is not considered a person title,
and the wing of a political party is not a subsidiary.
Most of these errors would not occur with rules that
aligned better with the KBP guidelines.

23% were caused by rules that overgeneralized. For
example, a “critic” is often a person title (e.g. a
drama critic), but not in the case of “Ginzburg was
an outspoken critic of the policy”. Similarly, a

person who leads an organization is often an em-
ployee or member of that organization, but not in
the case of “Meredith led the NFL in scoring.” We
may need to extend the rule language to allow it to
recognize exceptions to more general rules. Even
then, there will be a recall-precision trade-off in
finding the right level of generality to the rules.

19% of the errors occurred when the rules matched
a non-head term. For example, our system extracted
per:spouse(Kahn, Shankar) from “Kahn’s younger
sister married Shankar” rather than applying to the
head of the first noun phrase “sister”. Tightening
the rule applier to only match head nouns would
eliminate these errors. In some cases, it would also
discard correct extractions such as a city of death
as “Baltimore” when someone dies in “a Baltimore
hospital” or in his “Baltimore home.”

15% were due to a variety of errors by the Open
IE extractor, some of which are caused by parsing
errors and some by tuple argument identification er-
rors.

12% were due to coreference errors. These may
be unavoidable, short of eliminating the coreference
module entirely, which would reduce recall.

From this error analysis, it appears that precision
could be raised considerably higher than 80% from
a better understanding of the KBP guidelines and a
minor tightening of the rule applier: allowing rules
to require a match on head terms and to include ex-
plicit exceptions. We now turn to the question of
recall.

3.4.2 Limits to Recall
Is the low recall or our system due to a fundamen-

tal limit to the recall of Open IE, upon which it is
based? We analyzed a random sample of sentences
where at least one KBP participant found a correct
extraction. We ran our Open IE extractor on these
sentences and examined the resulting tuples to see
whether the tuples had sufficient information to pro-
duce the extraction, given ideal rules.

42% of the time the tuple contained all the neces-
sary information for the KBP extraction, given an
appropriate rule set.

16% of the time the extractor truncated an argu-
ment, for example omitting an appositive or paren-



thetical phrase. The sentence “Sheikh Tantawi, the
top Egyptian cleric who died on Wednesday ...” has
a tuple (the top Egyptian cleric, died on, Wednes-
day). This omits the cleric’s name, and thus can-
not support an extraction of date of death for Sheikh
Tantawi.

10% of the time the Open IE system fails to rec-
ognize a noun-based relation. It relies on a learned
lexicon of relation nouns that may not include less
frequent terms. For example, it extracts tuples with
relations such as “is CEO of” or “is son of”, but
misses the relation in “Tantawi, the Grand Imam of
Al-Azhar”.

10% of the time syntactic complexity results in no
extraction from the part of a sentence containing in-
formation needed for a KBP relation.

22%: a variety of other causes of the tuple not hav-
ing sufficient information to support the KBP rela-
tion.

Clearly, there is a potential for much higher recall
than our system had in the KBP Slot Filling. With
some improvements to handling of appositives and
parenthetical phrases, and better coverage of rela-
tional nouns, Open IE tuples provide sufficient in-
formation for KBP extractions over half the time.

On the whole, our approach is an attractive one
in practice, where the cost of designing and training
a system for higher recall may outweigh the benefit
of diminishing returns as it becomes more and more
difficult for any relation extractor to increase recall
while maintaining precision.

4 Entity Linking Approach

Our KBP Entity Linking system is an adaptation of
Tom Lin’s entity linker (Lin et al., 2012a; Lin et al.,
2012b). We use a four step approach.

1. Find the most specific mention of the query en-
tity in the document.

2. Find candidates for linking from the Google
Crosswikis table of anchor text that is linked
to Wikipedia articles.

3. Evaluate the candidate links with a logistic
regression classifier that combines the Cross-
wikis probability and the cosine similarity be-

tween context in the document and in the
knowledge base entry.

4. Assign NIL to any entities with classifier score
below a threshold. Merge two entities with NIL
links if a more specific mention was found for
at least one of them and they shared the same
most specific mention.

We created sequences of rules manually to find
the most specific entity mention in the document,
with distinct rule sets for each NER type, Person,
Organization, or Location. This proved to be higher
precision than using Stanford’s CoreNLP Corefer-
ence module.

We used Stanford’s Coreference module to gather
context for evaluating candidate links, using all sen-
tences that contain a term in the coreference set for
the entity.

We used benchmark sets from the 2011 and 2012
KBP evaluations to tune our procedures and set clas-
sifier thresholds empirically.

Our EL system had B-cubed score of 0.588,
with the highest score for the Newswire docu-
ments (0.673) and the lowest for Discussion Forums
(0.453). These results are slightly above the median
scores for all 2013 EL systems.

5 Conclusions and Future Work

We have presented our systems for KBP 2013 En-
glish Slot Filling and Entity Linking, introducing a
novel method for Slot Filling that leverages Open IE
extractions. We have shown that a simple rule lan-
guage can map Open IE tuples to a set of KBP rela-
tions at high precision with as little as three hours of
knowledge engineering.

Future work includes improvements to Open IE
recall and to rule precision – we identified some eas-
ily implemented improvements in both areas. An-
other avenue for future work is to generalize our
method to apply to any ontology of relations and to
operate without the input of KBP queries that spec-
ify a target entity.
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