


 
 

ABSTRACT 

A Multi-Scale Approach to Study Silicate Dissolution: Kinetic Monte 

Carlo Simulations and Experimental Observations 

by 

Inna Kurganskaya 

Dissolution of silicate minerals is an important part of many geological processes 

taking place on the Earth’s surface as well as in the deep crust. Weathering of rocks and 

soil formation, metasomatic rock alteration by hydrothermal fluids, and diagenetic trans-

formation of sediments are all controlled by dissolution reactions. Secondary pore space 

of natural reservoirs can be significantly changed by dissolution and subsequent precipi-

tation of clay minerals. As a consequence, the potential capacity for storage of natural 

fuels, carbon dioxide or radioactive waste, can be affected. In addition, the stability of 

rocks hosting potentially hazardous materials largely depends on their dissolution rates.   

The development of computational ab initio and Molecular Dynamics techniques 

permits study of dissolution reactions at the molecular scale. At the same time, advanced 

microscopic techniques allow the study of dissolution process at the nm to micron scale 

and investigation of spatial and temporal variations of surface reactivity. The combina-

tion of these methods has strong potential for tackling fundamental questions of the 

mechanisms of mineral dissolution.  

This thesis presents an integrated, multi-scale approach to the study of silicate 

dissolution. The work consists of three main parts: experimental studies of the dissolving 



 
 

mineral surface at the micron scale, Kinetic Monte Carlo (KMC) simulations at the na-

nometer scale, and the parameterization of KMC models by ab initio derived activation 

energies. Muscovite mica and quartz were chosen as study materials. These two minerals 

represent “2-dimensional” (phyllosilicates) and 3-dimensional (tectosilicates) structural 

templates of silicates as well as “complex” and “simple” chemical bond networks.   

The first part of my muscovite dissolution studies is based on experimental obser-

vations of the reacted surface with vertical scanning interferometry. This approach was 

used to quantify the distribution of surface reactivity in terms of surface roughness and 

mean height levels, and also measure the dissolution rate. Additional investigations of the 

detailed surface structure were done using the AFM. KMC simulations of muscovite dis-

solution constitute the second part of this work.  I developed KMC models that simulate 

the dissolution of mica structures.  By varying the number of the basic reaction types in 

the system, a satisfactory match was achieved between modeling results and experimental 

observations. These results show how KMC methods can be used as a tool for testing hy-

potheses regarding the role of surface reactions on the overall reaction mechanism. 

The third part of the work is dedicated to the problems of complexity and parame-

terization of KMC models. Four models of quartz dissolution of varying complexity are 

presented. The capabilities of the models to predict experimentally observed dissolution 

features were shown for prismatic, rhombohedral, and pinacoid quartz faces. These simu-

lation results demonstrate the basic role of topology in the recognition of key surface 

sites, and are used to derive basic dissolution mechanisms for the three faces. 

 



 

 

Acknowledgments 

The entire work of this thesis would have been less successful were it not for 

the help and support of many people accompanying me through my PhD studies. I 

am very grateful to my advisor, Dr. Andreas Luttge for his constant moral support 

and intellectually stimulating scientific discussions about various aspects of crystal 

dissolution kinetics. His wide interdisciplinary background in both earth science 

and chemistry provided me with a great and extremely valuable research experi-

ence. Much of my research progress was strongly guided by his detailed and pro-

found feedback to my work, studies and papers. He also taught me a lot about the 

pedagogical process in geological sciences during my work as a teaching assistant 

for his Earth Science 101 class.  

I am very thankful to Dr. Rolf Arvidson, who introduced me to the details of 

designing and setting up laboratory experiments and performing optical interfer-

ometry measurements, encouraged my scientific curiosity in testing important ki-

netic problems both in the laboratory and as computational experiments, became a 

dedicated co-author of my first paper and carefully read all other papers and parts 

of this thesis. I enjoyed a lot by our long-hour discussions about a wide range of top-

ics, from the fundamental problems of crystal dissolution and statistical physics to 

the problem of Universe formation. 

Warm thanks go to Dr. Cornelius Fischer for his comments to my papers, 

supportive discussions and e-mails. His amazing knowledge of very complex prob-



iv 
 

lems in mineral dissolution kinetics and profound feedbacks to my work has helped 

me a lot. 

I also would like to thank my committee members, Dr. Julia Morgan (Earth 

Science), Dr. Rajdeep Dasgupta (Earth Science), Dr. Dale Sawyer (Earth Science), and 

Dr. Kenton Whitmire (Chemistry), for their interest in my work, discussions and 

questions at annual research progress meetings, qualifying exams and thesis de-

fense. 

Special thanks are dedicated to James Keenan, Emily Chin, Dr. Glenn Snyder 

and Clint Miller for their proofreading of my papers and making corrections to Eng-

lish and writing style. My office mates, Lizette Leon-Rodrigues, Fernando Mazuera, 

James Keenan, Tao Kai and Guangchi Xing, became my heart-and-soul friends, and 

provided me with constant moral support, always cheered me up and became role 

models both as scientists and friends. I am also very thankful to my peers, graduate 

and undergraduate Earth Science students, who were interested in my studies, at-

tended my presentation and thesis defense, and spent our happy after-work time 

with me.  

My family always provided me with strong emotional support during all my 

studies. I am especially thankful to my sister, Yana Alexandrovna Pakulina, and to 

her husband, Kirill Olegovich Pakulin, for their warm and supportive words that I 

constantly received from them during the all hard times. My parents, Tatiana 

Yurievna Kurganskaya and Alexandr Alexandrovich Kurganskiy, were always role 



v 
 

models for me, as parents, friends and dedicated professionals, and thus I am dedi-

cate this thesis to them.   

I acknowledge the generous financial support from the Global Climate and 

Energy Project (GCEP) at Stanford University (award # 25580430-48513-A), grant 

#R64070, Earth Science Department at Rice University for the first-semester tuition 

waiving and providing me with Teaching Assistantship position, MURI grant 

#R7B861 and DOE grant #117372 that supported my first laboratory experiments. 

 



 

 

Contents 

Acknowledgments ......................................................................................................... iii 

Contents......................................................................................................................... vi 

List of Figures ................................................................................................................. ix 

List of Tables ................................................................................................................ xvi 

List of Equations ......................................................................................................... xviii 

List of symbols and abbreviations ................................................................................. xx 

Introduction ....................................................................................................................1 

1.1. References ............................................................................................................7 

Does the stepwave model predict mica dissolution kinetics?.......................................12 

2.1. Abstract ...............................................................................................................13 

2.2. Introduction ........................................................................................................14 

2.3. Methods ..............................................................................................................16 

2.4. Results.................................................................................................................18 

2.4.1. VSI data of etch pit populations ....................................................................18 

2.4.2. VSI Data: Dissolution Rates ...........................................................................25 

2.4.3. AFM Data .....................................................................................................25 

2.5. Discussion ...........................................................................................................26 

2.5.1. Etch Pit Morphology, Structure, and Distribution ..........................................27 

2.5.2. Distribution of dissolution rates and their control by the phyllosilicate 

structure .................................................................................................................30 

2.5.3. Application of the stepwave model ...............................................................34 

2.6. Summary .............................................................................................................36 

2.7. Acknowledgements .............................................................................................37 

2.8. References ..........................................................................................................37 

A comprehensive stochastic model of phyllosilicate dissolution: structure and 

kinematics of etch pits formed on muscovite basal face ..............................................45 

3.1. Abstract ...............................................................................................................46 

3.2. Introduction ........................................................................................................47 



vii 
 

3.3. Methods ..............................................................................................................52 

3.3.1. Crystal chemistry of sheet silicates ................................................................53 

3.3.2. Kinetic models of mica dissolution ................................................................56 

3.3.2.1. Basic equations and model assumptions.................................................56 

3.3.2.2. First coordination sphere (FCS): lattice resistance effect .........................60 

3.3.2.3. Second coordination sphere (SCS) influence ...........................................61 

3.3.2.4. Corrections for Al-O-(H)-Al or hydroxyl accessibility ................................63 

3.3.2.5. Lattice defects ........................................................................................64 

3.3.2.6. System size .............................................................................................65 

3.3.2.7. Simulation algorithm ..............................................................................66 

3.3.3. Model parameterization by experimental data .............................................68 

3.4. Results.................................................................................................................71 

3.4.1. Etch pit structure: general features ...............................................................72 

3.4.1.1. Monolayer pits .......................................................................................72 

3.4.1.2. Multilayer pits ........................................................................................74 

3.4.2. Step morphology, orientation and stability ...................................................79 

3.4.2.1. First coordination sphere level of complexity .........................................79 

3.4.2.2. Second coordination sphere level of complexity .....................................81 

3.5. Discussion ...........................................................................................................82 

3.5.1. {hk0} face stability .........................................................................................82 

3.5.2. Topology of ledge and kink sites ...................................................................83 

3.5.3. Morphology of etch pits ................................................................................89 

3.5.4. Applications of the KMC model .....................................................................90 

3.6. Conclusions .........................................................................................................91 

3.7. Acknowledgements .............................................................................................92 

3.8. References ..........................................................................................................93 

Kinetic Monte Carlo simulations of silicate dissolution: model complexity and 

parameterization ........................................................................................................ 102 

4.1. Abstract ............................................................................................................. 103 

4.2. Introduction ...................................................................................................... 104 

4.3. Kinetic Monte Carlo models .............................................................................. 109 

4.3.1. The First Coordination Sphere (FCS) Model ................................................. 110 

4.3.2. The Second Coordination Sphere (SCS) Models ........................................... 111 



viii 
 

4.3.2.1. Linear Approximation 1 (SCS-L1) model ................................................ 114 

4.3.2.2. Linear Approximation 2 (SCS-L2) Model ................................................ 114 

4.3.2.3. The “Direct” Parameterization (SCS-D) Model ...................................... 116 

4.3.2.4. Model parameters ................................................................................ 116 

4.3.3. Surface stabilization and relaxation effects ................................................. 118 

4.4. Results and discussion ....................................................................................... 120 

4.4.1. Pinacoid (001) face ...................................................................................... 121 

4.4.1.1. Surface morphologies ........................................................................... 121 

4.4.1.2. Etch pit structure .................................................................................. 124 

4.4.1.3. Surface stabilization effects: etch pits and hillocks ................................ 125 

4.4.2. Rhombohedral (101) face ............................................................................ 128 

4.4.2.1. Surface structure .................................................................................. 128 

4.4.2.2. Hollow cores and etch tubes ................................................................. 132 

4.4.2.3. Dissolution mechanism: 2D and 3D stepwave movement ..................... 132 

4.4.3. Prism (100) face .......................................................................................... 134 

4.4.3.1. Dissolution scenario I: striations ........................................................... 134 

4.4.3.2. Dissolution scenario II: rectangular stepwaves ...................................... 135 

4.4.3.3. Surface stabilization effect: dissolution scenario III ............................... 138 

4.4.4. Model complexity: conclusions and prospective ......................................... 142 

4.5. Conclusions ....................................................................................................... 147 

4.6. Acknowledgements ........................................................................................... 147 

4.7. References ........................................................................................................ 148 

Summary and Conclusions .......................................................................................... 156 

5.1. References ........................................................................................................ 162 

 

 



 

 

List of Figures 

Figure 2-1.  VSI data for muscovite (001) surface. (A) 189×189 µm field of view 

showing irregular etch pit distributions after 360 hours of reaction. (B) Inset area 

(35 × 35 µm) from A showing submicron-sized pits appearing after 220 hours to-

gether with larger earlier-formed coalescent pits. (C) An area (69 × 69 µm) at the 

100 h time step showing formation of pit chains and trenches. (D) An area (135 × 

135 µm) characterized by formation of linear structures. The lines are oriented in 

two principal directions intersecting at 120°………………………………………………..……..19 

Figure 2-2.  Evolution in frequency distributions of roughness (A) and height (B) 

from time steps t1 to t6 (initial condition = t0). Insets show expanded detail of com-

plex changes involving nucleation and growth of etch pits. See text for discus-

sion…………………………………………………………………………………………………………………...20 

Figure 2-3.  Determination of dissolutions rates from VSI data. (A) Etch pit (dia. ~ 

4 µm) formed through probable coalescence of individual pits (10 × 10 µm field of 

view). (B) Time series of cross sections through red line at A. (C) Boundary of tem-

porarily masked (upper left) and permanently exposed (lower right) regions (189 × 

189 µm field of view) used to calculate normal surface retreat. Left side had been 

masked between 220 and 500 hours of experiment. (D) Cross section through the 

area shown on (C)………………………………………………………………………………………………21 

Figure 2-4.  AFM data of muscovite (001) surface, 500 h. (A) Note common shape 

and orientation of etch pits; (B) Etch pit penetrating five layers showing irregular, 



x 
 

curved step of shallowest layer and hexagonal outlines of deeper layers; (C) Etch pit 

structure: profile C1 traverses zigzag steps (see text), profile C2 traverses parallel 

steps; (D) Detail of central pit in (A), showing opening of new pit in bottommost lay-

er (arrow)………………………………………………………………………………………………………….23 

Figure 2-5.  AFM image of muscovite (001) surface after 500 h showing etch pit 

development………………………………………..…………………………………………………………….24 

Figure 2-6.  Schematic illustration of stepwave formation on muscovite {001} sur-

face. (A) Consecutive steps moving outwards from a dislocation center. (B) Steps 

emanating from two major etch pits (linear defects) and surrounding monolayer 

pits (point defects) form a single stepwave of complex morphology. (C) Multilayer 

etch pit formation, showing layer-by-layer dissolution in two principal direc-

tions…………………………………………………………………………………………………………………..33 

Figure 3-1.  Crystal chemistry of muscovite. (a) Polyhedral model of muscovite 

structure. (b) Bridging bonds in muscovite lattice: Al(T)-O-Si(T), Si(T)-O-Si(T), 

Si(T)-O-Al(O), Al(T)-O-Al(O) and Al(O)-O-Al(O)…………………………………………………..55 

Figure 3-2. Second order coordination spheres for tetrahedral (a,b) and octahedral 

(c,d) reactive centers. (a) Tetrahedral sphere for tetrahedral center. (b) Octahedral 

sphere for tetrahedral center. (c) Tetrahedral sphere for octahedral center. (d) Oc-

tahedral sphere for octahedral center………………………………………………………………....62 

Figure 3-3.  Geometric accessibility of basal plane hydroxyls (red spheres repre-

sent H-atoms): a semi-transparent circle refers to a “hardly accessible” state; an 



xi 
 

open circle refers to an “accessible” state. (a) Polyhedral representation. (b) “Ball 

and stick” model………………………………………………………………………………………………...64 

Figure 3-4.  An illustration to Kinetic Monte Carlo algorithm. (a) Dissolution prob-

abilities assigned to the different surface sites of muscovite. (b) Schematic structure 

of the probability interval used to make a decision about reaction type selection. The 

length of an each subinterval corresponds to Pi probability value. A random number 

0<x<1 falling into subinterval Pi defines a reaction type i to happen at the given iter-

ation step…………………………………………………………………………………………………………..67 

Figure 3-5.  Two principal orientations of monolayer etch pits. (a) Experimentally 

obtained AFM data (Kurganskaya et al., 2012). Blue arrows show main pit orienta-

tions. Red lines refer to etch pit profiles A1-A2, A3-A4 and A5-A6 shown on (d). (b) 

Contours of etch pits obtained in KMC simulations: pits of the upper type appear in 

the 1st type of TOT layer; pits of the lower type appear in the 2nd type of TOT layer 

(SFCS version of model is used, energetic parameters are shown in Table 3-3). (c) 

Models of the two TOT layers in muscovite structure. Red arrows show directions of 

the fastest etch pit growth. (d) Profiles through the three pits shown on (a), letters 

A1-A6 mark the ends of the profiles…………………………………………………………………....73 

Figure 3-6. Etch pit morphology with (b) and without (a) Al(O)=O=Al(O) bond orien-

tation corrections (see in text). Activation energy parameters (ΔEa/kT) are provid-

ed in Table 3-3. (a) The result of the KMC simulation without “hydroxyl orientation” 

corrections (SFCS version). The geometric center of the pit matches to the disloca-

tion core position. (b) KMC simulation result for SFCS-H version. (c) A colormap of a 



xii 
 

two-layered etch pit on muscovite (001) face dissolved in water with pH=9.4, 

T=155˚C (AFM data, Kurganskaya et al., 2012). White line marks C1-C2 profile 

through the pit………………………………………………………………………………………………...…75 

Figure 3-7.  Zigzag pattern formed on the muscovite (001) face. (a),(b) Patterns 

observed on the muscovite surface dissolved in water (pH=9.4; T=155˚C, Kurgan-

skaya et al., 2012). (c) An etch pit with the four zigzag patterns produced in KMC 

simulations of muscovite dissolution (SCS-H version). Activation energies for bond 

breaking, second order neighbor and hydroxyl orientation corrections are present-

ed in Table 4, the first order corrections are ΔE1T-T/kT =6, ΔE1T-O/kT =6, ΔE1O-T/kT 

=6, ΔE1O-O/kT =4. (d) Enlarged inset of the rectangular area shown on (c). (e) Zigzag 

pattern with curved steps obtained in KMC simulations (enlarged inset from Fig. 3-

9a). Parameter values for this simulation are shown in Table 3-4……….…………..……77 

Figure 3-8.  Etch pits obtained in KMC simulations (FCS-H version) (a) Structure 

of an etch pit produced with SFCS-H version; (b) A pit produced with the same pa-

rameters using WFCS-H version. (c) Inset from Fig. 3-8b showing detailed step mor-

phology. Modeling parameters are shown in Table 3-3………………………………………..80 

Figure 3-9.  Morphology of a multilayer pit growing on muscovite (001) face. (a) A 

polygonal etch pit produced in KMC simulations (SCS-H version), see Table 3-4 for 

energetic parameters. (b) A mul-tilayer etch pit obtained from experiments (AFM 

data, Kurganskaya et al., 2012). White line marks B1-B2 etch pit profile………………82 

Figure 3-10.  Ledge (step) and kink sites at (110), (11 ̅0), and (100) faces of musco-

vite. The example sites are labeled by semitransparent squares, yellow and red for 



xiii 
 

the kink sites, light gray for the ledge sites. The front kink sites are labeled as k1, the 

back kink sites are labeled as k2. (a) Tetrahedral sites. Upper kink sites are high-

lighted by yellow squares, lower kink sites are highlighted by red squares. (b) Octa-

hedral sites………………………………………………………………………………………………………...85 

Figure 4-1.  Differentiation of the Si (N1,N2,N3) reactive sites (red circles) on the 

quartz surface used in KMC models. Only Si atoms are shown. N1 is the number of 

first order Si-O-Si neighbors, N2 and N3 are the numbers of second-order “connect-

ed” and “disconnected” (green circle) neighbors. (A) and (B) show the difference be-

tween “connected” and “disconnected” neighbors, (C) and (D) illustrate two possible 

bond configurations for a (2,4,0) site. (A) (2,6,0) site ; (B) (2,6,1) site; (C) Q2-Q4;Q2-

Q2 configuration ; (D) Q2-Q3;Q2-Q3 configuration…………………………………………….112 

Figure 4-2.  KMC simulation of a dissolving (001) quartz face in pure water, neu-

tral pH, T = 25˚C (modeling parameters are shown in Table 4-1, a single screw dislo-

cation intersects the surface at the center). Results from: (A) the FCS model; (B) the 

SCS-L1 model; (C) the SCS-L2 model (ΔE2g = 0 kT), and (D) the SCS-L2 model (ΔE2g = 

2 kT); (E) the SCS-L2 model (ΔE2g = 4 kT); (F) the SCS-D model (ΔE2g = 0 kT); (G) the 

SCS-D model (ΔE2g =2 kT); (H) SCS-D model (ΔE2g = 4 kT); in case of I and J the sur-

face is stabilized by adding weight coefficients to the terrace sites (S1 method); (I) 

SCS-D (ΔE2g = 0 kT; S1); (J) SCS-D (ΔE2g = 2 kT; S1) model……………………….….122 

Figure 4-3.  (A)-(E): KMC simulations of the formation and dissolution of quartz 

hillocks starting from a “frozen” (stabilized) (001) face of quartz. The SCS-L2 (ΔE2g= 

0 kT) model is used for this illustration, 5 screw dislocations parallel to the c* axis 



xiv 
 

intersect the starting surface. A (SiO4)4- -group is removed from the surface during 

each iteration. (A) 8∙106 iterations; (B) 16∙106 iterations; (C) 24∙106 iterations; (D) 

32∙106 iterations; (E) 40∙106 iterations. (F)* Hillocks formed on a dissolving quartz 

surface observed in experiments by Neumann and Luttge (1995)………………………126 

Figure 4-4.  (A)-(C): Results of KMC simulations: Etch pits formed on the rhombo-

hedral (101) quartz face in pure water, neutral pH, T = 25˚C (energetic parameters 

are shown in Table 4-1) (blue highlights (3,7) sites), subfigures labeled by “1” pre-

sent the front views, subfigures labeled by “2” present the side views with hollow 

cores. (A) Surface produced by using the FCS model, 106 molecules removed; (B) A 

pentagonal pit developed at the junction between the triangular pit and the hollow 

core, SCS-D (ΔE2g = 0) model, 2*106 molecules removed. (C) Polygonal pits formed at 

the walls of the original triangular pit, SCS-L2 (ΔE2g = 0) model; 12*106 molecules 

removed. (D)* Triangular pits observed on the surface of naturally weathered 

quartz grains (Brantley et al., 1986). (E)** Polygonal etch pits observed on rhombo-

hedral quartz surface etched by KOH (Patel et al., 1965)..................……………………....130 

Figure 4-5.  (A)-(D): Structures of the dissolving (100) prism face of quartz ob-

tained from KMC simulations (starting from Q3 termination; pure water, neutral pH, 

T=25˚C, parameters are shown in Table 4-1). Label “1” refers to the front view, label 

“2” refers to the side view with the etch tubes. (A)-(C)- Surfaces simulated using 

SCS-D (ΔE2g = 0) model (blue highlights (3,7) sites)), (A) Etch pit opening at the be-

ginning of the simulation (104 molecules removed). (B) “Striations” and V-shaped 

pits appeared at a later stage of the simulation (106 molecules removed). (C) The 



xv 
 

same surface with developed V-shaped pits and rhombohedral faces, 6*106 mole-

cules removed. (D) The surface obtained by using SCS-L2 (ΔE2g = 4 kT units) model, 

with the surface stabilization effect (S2 method) and parameter values ΔE1=20 

kJ/mol, ΔE21=1 kJ/mol; ΔE2g = 10 kJ/mol. (E)* Striations formed on the quartz sur-

face dissolved at hydrothermal conditions. The face and direction could not be iden-

tified (Luttge, 1995)……………………………………………………………………………………...….136 

Figure 4-6.  (A)-(N): KMC simulations: Etch pits formed at a (100) prism face 

(starting from Q2 termination, top layer is frozen, 106 atoms removed in each case, 

the length of the screw dislocation hollow core is 200 unit cells). A-H: “Pure water”, 

various models used (see text); (A) FCS model; (B) SCS-L1 model; (C) SCS-L2 model 

(ΔE2g = 0 kT); (D) SCS-L2 model (ΔE2g = 6 kT) model; (E) SCS-L2 model (ΔE2g = 10 

kT); (F) SCS-D model (ΔE2g = 0 kT); (G) SCS-D model (ΔE2g = 2 kT); (H) SCS-L2 model 

(ΔE2g = 4 kT); I-N: low activation energy, or “catalyzing” environment, various mod-

els used. (I) FCS model; (J) SCS-L1 model; (K) SCS-L2 model (ΔE2g = 0 kT); (L) SCS-L2 

model (ΔE2g = 2 kT); (M) SCS-L2 model (ΔE2g = 4 kT); (N) SCS-L2 model (ΔE2g = 6 

kT); (O)* Rectangular-pyramidal pits formed on the prism faces of quartz etched by 

KOH (Gratz et al., 1990)………………………………………………………………...………………….139 

 



xvi 
 

List of Tables 

Table 2-1.  Roughness parameters. Properties (p) computed as weighted means, 

∑ (n × p)i ∕ ∑ ni in nm………………………………………………………………………………………….24 

Table 3-1.  Basic types of bridging bonds in phyllosilicate structures……………….54 

Table 3-2.  Numbers of dissolution rate coefficients for different elements in four 

layered silicates………………………………………………………………………………………………....59 

Table 3-3.  Energetic parameters used in the First Coordination Sphere (FCS) 

complexity level of the KMC model……………………………………………………………………..70 

Table 3-4.  Energetic parameters used in SCS complexity level of the KMC mod-

el……………………………………………………………………………………………………………………….71 

Table 3-5.  Coordination numbers for the muscovite “kink” and “step” sites 

shown on Fig. 3-10. The numbers are shown in order NT1,NO1,NT2, NO2, or the 

number of first tetrahedral nearest neighbors, the number of first octahedral near-

est neighbors, the number of second tetrahedral neighbors and the number of the 

second octahedral neighbors correspondingly………………………………………………….....86 

Table 4-1.  Activation energies of bond hydrolysis and other energetic parame-

ters used in the KMC models, in [kJ/mole]………………………………………………………...118 

Table 4-2.  Morphological characteristics (shape and composing faces) of polyhe-

dral etch pits formed on Q2 termination of prism (100) quartz face in KMC simula-

tions. The initial surface was stabilized by S2 method (see description in text), mod-



xvii 
 

eling parameters are shown in Table 1. R-rhombohedral; m-prism faces (a) “pure 

water” conditions; (b) “catalyzing” conditions………………………………………………..….142 

 



 

 

List of Equations 

Equation 2-1…………………………………………………………………..………………………………….32 

Equation 3-1………………………………………………………………..…………………………………….56 

Equation 3-2…………………………………………………………..………………………………………….56 

Equation 3-3………………………………………………………..…………………………………………….57 

Equation 3-4……………………………………………..……………………………………………………….57 

Equation 3-5………………………………………………………..…………………………………………….57 

Equation 3-6……….……………………………………….…………………………………………………….58 

Equation 3-7……......…………………………………………………………………………………………….58 

Equation 3-8……..……………………………………………………………………………………………….60 

Equation 3-9…..………………………………………………………………………………………………….60 

Equation 3-10…………………………………………………………………………………………………….60 

Equation 3-11.………..………………………………………………………………………………………….61 

Equation 3-12…………..……………………………….……………………………………………………….61 

Equation 3-13……………..…………………………………….……………………………………………….61 

Equation 3-14………………..…………………………………………………….…………………………….62 

Equation 3-15…………………..………………………………………………….…………………………….64 



xix 
 

Equation 3-16…………………………………………………………………………………………………….66 

Equation 3-17…………………………………………………………………………………………………….67 

Equation 3-18…………………………………………………………………………………………………….68 

Equation 4-1…………………………………………………………………………………………………….110 

Equation 4-2…………………………………………………………………………………………………….110 

Equation 4-3…………………………………………………………………………………………………….111 

Equation 4-4…………………………………………………………………………………………………….114 

Equation 4-5…………………………………………………………………………………………………….115 

Equation 4-6…………………………………………………………………………………………………….116 

 

 



 

 

List of symbols and abbreviations 

Eq(s). Equation(s) 

Fig(s). Figure(s)  

VSI Vertical Scanning Interferometry 

AFM Atomic Force Microscopy 

HF(1) Hartree-Fock 

HF(2) hydro-fluoric acid 

MP[2] Møller-Plesset 

DFT Density functional theory 

KMC Kinetic Monte Carlo 

BET Brunauer–Emmett–Teller 

BCF Burton-Cabrera-Frank 

Sq surface root mean square roughness 

t0-t6 time steps 

h(1) hours 

h(2) height 

T(1) temperature 

T(2) tetrahedral 

O octahedral 

TO tetrahedral-octahedral 

TOT tetrahedral-octahedral-tetrahedral 

ESA edge surface area 



xxi 
 

NMR nuclear magnetic resonance 

k Boltzmann constant 

ΔE energy barrier 

ΔEa activation energy 

Pi probability 

TST transition state theory 

SEM secondary electron microscopy 

FCS first coordination sphere 

SCS second coordination sphere 

 

 

 

 

 

 

 



 

1 

 

Chapter 1 

Introduction 

Silicate minerals constitute most of the crustal rocks and terrestrial sedi-

ments. Silicate dissolution is a rate-limiting step in geochemical processes, such as 

weathering and soil formation, metasomatic and hydrothermal rock alteration, for-

mation of secondary pore space in siliciclastic rocks, and many others. The interest 

in silicate dissolution is driven by its basic importance for various scientific and en-

gineering problems, such as carbon sequestration and disposal of radioactive waste. 

Both problems are related to long-term stability of rocks used as carbon dioxide or 

waste storage sites. Rock porosity and permeability characteristics depend on the 

history of basin development, rock composition and environmental conditions, 

which in turn control (and are controlled by) rates of mineral dissolution and pre-

cipitation reactions. Nuclear waste storage safety is defined by the risk of the radio-

active element’s leakage into the natural aquifers, which may happen due to the 

rock dissolution and formation of channels and cavities. Lastly, knowledge of silicate 
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dissolution kinetics is of fundamental importance in industrial and environmental 

applications. Geochemical exploration of metal deposits and estimation of toxic ele-

ments’ release from mine tailings requires the use of reactive transport models. Sili-

cate minerals are also a major component of cements, ceramics, insulators and ma-

terials for nanocomposite manufacturing. 

Silicate dissolution process can be investigated using experimental methods 

as well as theoretical calculations and models. We can distinguish two main experi-

mental approaches used to evaluate dissolution mechanisms and rates: analysis of 

reacted solvent composition and microscopic observations of the mineral surface. 

The first method provides values of the macroscopic (bulk) rate for various silicate 

minerals and environmental conditions (Brantley, 2008). However, there are two 

problems associated with this method. First, the use of this method requires proper 

rate normalization by the number or density of reactive surface sites. The reactive 

site density is a not a constant parameter, because it depends on the environmental 

conditions. Second, the rates obtained by the different laboratories for the same en-

vironmental conditions may vary over 2-3 orders of magnitude. Interestingly, Fisch-

er et al. (2012) obtained similar rate variation by analyzing spatial rate distribution 

for calcite systems. Luttge et al. (2013) considered this variance as an intrinsic 

property of all crystalline systems. Therefore, the information about reactivity dis-

tribution over the surface is critically important for the studies of mineral dissolu-

tion kinetics. Microscopic observations allow us to measure dissolution rates direct-

ly, as normal surface retreat or velocity of atomic step movement. In these cases, we 

do not need a prior estimate of reactive site density. Another great advantage of this 
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method is its capability to assess dissolution mechanisms by analyzing surface 

structure at different scales. The Vertical Scanning Interferometer (VSI) has a large 

field of view (from 10,000 µm2 to mm2) that allows us to quantify reactivity distri-

bution over the surface and access spatial and temporal rate variations (Arvidson et 

al., 2003; Fischer at al., 2012). This method has been successfully used to study dis-

solution of feldspars (Luttge et al., 1999; Arvidson et al., 2004) and silicate glasses 

(Icenhower et al., 2002) as well as non-silicate minerals, such as calcite (Arvidson et 

al., 2003; Fischer et al., 2012), dolomite (Luttge et al., 2003), pyrite (Asta et al., 2008. 

Atomic Force Microscopy (AFM) is another technique used to measure rates and re-

veal detailed structure of surface features at the nm-level of lateral resolution. For 

example, Yanina et al. (2006) described structure of etch pits formed on dissolving 

quartz surface and also measured dissolution rates for various quartz faces.  

Computer simulations and theoretical calculations also can be employed for 

mineral dis-solution studies. Ab initio and Molecular Dynamics techniques substan-

tially have advanced the understanding of silicate dissolution controls at the molec-

ular level. The first calculations were made for the simple molecular clusters used as 

representatives for the silicate bonds. Xiao and Lasaga (1994; 1996) explored the 

influence of bond chemistry and pH conditions on the mechanisms of bond hydroly-

sis reactions using Hartree-Fock (HF) and Møller-Plesset (MP2) levels of theory. The 

development of Density Functional Theory (DFT) enabled the use of more complex 

models, involving larger clusters, periodic crystal structures and interface water. 

The DFT studies of cristobalite clusters revealed the strong influence of the long-

range order neighbors and bond topologies on Si site reactivity (Pelmenschikov et 
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al., 2000; Criscenti et al., 2006). The hydrogen bonding network at the mineral-

water interface was shown to substantially influence on surface reactivity by stabi-

lizing the surface (Murashov, 2005; Yang and Wang, 2006; Nangia and Garrsion, 

2010). Moreover, Kubicki et al. (2012) showed how Na+ ions may control dissolu-

tion rate by changing the structure of the surface hydrogen bonding network. All 

these studies high-light the complexity of silicate dissolution reactions at the molec-

ular level. An important conclusion from these findings is that the dissolution pro-

cess cannot be explained by the kinetics of one or limited number of simple surface 

reactions. Since the number of possible reactions and controls can be large, a tech-

nique bridging these reactions and the overall dissolution kinetics at the bigger 

scales is required. Kinetic Monte Carlo (KMC) simulations are thus commonly used 

as a powerful solution to this problem.  

The history of KMC method use for mineral dissolution studies is not very 

long, in con-trast to very similar models for crystal growth (Gilmer and Bennema, 

1972; Haan et al., 1974; Gilmer., 1980). Wehrli (1986) formulated KMC model for 

oxide dissolution at far-from-equilibrium conditions. Blum and Lasaga (1987) de-

veloped this method further including molecular attachment, detachment and sur-

face diffusion reactions. They provided formulas of dissolution probabilities for in-

dividual surface sites belonging to perfect as well as strained parts of crystals. This 

model was adapted for A3B (Lasaga and Luttge, 2004a) and AB (Lasaga and Luttge, 

2004b) structures, which later served as analogues for feldspars (Zhang and Luttge, 

2007; 2008; 2009a;b). Zhang and Luttge modified these models and applied them to 

realistic feldspar structures. They studied a wide range of problems in kinetics of 
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feldspar dissolution, such as dissolution rate dependence on the saturation state and 

chemical compositions of feldspars (Zhang and Luttge, 2007; 2008), the influence of 

the Si-O-Si and Si-O-Al bond net-work topology on the dissolution mechanisms 

(Zhang and Luttge, 2007;2008), leached layer formation (Zhang and Luttge, 2009a).  

Also, they studied nano-grain morphology as a function of the saturation state and 

grain size (Zhang and Luttge, 2009b).  

Since both microscopic and computational techniques can provide important 

insights into dissolution mechanisms at the different scales, their simultaneous use 

opens a great possibility for better understanding of the dissolution process and 

prediction of dissolution rates at various conditions. The aim of my thesis work is to 

develop the multi-scale approach to study silicate dissolution kinetics. The approach 

combines experimental methods, KMC simulations and data derived from electronic 

structure and Molecular Dynamics (MD) calculations. The ultimate goal is to create a 

comprehensive method capable revealing dissolution mechanisms and controls, as 

well as predicting surface structure and reactivity at the scales from nanometers to 

microns. Development of the KMC models powered by the knowledge derived from 

ab initio and MD data is at the center of this approach. Experimental studies supply 

the data for model parameterization and verification, and are also used as an inde-

pendent means of assessing dissolution mechanisms at the micron scale. 

I used muscovite and quartz as the primary structures in this study. These 

minerals represent two silicate groups with contrasting structures and composition: 

phyllo- and tectosilicates. Phyllosilicates have a layered 2-dimensional structure and 
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quite complex chemical composition, where Si4+, Al3+, Al6+, Mg2+, Fe2+ form lay-

ers and Li+, Na+, K+, (OH)- fill interlayer space. On contrast, tectosilicates has 

framework 3-dimensional structure and simpler composition: Si4+, Al3+ form a 

framework with Na+, K+ and Ca+ in the framework’s cavities. Both minerals are 

common in crustal rocks and terrestrial sediments. Muscovite also can serve as an 

analogue for clay minerals common in soils, riverine sediments and siliciclastic sed-

imentary rocks. 

The widespread hypothesis of phyllosilicate dissolution mechanisms postu-

lated that their laminated structure is responsible for the existence of the two types 

of surface areas: “reactive” edges and “unreactive” basal faces. Dissolution was as-

sumed to occur only at the edge faces, while basal faces were excluded from consid-

eration (Kuwahara, 2006; 2008). The validity of this hypothesis was tested in the 

first part of this thesis using experimental methods. In this work I quantified spatial 

and temporal distribution of the mean surface heights and roughness using VSI and 

measured detailed structure of etch pits and steps using AFM. The stepwave model 

(Lasaga and Luttge, 2001) was used to provide a mechanistic explanation for the 

observed dissolution scenarios and surface morphology. This work is presented in 

Chapter 2. In order to understand formation of the observed etch pit structures and 

step orientation, I developed and tested several KMC models that differ in terms of 

parameterization. In Chapter 3 these models are described together with their simu-

lation results. A discussion of reactive site topology for muscovite structure is also 

included. In Chapter 4 a set of KMC models for quartz structure is presented, where 
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more details for surface site differentiation are provided, and surface stabilization 

effects induced by the hydrogen bonding network are considered. 
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2.1. Abstract 

The micas are a unique class of minerals because of their layered structure. A 

frequent question arising in mica dissolution studies is whether this layered struc-

ture radically changes the dissolution mechanism. We address this question here, 

using data from VSI and AFM experiments involving muscovite to evaluate crystal-

lographic controls on mica dissolution. These data provide insight into the dissolu-

tion process, and reveal important links to patterns of dissolution observed in 

framework minerals. Under our experimental conditions (pH 9.4, 155°C), the mini-

mal global rate of normal surface retreat observed in VSI data was 1.42 × 10−10 mols 

∕ m2 ∕ s (σ = 27%) while the local rate observed at deep etch pits reached 416 × 10−10 

mols ∕ m2 ∕ s (σ = 49%). Complementary AFM data clearly shows crystallographic 

control of mica dissolution, both in terms of step advance and the geometric influ-

ence of interlayer rotation (stacking periodicity). These observations indicate that 

basal/edge surface area ratios are highly variable and change continuously over the 

course of reaction, thus obviating their utility as characteristic parameters defining 

mica reactivity. Instead, these observations of overall dissolution rate and the influ-

ence of screw dislocations illustrate the link between atomic step movement and 

overall dissolution rate defined by surface retreat normal to the mica surface. Con-

sidered in light of similar observations available elsewhere in the literature, these 

relationships provide support for application of the stepwave model to mica disso-

lution kinetics. This approach provides a basic mechanistic link between the dissolu-
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tion kinetics of phyllosilicates, framework silicates, and related minerals, and sug-

gests a resolution to the general problem of mica reactivity. 

2.2. Introduction 

Is the dissolution of phyllosilicates fundamentally different from that of 

framework silicates such as quartz and feldspars? Current debate and observations 

suggest the answer is yes (e.g., Turpault and Trotignon, 1994; Rufe and Hochella, 

1999; Bickmore et al., 2001; Hodson, 2006; Kuwahara, 2006, 2008; Oelkers et al., 

2008), i.e., that the strong anisotropy of phyllosilicates is responsible for large dif-

ferences between the dissolution rate of the basal (001) surface versus the (hk0) 

surfaces normal to it. Part of the motivation to quantify these differences is tied to 

the long-standing uncertainty of the relationship between bulk rates and total (BET) 

surface area. Our view is that this approach to the kinetics of mica dissolution is a 

distraction, and is potentially misleading as well. First, as we have discussed else-

where (Luttge et al., 1999, 2003; Luttge, 2005), the normalization of bulk rates with 

respect to (“reactive”) surface area is inherently ambiguous and generally problem-

atic. Secondly, there is substantial early work showing that the mica group’s struc-

tural diversity (e.g., polytypism) arises during growth through nucleation of screw 

dislocations (Baronnet, 1972, 1975; Baronnet et al., 1981; Pandey et al., 1982; 

Nespolo, 2001). The propagation and persistence of spiral defects during mica 

growth is critical, because it implies a common link to framework silicates in terms 

of possible mechanisms of dissolution. In complementary importance to their role in 

crystal growth (identified by Frank, Burt, Cabrera in the classic BCF papers (Frank, 
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1949; Burton et al., 1949, 1951), screw dislocations also play a fundamental role in 

dissolution. This role was reevaluated in the stepwave model (Lasaga and Luttge, 

2001), which established the link between the opening of hollow cores, the subse-

quent nucleation of etch pits, and the periodic generation of trains or waves of sur-

face steps. The transit of these stepwaves over the surface progressively reduces its 

height, and is thus the primary means of bulk removal during dissolution. This link, 

together with expressions calibrating step velocity with free energy, advanced a 

general and quantitative model for crystal dissolution kinetics, illustrated with di-

verse phases of silicate, carbonate, and other compositions (Luttge et al., 2003; 

Arvidson et al., 2004; Vinson and Luttge, 2005; Asta et al., 2008). 

In this paper, we ask whether mica dissolution can be understood in the 

same way. In this context, differentiation of reaction rates on various surfaces is on-

ly of derivative value, as our purpose is ultimately to understand phyllosilicate sur-

face reaction mechanism. To this effort we present vertical scanning interferometry 

(VSI) and atomic force microscopy (AFM) observations of mica (muscovite) dissolu-

tion under simple fixed conditions (pH 9.4, 155°C) far from equilibrium. Philosophi-

cally, the paper is organized in the following way. First, we shall show that these 

new observations are entirely consistent with published data from similar phases, 

and moreover that this consistency is to be expected in light of central structural 

considerations. We shall examine the relevance of the aforementioned “basal plane 

versus edge face reactivity” issue in this context. Second, and more importantly, we 

shall use these observations to test the application of the stepwave model, hereto-

fore applied primarily to framework minerals. If this application is correct, it estab-
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lishes a powerful means of understanding the problem of phyllosilicate dissolution 

kinetics in a general way, and the distribution of rates that result. 

2.3. Methods 

Muscovite samples taken from a common stock (Ward’s Natural Science #49 

V 5882) were prepared by cutting and cleaving with a clean razor into specimens 

3×1 cm in area and ~1 mm in thickness. Samples were fixed parallel to the (001) 

cleavage on a titanium sample holder with silicone polymer, yielding exposed (001) 

surfaces of very low roughness (Sq < 2.5 nm). Additional polymer was also applied 

at select locations on the exposed (001) surface for the purpose of maintaining ref-

erence areas excluded from fluid contact (see below). Exposed edge faces were also 

sealed with the same compound. The sample holder was then mounted in a stirred, 

flow-through, titanium autoclave modified from Arvidson and Luttge (2010) to limit 

the wetted reaction volume to ~3.5 mL. Input solutions were composed from borax 

buffer mixtures (0.010 m Na2B4O7•10H2O + 0.022 m NaOH) to give an input pH of 

11.42 ± 0.01, measured at 22°C with a combination calomel glass electrode. The in 

situ reactor pH at temperature was computed from EQ3/6 (Wolery and Jarek, 2003) 

was 9.41. Temperatures within the reactor were measured by internal chromel-

constantan (type E) thermocouple, and heating rate fixed by a microprocessor-

controlled furnace. 

Far-from-equilibrium conditions were maintained by pumping prepared in-

put solution at a constant rate (0.2 mL ∕ min) through the reactor volume with tem-
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perature fixed at 155 ± 0.5°C. The mica sample was reacted for an initial time step of 

12 h, removed from the reactor, allowed to cool, briefly washed in deionized water, 

air dried, and mounted on the AFM or VSI instrument stage for surface analysis. Af-

ter analysis the sample was returned to the reactor and run conditions were 

reestablished, a process that was repeated at 27, 100, 220, 360, and 500 hours cu-

mulative reaction time.  

The interferometer was a Zemetrics Zemapper equipped with 2000×2000 

pixel CCD camera, tunable LED light source, 10×, 20×, 50×, and 100× Mirau objec-

tives and 1.6× upper ocular, and a field of view at 10× of 1.5×1.5 mm. Rates were 

measured by analysis of surface height relative to polymer-protected reference are-

as at each time step. The application of VSI to the measurement of reaction rates and 

characterization of surface topography is now well-established in the literature (see, 

e.g., Luttge et al., 1999, 2003; Arvidson et al., 2003); details regarding this specific 

instrument and associated physical principles are available in Luttge and Arvidson 

(2010). 

At the conclusion of the experiments, samples were also examined with a 

Nanoscope III AFM instrument in tapping mode. Scan area was 515×512 pixels, with 

fields of view ranging from 20×20 µm to 2×2 µm with a scan rate (lines ∕ sec) of 1 Hz. 

Additional high resolution (1024×1024 pixels) data of selected reacted surfaces 

were also obtained using a Bruker MultiMode 8 AFM. Data were acquired in 

ScanAsyst-HR (self-optimizing AFM mode) based on Peak Force Tapping Mode. The 

scan rate was 1.4 Hz for a 10×10 µm image and 3.6 Hz for a 2×2 um image. 
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2.4. Results 

2.4.1. VSI data of etch pit populations 

The development and distribution of etch pits on the mica surface was com-

plex and heterogeneous. Etch pits were observed at the first (12 h) time step. These 

pits were round or oval in shape, ranging from 4 to 7 µm in diameter and 50 to 300 

nm in depth. Their diameter and depth continued to increase over the course of the 

entire experiment. Pits were distributed over the (001) surface either as isolated 

pits or clusters of variable density and association (Figs. 2-1A and 2-1B). They were 

also distributed along organized tracks, creating trench-like features (Fig. 2-1C). Pits 

with diameters >5 µm also formed by the successive coalescence and cannibaliza-

tion of smaller pits; maximum pit diameter observed after 500 h was 20 µm. A sec-

ond generation of pits appeared at the 100 h time step and was widespread by 220 

h, with initial diameters of ~ 0.5 to 1.5 µm (the minimum diameter is close to the 

limits of lateral detection for this instrument) and depths of 20-30 nm. These pits 

were thus smaller than those observed initially, and were frequently annihilated by 

coalescence of adjoining, larger pits. However, these smaller pits characterized more 

than half of the (001) surface, yielding minimum height variations of 20 nm for 

these areas (see also Table 2-1).  
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Figure 2-1. VSI data for muscovite (001) surface. (A) 189×189 µm field of view 

showing irregular etch pit distributions after 360 hours of reaction. (B) Inset area 

(35 × 35 µm) from A showing submicron-sized pits appearing after 220 hours 

together with larger earlier-formed coalescent pits. (C) An area (69 × 69 µm) at the 

100 h time step showing formation of pit chains and trenches. (D) An area (135 × 

135 µm) characterized by formation of linear structures. The lines are oriented in 

two principal directions intersecting at 120°. 
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Figure 2-2. Evolution in frequency distributions of roughness (A) and height (B) 

from time steps t1 to t6 (initial condition = t0). Insets show expanded detail of 

complex changes involving nucleation and growth of etch pits. See text for 

discussion. 
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Figure 2-3. Determination of dissolutions rates from VSI data. (A) Etch pit (dia. ~ 4 

µm) formed through probable coalescence of individual pits (10 × 10 µm field of 

view). (B) Time series of cross sections through red line at A. (C) Boundary of 

temporarily masked (upper left) and permanently exposed (lower right) regions 

(189 × 189 µm field of view) used to calculate normal surface retreat. Left side had 

been masked between 220 and 500 hours of experiment. (D) Cross section through 

the area shown on (C). 
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Surface root mean square roughness (Sq), computed as 
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1 yxzSq                                 (2-1) 

generally increased over the course of the experiment, from 2.0 (0 h) to 18.9 (500 

h). The evolution of surface roughness and height distributions are shown in Table 

2-1 and Fig. 2-2. 

Surveys of large areas of the mica surface after 500 hours of reaction also in-

dicated broadly organized areas of etch pit distributions forming mosaics delineated 

by boundaries at angles of 120°. The height difference between these areas was 5 to 

10 nms (500 h time step, Fig. 2-1D). 

Although individual pits were approximately circular in outline, the slope of 

pit walls varied with respect to direction (Figs. 2-3A and 2-3B), and this morphology 

was maintained over time despite increases in pit diameter and depth. Comparison 

with time-invariant landmarks over the course of reaction showed that this slope 

asymmetry corresponded to differences in the speed with which one side of the pit 

moved relative to the opposing side. The approximate ratio of these speeds varied 

between 2 and 3, and the observed cumulative rate of increase in diameter was 3-4 

nm/h. The rate of increase in etch pit depth is substantially less, ~ 0.5 nm/h. This 

pattern of increasing etch pit depth and diameter was interrupted at the 360 h time 

step, when the local depth of pits measured from immediately adjacent terraces ac-
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tually decreased relative to the preceding measurement, synchronous with the ap-

pearance of the second generation of pits described above. 

 

Figure 2-4. AFM data of muscovite (001) surface, 500 h. (A) Note common shape and 

orientation of etch pits; (B) Etch pit penetrating five layers showing irregular, 

curved step of shallowest layer and hexagonal outlines of deeper layers; (C) Etch pit 

structure: profile C1 traverses zigzag steps (see text), profile C2 traverses parallel 

steps; (D) Detail of central pit in (A), showing opening of new pit in bottommost 

layer (arrow).  



 24 

Table 2-1. Roughness parameters. Properties (p) computed as weighted means, ∑ (n 

× p)i ∕ ∑ ni in nm. 

Time 
step 

 Hours 
after t0 

Total area sam-
pled (mm2) 

Height(depth)  
Roughness 

(Sq) 
Peak-to-

valley  
0 0 0.0174 5.7 ±1.9 2.3±0.8 15.9±9.8 
1 12 0.1772 5.1±1.3 2.9±2.4 275.6±100.3 
2 27 0.1307 11.7±9.5 7.9±8.9 176.7±106.8 
3 100 0.1847 9.6±4.7 11.2±10.9 308.5±237.2 
4 220 0.2047 44.2±15.3 19.7±8.8 236.1±77.3 
5 360 0.2230 40.5±14.6 18.1±9.3 193.1±87.1 
6 500 0.1745 49.9±19.0 18.9±7.1 249.6±214.5 

 

 

Figure 2-5. AFM image of muscovite (001) surface after 500 h showing etch pit 

development. 
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2.4.2. VSI Data: Dissolution Rates 

The dissolution rate quantified by comparison of height differences of previously 

masked reference areas with those continuously exposed is 1.42 × 10−10 mols ∕ m2 ∕ s 

(σ = 27%; see Figs. 2-3C and 2-3D). In some cases, masks were applied over areas 

that had been previously reacted, and thus the reference region contained signifi-

cant surface roughness (Fig. 2-3D). Here surface normal retreat was not always 

measurable, because the difference in mean height of reference versus reacted re-

gions was smaller than the surface roughness. This rate is also substantially slower 

than that computed from the change in etch pit depths (see peak-to-valley means, 

Table 2-1), 416.36 × 10−10 mols ∕ m2 ∕ s (σ = 49%), measured prior to the widespread 

nucleation of new pits observed after 220 h. 

2.4.3. AFM Data 

Etch pits were also observed at the final (500 h) time step with the atomic 

force microscope. The diameter of the smallest of these pits is close to the minimum 

of objects that can be reliably resolved with the interferometer (~0.5 µm). These 

pits are asymmetric in shape but are clearly organized, with the shallowest depths 

of the pit oriented along two common directions (Fig. 2-4A) disposed at 120° to one 

another. The layers penetrated by these pits consist of distinct steps 2.0 nm in 

height (Figs. 2-4B, 2-4C). Pits that penetrate multiple layers also exhibit a character-

istic zigzag pattern at one of the walls, with a spacing of 1.0 nm between the steps 

constituting the zigzag pattern. This zigzag pattern is also observed in the larger 



 26 

(and less abundant) pits. Initial development of new pits can also be seen within the 

floors of these features (Fig. 2-4D).  

Within areas of the surface populated by small pits (Figs. 2-1B, 2-3A, 2-4A), 

imaging with the Bruker AFM revealed pits of even smaller diameter (Fig. 2-5) cov-

ering the (001) surface. These pits are 50-200 nm in diameter and show densities of 

>100 pits per µm2 in select areas. 

2.5. Discussion 

Our observations of mica dissolution can be strictly summarized as: 1) disso-

lution of the (001) face proceeds in part by the development of etch pits that reach 

tens to hundreds of nanometers in depth after several hundred hours of reaction; 2) 

the diameter of these pits (on the order of microns) is substantially greater than 

their depth at any given stage in development; 3) in addition to the obvious mass 

removal at deep etch pits, there is also an overall reduction in surface height at a 

surface-normal rate that is ~350× slower than that measured at these pits; 4) when 

observed at high resolution (AFM), etch pits show clear evidence of crystallographic 

control in the form of hexagonally disposed (60°) step boundaries, with “zigzag” 

structures connecting adjacent layers. Some of these observations are new, while 

others are similar to or consistent with specific results available in the literature, as 

discussed below. 
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2.5.1. Etch Pit Morphology, Structure, and Distribution 

Etch pits are common basal plane dissolution features of phyllosilicates, in-

cluding clay minerals, as has been shown in previous interferometer and AFM/SEM 

studies (Patel and Tolyansky, 1957; Patel and Ramanathan, 1962; Johnsson et al., 

1992; Rufe and Hochella, 1999; Rufe, 2000; Maurice et al., 2002; Brandt et al., 2003; 

Aldushin et al., 2006a;b; Shao et al., 2010, 2011). What we wish to focus on here is 

the unique structure and bonding in these minerals, how these physical properties 

are expressed in the morphology of the observed dissolution features such as etch 

pits, and in turn how the organization and distribution of these features control the 

overall dissolution rate. Finally, we shall illustrate and summarize these relation-

ships via their connection to the step wave model. 

The structure of framework silicates is characterized by strong, covalent Si-

O-Si and Si-O-Al bonding propagating in three dimensions. Phyllosilicates, in con-

trast, are distinguished by their layered structure. This structure consists of repeti-

tive tetrahedral (T) and octahedral (O) layers composing TO (kaolinite, lizardite) or 

TOT (pyrophillite, talc, muscovite) sheets. The sheets are connected by weak van 

der Waals or Coulomb bonds. This class of minerals is an end-member case of struc-

tural anisotropy common in silicates in general. In most cases, pits were composed 

by TOT steps. The movement of a TOT step has been identified as a major dissolu-

tion mechanism (Rufe and Hochella, 1999; Brandt et al., 2003; Kuwahara, 2008). 

The distribution of bond energies within TOT layers generates anisotropy in disso-

lution rates for different {hk0} faces (Bickmore et al., 2001). The crystallographic 
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control of mica thus manifests itself in the two major ways: dependence of step ve-

locities within TOT layers on their crystallographic orientation and mutual influence 

of the steps in adjacent layers (discussed below). Although adjacent TOT layers are 

weakly bonded, their geometric juxtaposition controls etch pit morphology and dis-

solution kinetics. The interlaced zigzag patterns (Figs. 2-4C and 2-4D) reflect stack-

ing periodicity characteristic of polytypism in micas (Baronnet, 1975), and have 

been observed previously for both illite and apophyllite. Illite has a structure similar 

to muscovite: both minerals typically possess a 2M1 polytype structure character-

ized by periodic rotation of adjacent layers by 120° and single nm spacing between 

TOT layers. Kuwahara (1998, 2001) observed this zigzag pattern in polygonal illite 

growth spirals having single nm spacing between interlaced steps and two nm spac-

ing between parallel steps. Aldushin et al. (2006b) observed these patterns in dite-

tragonal etch pits on the basal face of apophyllite, and showed that slight rotation 

between layers caused rotation of dissolution fronts from one layer to another. 

Our key point is that this rotation inhibits overall step movement. In the ab-

sence of this rotation, step edges in the juxtaposed layers of an etch pit have identi-

cal structure and orientation. A given etch pit wall is thus composed of parallel 

{hk0} step edges dissolving at a given rate. However, in the case of polytype micas 

with rotated layers (see Fig. 2-6), the slower rate in adjacent layers determines the 

overall rate of that step system (see also Fig. 2-4C). 

Our data show also significant variation in terms of etch pit density. Similar 

variations (from < 1 to > 100 pits µm−2) have been reported for the basal face of 



 29 

phlogopite (> 40 pits µm−2, Aldushin, 2006a) and muscovite (0.07 pits µm−2, Patel 

and Tolansky, 1957). Other published data give rough estimates of > 60 pits µm−2 

for muscovite (Maurice et al., 2002) and > 4 pits µm−2 for phlogopite (Shao et al., 

2010). Reported etch pit depths range from single nanometer, unit TOT layer 

(Johnsson et al., 1992; Maurice et al., 2002; Brandt et al., 2003) to 50 nm (Aldushin 

et al., 2006b). In early studies with the interferometer, Patel and Ramanathan 

(1962) observed large (up to 97 µm in diameter) pits on muscovite, phlogopite and 

biotite (001) faces with depths of up to 5.5 µm. 

Etch pits of monolayer depth are most likely related to simple point defects. 

In contrast, deep pits having well-defined step edges (Fig. 2-4) likely originate from 

screw dislocations. Moreover, their presence in muscovite under these conditions is 

to be expected, as development of screw dislocations have been widely documented 

during experimental growth of phyllosilicates (Baronnet, 1972; Sunagawa and 

Koshino, 1975; Sun and Baronnet, 1989; Kuwahara et al., 1998; 2001) and discussed 

on both a theoretical and experimental basis (Amelinckx, 1952; Baronnet, 1972; 

Corny et al., 1976; Pandey et al., 1982; Hoche et al., 1999; Nespolo, 2001; Kogure 

and Inoue, 2005). Other dissolution features observed in this study, such as chan-

nels, trenches and chains of etch pits (Figs. 2-1C, 2-1D) are also common on basal 

faces of other phyllosilicates, such as kaolinite (Brandt et al., 2003) and phlogopite 

(Shao et al., 2010; 2011). 

As reaction proceeds, growth of the above features leads to the development 

of complex patterns of surface roughness quantified in Fig. 2-2. Similar observations 
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were made by Brandt et al. (2003) who noted that the dissolved surface of kaolinite 

consisted of monolayer steps with peak-to-valley value of 7 nm (versus the range 

observed in Fig. 2 of 20 to > 80 nm). 

2.5.2. Distribution of dissolution rates and their control by the phyllosili-

cate structure 

Because the dissolution of muscovite observed here proceeds from a near-

atomically flat surface, the distribution of etch pit depths defines the dissolution rate 

of a given local area. In contrast to the normal surface retreat from absolute 

(masked) rate measurements (220 -500 h, 1.42 × 10−10 moles m−2 s−1), rates meas-

ured simply by analysis of etch pit depths without the absolute reference provided 

by masked areas show a much larger range and are minimum local rates, as the up-

per terrace surrounding an etch pit may itself suffer a reduction in height as steps 

move across the surface. 

The role of TOT step movement in dissolution has been previously recog-

nized by Wieland and Stumm (1992), Ganor et al. (1995), and Huertas et al., (1999), 

among others, who have pointed out that the cleavage of Si-O-Al(O) bonds is a rate-

controlling step. In comparison, cleavage of basal Si-O-Si or Si-O-Al(T) bonds is en-

ergetically unfavorable (Fortier et al., 1994). This observation underlies the assump-

tion of substantial differences between edge and basal face reactivity, restated in 

many subsequent papers related with phyllosilicate dissolution (Turpault and 

Trotignon, 1994; Rufe and Hochella, 1999; Bickmore et al., 2001; Hodson, 2006; 

Kuwahara, 2006, 2008; Oelkers et al., 2008). The common approach to resolve “edge 
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versus basal face” problem in measured bulk rates has been to normalize material 

fluxes to edge surface area (ESA) estimated prior to experiment (Turpault and 

Trotignon, 1994; Bickmore et al., 2001; Hodson, 2006). Rufe and Hochella (1999), 

Brandt et al. (2003) and Kuwahara (2008), who observed dissolution as a process of 

step movement originating from etch pit walls, also performed in situ normalization 

to ESA. However, we doubt that the step density (which defines the ESA value) is a 

parameter that is constant in space and time. Our AFM observations (Figs. 2-4 and 

2-5) show complex surfaces with marked variation in step density. Masked VSI 

measurements show dynamic changes in surface morphology, with etch pits present 

over a given time interval being subsequently removed to yield comparatively flat 

terraces (Fig. 2-3C). Detailed AFM data of dissolved chlorite surfaces collected by 

Brandt et al. (2003) also showed pitted areas terminated by flat terraces. 

In addition, we observe a complex evolution in the distribution of surface 

depth and roughness that is at odds with any description by static, invariant param-

eters (Table 2-1 and Fig. 2-2). These roughness data, treated using convergence 

analysis (Fischer and Luttge, 2007), reflect the cumulative effect of coupled process-

es operating simultaneously over the surface: nucleation of defects and the growth, 

coalescence, and ultimate annihilation of etch pits. The integrated effect of these 

processes produces a complex and constantly changing surface with no apparent 

steady state configuration over the course of reaction. 

These observations lead us to conclude that the common approach of nor-

malizing bulk dissolution rates by BET, geometric, or edge surface area should be 
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abandoned, as the relationship between any of these parameters and the absolute 

rate is not fixed in time and space. The dissolution mechanisms of mica cannot be 

reduced to a problem of “edge versus basal face” reactivity, because the basal face 

itself is a source of constantly creating edge faces. 

The surprising result is that dissolution mechanism of mica may not be fun-

damentally different from minerals such as feldspars, calcite, etc., in which point and 

line defect centers serve as the foci of step movement. In muscovite, these defects 

serve as the centers of TOT step propagation; bulk removal of material then occurs 

by step movement at etch pit walls. Local variation in the frequency of step coales-

cence, partly a function of local defect density, gives rise to a complex, three dimen-

sional surface, whose roughness may in turn be annihilated by the arrival of steps 

from distant defects. The cumulative effect of these processes leads to the global 

removal of material from the surface. These observations are consistent with the 

stepwave model. More importantly, they imply a global applicability of this model, 

and thus have potential implications for general crystal dissolution. These issues are 

explored in detail in the following section. 
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Figure 2-6. Schematic illustration of stepwave formation on muscovite {001} 

surface. (A) Consecutive steps moving outwards from a dislocation center. (B) Steps 

emanating from two major etch pits (linear defects) and surrounding monolayer 

pits (point defects) form a single stepwave of complex morphology. (C) Multilayer 

etch pit formation, showing layer-by-layer dissolution in two principal directions. 
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2.5.3. Application of the stepwave model 

In 2001 Lasaga and Luttge introduced the so-called stepwave model (com-

pare also Lasaga and Luttge, 2003). A critical aspect of this model involves the role 

of etch pits, which had previously been understood mainly as the locations of the 

fastest mass removal in a crystal dissolution process. Terraces between pits, in con-

trast, were believed to be significantly less reactive and, therefore should contribute 

to the overall dissolution rate in only a minor way. While the model still recognizes 

the critical role of etch pits, particularly those formed by screw dislocations, it rede-

fines their mechanistic function in an important way, i.e., as the source for trains of 

steps that dissolve the crystal lattice layer by layer. The model asserts that the pit 

wall actually serves as the source for stepwaves, and thus predicts these stepwaves 

are responsible for the majority of the overall dissolution rate. 

The importance of this change in our understanding can be demonstrated 

best if we undertake a simple thought experiment. We assume a large crystal sur-

face with just one or two etch pits. The conventional model would predict a very 

slow dissolution rate that is driven mainly by the expansion of these features. How-

ever, the stepwave model would predict a significantly faster rate in this same sce-

nario. In the model, the rate is controlled mainly by the velocity of the progressing 

steps that are generated at the pit walls, while the cumulative rate of mass removal 

contributed by etch pits themselves remains insignificant. Only in cases of very high 

defect density would the relative contribution of etch pits become significant com-

pared to stepwave removal. 
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Subsequent work has focused a) on the description of how steps move across 

a crystal surface (e.g., Lasaga and Luttge, 2003) and b) developing the model for 

complete three dimensional crystal structures of feldspars (e.g., albite – anorthite; 

see Zhang and Luttge, 2008; 2009a;b). In parallel, several experimental studies re-

ported the stepwave mechanism for minerals such as calcite (Vinson and Luttge, 

2005), barite (Fewless et al., 2005), albite (Arvidson et al., 2004), pyrite (Asta et al., 

2008) and fluoride (Cama et al., 2010). 

As a result, there is increasing experimental and theoretical evidence that 

suggests that the stepwave model provides an accurate description of the dissolu-

tion process of tectosilicates as well as other important minerals. However, a critical 

unanswered question is whether the stepwave model can be used to conceptually 

describe the dissolution of all crystalline matter. 

In this light the present study is of great importance, because phyllosilicates 

represent not only groups of important minerals, i.e., micas and clays but they are 

also structurally the most anisotropic members of crystalline matter. While the Si-O-

Si and Si-O-Al bonds in the TO- and TOT-layers are strongly covalent in character, 

the interlayer connections formed by van der Waals and Coulomb bonds are very 

weak. The results of this experimental study, however, demonstrate that even the 

anisotropic muscovite structure produces etch pits that initiate stepwaves that sub-

sequently move across the crystal surface (Figs. 2-4 and 2-6). Therefore, it is the ki-

netics of stepwave formation, their progress and interaction that ultimately define 

the overall rate of muscovite dissolution. 
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We argue that the stepwave model can in principle be applied to the dissolu-

tion of all phyllosilicates, and basis for this assertion is the abundance of screw dis-

locations in the highly anisotropic structures of micas. By demonstrating the abun-

dance of pits opening along screw dislocations in phyllosilicates (e.g., Patel and Ra-

manathan, 1962; Rufe, 2000; Brandt et al., 2003; Aldushin et al., 2006a;b; Shao et al., 

2010, 2011) we provide evidence for the most important prerequisite and an im-

portant argument that the stepwave model can describe the dissolution of crystal-

line matter in a general form. This fact might be also one explanation for the other-

wise puzzling fact that Burton, Cabrera and Frank developed their theory only for 

the special case of dissolution at screw dislocations. 

2.6. Summary 

We have shown that the diversity and distribution of muscovite dissolution 

rates on numerous scales are consistent with published data for related phyllosili-

cates. This study reinforces earlier evidence of the key role of screw dislocations in 

both mica growth and dissolution. Regardless of whether changes in solution com-

position (e.g., lower pH) generate site-specific differences in step movement, the 

same bonds need to be broken regardless of the direction of attack. This central 

truth casts doubt over the utility of debates over edge versus basal plane mecha-

nisms, and the evidence here is that step movement drives the overall dissolution 

process. The observed link between defects, step movement, and the diversity of 

rates is consistent with application of the stepwave model, a treatment that allows a 
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standard approach to the general problem of dissolution of all crystals, layered or 

framework. 
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3.1. Abstract 

Accurate modeling of phyllosilicate dissolution kinetics is a complex problem 

involving recognition of the influence of structure, chemical composition, lattice de-

fects, and surface topography on local and global dissolution mechanisms. Previous 

research has provided a wealth of experimental observations that illustrate the 

dominant role of etch pits in formation of the steps on the basal face of mica during 

the dissolution reaction. The shape of the etch pits bears important information on 

surface reactivity and dissolution rate anisotropy at given environmental condi-

tions. In order to understand the influence of various kinetic factors on etch pit and 

step morphology, as well as the overall dissolution mechanisms, we have developed 

a new Kinetic Monte Carlo model simulating dissolution of these minerals. The 

model considers the effects of chemical composition, structural position, the num-

ber of first and second-order nearest neighbors and the steric hindrance of  surface 

atoms on the etch pit morphology and step reactivity. We describe several complexi-

ty levels of the model which are characterized by the different ranges of the effects 

considered. These levels were developed in order to find the most optimal model 

capable of predicting experimentally observed etch pit morphologies. Our simula-

tion results show that the models based on the sole consideration of the first coor-

dination sphere in general can predict etch pit shape and orientation, while recogni-

tion of the site reactivity difference imposed by the steric factors helps us to explain 

the geometry of monolayer pit superposition. However, the distinction of the ledge 

and kink sites at all the experimentally observed surface steps is possible only with 
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the use of the second-order neighbors. Based on these findings, we propose a mech-

anistic scheme explaining the role of the first and second-order coordination num-

bers in step stabilization and correct prediction of the etch pit structure. 

3.2. Introduction 

Phyllosilicates are often distinguished as minerals that have unique dissolu-

tion mechanism due to their layered structure. The extreme difference in basal 

(001) and edge (hk0) face reactivity is typically cited as a primary explanation for 

the specific dissolution kinetics of these minerals (Turpault and Trotignon, 1994; 

Rufe and Hochella, 1999; Bickmore et al., 2001; Hodson, 2006; Kuwahara, 2006, 

2008). However, the occurrence of etch pits on basal faces undermines the general 

assumption of low (001) reactivity (Patel and Tolyansky, 1957; Patel and Rama-

nathan, 1962; Johnsson et al., 1992; Rufe and Hochella, 1999; Maurice et al., 2002; 

Brandt et al., 2003; Aldushin et al., 2006a;b; Shao et al., 2010, 2011; Kurganskaya et 

al., 2012). The presence of the etch pits provides a basic explanation for crystal dis-

solution mechanisms proceeding via the generation of steps at etch pit walls, their 

propagation and coalescence, and, thus, the gradual retreat of the dissolving surface 

(Lasaga and Luttge, 2001; 2003). Putative differences in reactivity of basal versus 

edge faces have little relevance to etch pits associated with c*-oriented screw dislo-

cations (Amelinckx, 1952; Baronnet, 1972;1975; Sunagawa and Koshino, 1975; 

Pandey et al., 1982). In addition, published data indicate that the layered structure is 

responsible for a range of other important kinetic effects in phyllosilicate dissolu-

tion. For example, the surface step, which typically has one atomic thickness in other 
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minerals, is made of two or three atomic (tetrahedral and octahedral) layers in phyl-

losilicates (Rufe and Hochella, 1999; Brandt et al., 2003; Stübner et al., 2008). An-

other important phenomenon is the specific step interlacing, or “zigzag” patterns, 

caused by the interlayer rotation common for this class of minerals (Snowden-Ifft et 

al., 1993; Nagahara et al., 1994; Kuwahara et al., 1998; 2001; Aldushin et al., 2006b). 

Thus obtaining a more complete understanding of phyllosilicate dissolution mecha-

nisms requires us to integrate the mechanisms common for all minerals and the 

specific influences of the layered structure. In our previous study (Kurganskaya et 

al., 2012) we discussed these issues in detail. Particularly, we used experimental ob-

servations of reacted surface topography to demonstrate that the stepwave model 

explains mechanisms of phyllosilicate dissolution.  The differential “basal vs. edge” 

reactivity is not a unique feature characterizing sheet silicates since the other min-

erals have differential reactivity between the terrace, step and kink sites. We thus 

treated phyllosilicates in a very general way, explaining their dissolution through 

kink site and step propagation, step coalescence, etch pit growth and normal surface 

retreat. Although our previous experimental data demonstrated the structure of 

etch pits on (001) muscovite face, it was inadequate in describing smaller surface 

features. These smaller features are presumably influenced by kink site structures, 

mechanisms of dissolution at these sites, dissolution anisotropy within the mica lay-

ers, and etch pit morphology, all of which are integrated into our present model.  

The formulation of a KMC model for mineral dissolution based on elementary 

surface reactions (e.g., atomic attachment, detachment, and surface diffusion) has a 

relatively short but successful history. Blum and Lasaga (1987) used KMC methods 



 49 

to define dissolution rates in the presence of a strain field induced by dislocations. 

They used a simple cubic or Kossel model to reveal the mechanisms of etch pit for-

mation around screw dislocations and the formation and movement of steps at vari-

ous saturation states. Although such simple models can predict general dissolution 

mechanisms they lack the kinetic insight of important chemical and structural ef-

fects specific for certain minerals. Thus, Wehrli (1989) proposed a KMC model for 

the dissolution of oxides with complex compositions. More than a decade later, La-

saga and Luttge (2004a;b) formulated a general KMC model, with kink site-based 

dissolution  rate laws applied to  very simple AB and A3B crystal structures. Despite 

their simplifications, these studies demonstrated the capabilities of the KMC method 

to extract important mechanistic information, e.g., statistics of the reactive sites, rate 

dependence on saturation state, the effect of net activation energy, and more. Par-

ticularly, the A3B model served as a precursor template for the study of albite disso-

lution. Zhang and Luttge (2008; 2009a;b) expanded this basic model by introducing 

complete feldspar structures and studied the dissolution mechanisms of the entire 

plagioclase series. Their work addressed order-disorder influences on dissolution 

rate, the influence of Al concentration in plagioclase feldspars, saturation state de-

pendencies, and temporal evolution of feldspar nanograin morphology and reactivi-

ty. Each of the surface reactions considered in these models (dissolution, surface dif-

fusion and adsorption) can be viewed as an integrated result of the bond breaking 

and formation taking place at any given surface site, and can be characterized as a 

“site-centered” approach.  An alternative “bond-centered” method, based on the ex-

plicit incorporation of bond-breaking-forming reactions in the simulation algorithm, 
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has also been developed. According to this approach, a “reactive event” performed 

at each iteration step can be either bond breaking or formation, instead of departure 

or arrival of molecules from and to surface lattice sites as it simulated using “site-

centered” method. In 1995, Lasaga had introduced such a model for kaolinite disso-

lution, where the bond hydrolysis reactions were used instead of dissolution or mo-

lecular detachment reactions mentioned above. The results demonstrated that kao-

linite dissolves through a layer-by-layer mechanism. It is important to note that the 

latter mechanism differ from the stepwave mechanism of micas described by Kur-

ganskaya et al. (2012). Nangia and Garrsion (2009) developed another method in 

which they utilized the reactive potential function to calculate the probabilities of 

bond breaking-forming reactions. An important breakthrough was the considera-

tion of the influence of long-range order effects of second and third order neighbors 

on the dissolution probabilities. The strong influence of site topology effect on disso-

lution rate from surface sites was previously demonstrated already by using elec-

tronic structure calculations (Pelmenschikov et al., 2000; Criscenti et al., 2006). 

However, these “bond-centered” models provide more realistic and accurate results 

than the “site-centered” models, molecular detachment is an extremely rare event 

due to the large number of bond-healing reactions competing with the hydrolysis 

reactions (Pelmenschikov et al., 1992). As a consequence, the typically simulated 

time-scale and system size are too small to be compared to microscopic observa-

tions of surface features and measured dissolution rates. Moreover, simulations in-

volving small systems (such as nanoclusters or nanograins) do not capture all spati-
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otemporal variability of surface reactivity that is inherent to natural and synthetic 

crystals.  

On contrast, the “site-centered” approach allows us to simulate dissolution of 

crystal surfaces that are large enough to produce at least etch pits that are common-

ly observed in experiments. This approach also allows us to capture spatiotemporal 

reactivity and surface roughness variations as the most ambitious goal. Currently, 

the combination of this approach and an effective simulation algorithm allows the 

simulations of complex pitted surfaces that in the case of Kossel crystal may have 

lateral sizes of 4000x4000 atoms (Meakin and Rosso, 2008).   

Thus, we aim to expand previous “site-centered” approaches further in order 

to create an effective up-to-date KMC model on physllosilicate dissolution. We seek 

to achieve this goal by combining them with the novel findings of site reactivity con-

trols, such as bond topology (Criscenti et al., 2006). Our goal here is to demonstrate 

the capabilities of a new model to reveal important mechanistic controls of phyllo-

silicate dissolution. We introduce a KMC model for the dissolution of such minerals. 

Furthermore, we also make an attempt to treat the complexities inherent in their 

crystal structure through consideration of second nearest neighbors, steric controls, 

and the combined influence of defect distribution and system size. Initially we for-

mulate the model at far-from-equilibrium conditions, but it can be expanded for sat-

uration states closer to equilibrium. We next apply the model to simulate muscovite 

dissolution as a case study. Muscovite is an appropriate template due to its simple 

chemical composition and ubiquity in crustal rocks. The experimental AFM results 
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obtained in our previous study (Kurganskaya et al., 2012) serve as a comparison 

and test for the model verification and parameterization. We report all results here 

in a step by step approach with increasing model complexity.  

In this investigation, we first formulate the stochastic model for phyllosilicate 

dissolution and describe the simulation algorithm. Second, we briefly describe the 

potential of the model to explain various kinetic effects and mechanisms. Third, we 

show how the different versions of the model can be used to simulate etch pit and 

step morphology on the muscovite (001) face. Finally, we propose a simple mecha-

nistic explanation of etch pit and step structures as have been observed in both ex-

periments and simulations. 

3.3. Methods 

We developed a new KMC model specifically for phyllosilicates that consid-

ers a wide range of effects important for this group of minerals. These effects pri-

marily arise from the unique properties of sheet silicates, including their anisotropic 

structure, chemical composition, bond orientation, layer stacking sequences, and 

interlayer diffusion. We describe in this section the important prerequisites for the 

model (e.g., crystal chemistry and bond topology) and the model itself. The stochas-

tic formulation of corrections for secondary effects, our choices of modeling param-

eters, system size, the influence of defects, and the simulation algorithm are also 

outlined and discussed below. 
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3.3.1. Crystal chemistry of sheet silicates 

Phyllosilicates belong to a class of silicate minerals that form “infinite” sheets 

parallel to each other. The sheets can be of two types: tetrahedral and octahedral, 

according to the coordination number of the cationic centers, four or six. Tetrahe-

dral (Si4+, Al3+) atoms are arranged in a planar network, in which each tetrahedron 

is bonded to three other neighbors through common basal oxygen atoms. A fourth 

oxygen atom (apical) coordinates to octahedral cations (Al3+, Mg2+, Fe2+/Fe3+) form-

ing an octahedral layer. An octahedral sheet can be connected to either one (1:1 or 

TO structures) or two (2:1 or TOT structures) tetrahedral sheets (mica group). De-

pending on chemical composition, micas can be dioctahedral (where each O(OH) 

atom is surrounded by two 3-valent cations; e.g., Al3+) or trioctahedral (where each 

O(OH) atom is surrounded by three 2-valent cations; e.g., Mg2+/Fe2+).  

The number of possible TO or TOT layer arrangements in a phyllosilicate 

crystal is large, giving rise to polytypism. Each of the arrangement possibilities pro-

duces a particular polytype structure. Any ideal structure belongs to one of six (1M, 

2M1, 3T, 2O, 2M2 and 6H) simple polytypes with 1-6 layers in a unit cell. More com-

plex or “stacking disordered” polytypes may have much longer periods: for instance, 

Fregola and Scandale (2011) described a 94-layered polytype for kaolinite.  

The number of basic bridging bond types in phyllosilicate structures varies 

from five (muscovite, kaolinite) to 15 (biotite, phengite) (Table 3-1). These types of 

bonds refer to the most common phyllosilicate compositions and exclude Li, Ti, Mn, 

and other cations. Only intralayer bonds or bonds within a stable TO or TOT layer 
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are considered here. Interlayer cations (K, Ca, Na etc.), are excluded from considera-

tion, as they dissolve much faster than the main framework cations.  

Table 3-1. Basic types of bridging bonds in phyllosilicate structures. 

Ele-
ment(Coordination) 

Si Al(T) Al(O) Mg(O) Fe(O) 

Si (T) Si-O-Si Si-O-Al(T) Si-O-Al(O) Si-O-Mg(O) Si-O-Fe(O) 
Al(T)  Al(T)-O-Al(T) Al(T)-O-Al(O) Al(T)-O-Mg(O) Al(T)-O-Fe(O) 
Al(O)   Al(O)-OH-Al(O) Al(O)-O-Mg(O) Al(O)-O-Fe(O) 
Mg(O)    Mg(O)-O-Mg(O) Mg(O)-O-Fe(O) 
Fe(O)     Fe(O)-O-Fe(O) 

 
There are two types of bonds in the tetrahedral layer and 1-3 types in the oc-

tahedral layer. The distribution of these bonds within the layers produces varying 

degrees of order/disorder. Higher disorder leads to greater heterogeneity, creating 

variations in bonding networks and, thus, in crystal reactivity. The ordering can be 

of a long-range or short-range type. Long-range ordering of tetrahedral cations is 

not typical for common micas such as muscovite and biotite (Bailey, 1984); howev-

er, some polytypes, such as 3T, tend to be completely ordered. The degree of order-

ing is correlated to the stoichiometric Si:Al ratio in tetrahedral layers. Short-range 

ordering, expressed as “Al-Al avoidance” or Loewenstein’s rule (Loewenstein, 1954) 

is obeyed for micas as for other aluminosilicates. In contrast, octahedral cations ex-

hibit much higher ordering (Bailey, 1984). For instance, Mg and Fe in an Al matrix 

tend to form Mg or Fe enriched clusters, chains, or domains (Sainz-Diaz et al., 2003).  

Muscovite belongs to the 2:1 phyllosilicate group. The stoichiometric formula 

of this mineral is KAl2(AlSi3O10)(F,OH)2. A typical muscovite possesses a 2M1 poly-

type structure (Bailey, 1984), which has two TOT layers in one period (Fig. 3-1a).  
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Figure 3-1. Crystal chemistry of muscovite. (a) Polyhedral model of muscovite 

structure. (b) Bridging bonds in muscovite lattice: Al(T)-O-Si(T), Si(T)-O-Si(T), 

Si(T)-O-Al(O), Al(T)-O-Al(O) and Al(O)-O-Al(O). 

The stoichiometric Si:Al ratio in T layers is 3:1. Tetrahedral Al is randomly 

distributed in T positions according to NMR studies (Herrero et al., 1987). The unit 

cell parameters are a = 5.1918 Å, b = 9.0153 Å, c = 20.0457 Å, α = 90˚, β = 95.735°, 

γ = 90˚ (Rothbauer, 1971). The basal (001) face of muscovite is formed by a network 

of tetrahedral rings capping the underlying network of octahedral 6-membered 

rings. The vertices of octahedrons are either shared with the tetrahedrons or 

capped by hydrogen, forming basal hydroxyl groups. The hydroxyls are inclined to-

wards the center of a hexagonal ring (cavity) at an angle ρ = 8.5˚ (Diego Gatta et al., 

2011) to the basal plane. The atoms at the basal faces are fully connected, and, thus 

possess extremely low reactivity (Fortier et al., 1994). In contrast, muscovite edges 

or {hk0} faces have unsaturated or “dangling” bonds, which substantially increase 
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the surface site reactivity. The types of the bridging bonds in the muscovite struc-

ture are shown in Fig. 3-1b. 

3.3.2. Kinetic models of mica dissolution 

3.3.2.1. Basic equations and model assumptions 

Our approach shares the same assumptions as all other KMC models; i.e., that 

the probability of a given event has a Boltzmann distribution defined by the formula 

(3-1): 

   





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−=

kT

E
P exp                                                               (3-1), 

where ΔE is activation energy of the process. The probability P is equal to the frac-

tion of successful attempts to break the bond over the total number of trials v (fre-

quency factor).  Any surface atom that has n nearest neighbors can dissolve only 

when all n bonds are broken (hydrolyzed). The probability of this event is scaled by 

the number of bonds connecting the atom to the surface: 
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n
P exp                                                      (3-2). 

The chemistry and structural positions of atoms forming a bond largely de-

termine the activation energy of bond hydrolysis. We can distinguish at least three 

different types of bonds in the phyllosilicate structure: 1) bonds within the tetrahe-

dral layer T-Obr-T; 2) bonds within the octahedral layer O-Obr-O; and 3) bonds con-
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necting atoms in different layers, i.e., T-Obr-O. Various elements in T and O positions 

create a range of different bond types. 

The application of the KMC approach to the muscovite structure is fairly 

straightforward, because there are only three major cations (tetrahedral Si/Al and 

octahedral Al) and only five types of bonds (recall that the bond between tetrahe-

dral Al atoms is excluded from consideration according to the “Al-Al avoidance” rule 

(Loewenstein, 1954)). Because the tetrahedral positions can be occupied by either 

Si or Al, each tetrahedral Si atom has n T-Obr-Si, m T-Obr-Al(T) and l T-Obr-O bonds (n 

+ m ≤ 3, l ≤ 2). The dissolution probabilities for this atomic type are calculated as 

follows: 
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As we discussed above, tetrahedral Al (denoted by Al(T)) atoms have no oth-

er Al(T) as first neighbors. Therefore, the probability of dissolution of an Al(T) atom 

can be simplified to 
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Correspondingly, the probability of dissolution of an octahedral Al atom with 

n Si-O-Al(O), m Al(T)-O-Al(O), and l Al(O)-O-Al(O) bonds is defined b
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In the case of an arbitrary phyllosilicate mineral the probabilities are calcu-

lated as follows: 
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where M(O) and M(T) are octahedral and tetrahedral metal centers, respectively, ai 

and bj are Boolean coefficients (0/1); N is the maximum number of octahedral 

neighbors for an octahedral atom (three for dioctahedral structures and six for 

trioctahedral), L is the maximum number of octahedral neighbors for a tetrahedral 

atom (two for dioctahedral and three for trioctahedral structures). The size of the 

probability set for an individual mineral depends both on the chemical and struc-

tural complexity of that mineral (Table 3-2). For instance, kaolinite, whose structure 

consists of Si and Al atoms arranged into TO sheets only, has 62 possible rate coeffi-

cients (probabilities) according to this model. Biotite, whose structure is formed by 

Si, Al, Mg, and Fe cations, has 1010 possible rate coefficients. Generally, trioctahe-

dral structures have larger numbers of nearest neighbors and therefore larger 

probability sets.  
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Table 3-2. Numbers of dissolution rate coefficients for different elements in four 

layered silicates.  

Element(Coordination) Si Al(T) Al(O) Mg(O) Fe(O) 

Total 
number 
of possi-
ble rates 

kaolinite 30 12 20 - - 62 
muscovite 30 12 60 - - 102 
phlogopite 40 16 - 105 - 161 

biotite 100 40 - 435 435 1010 
 

Although the KMC models of mineral dissolution may include precipitation 

and surface diffusion events (e.g., Lasaga and Luttge, 2004a; b included terms for 

precipitation and surface diffusion), we do not consider these events in this model. 

In its present state our model does not apply to near-equilibrium conditions where 

precipitation may play an important role, although such processes will be accom-

modated in later revisions. Although surface diffusion is a common process, it does 

not influence the overall dissolution kinetics unless the detached complex will bind 

to another active surface site (kink site, etc.). Regardless of these details, the surface 

structure and active site distribution defining the overall kinetics behavior may re-

main unchanged. 

The primary assumption underlying the model described above is that the 

probability of bond rupture depends mostly on factors previously described; that is, 

the number of the first and second-order neighbors, the bond accessibility imposed 

by the steric factors, and so on. In this work we will explore the effects of these fac-

tors on the morphology of surface features. 
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3.3.2.2. First coordination sphere (FCS): lattice resistance effect 

The activation energy for hydrolysis of a given bond is dependent not only on 

the bonded atoms but also on longer range contributions from the lattice itself. This 

“lattice resistance effect” (Pelmenschikov et al., 2000) gives rise to complex rela-

tionships between activation energy and the overall bonding environment. For ex-

ample, hydrolysis of the first Si-O-Si bond in a cluster with four Si-O-Si links requires 

overcoming a barrier of 49 kcal/mol. In contrast, hydrolysis of the last remaining 

bond requires only 17.5 kcal/mol (Pelmenschikov et al., 2000). Incorporation of this 

concept in our model requires that the connectivity number (number of connecting 

M-Obr-M links) of surface Si/Al groups influence the probabilities of each successive 

hydrolysis event. Therefore eq. (3-1) must be corrected by inclusion of terms repre-

senting the energy contribution of each additional bond. We have thus introduced 

weighting coefficients (eqs. 3-8 – 3-10) to the probability formulae according to the 

number and structural position (tetrahedral or octahedral) of the first nearest 

neighbors: 
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where WT(n,l) and WO(n,l) are weighting coefficients for tetrahedral and octahedral 

atoms corresponding to nT neighbors and lO neighbors; ΔEij is the corresponding 

energy correction between the bond in a bimolecular cluster and the bond con-

strained by the lattice. 

3.3.2.3. Second coordination sphere (SCS) influence 

Similar corrections were applied to correct for the influence of the second 

coordination sphere on the probability expressions (see also Kohli and Ives, 1972) 

through the introduction of additional weighting coefficients Q(j,k). These coeffi-

cients are calculated as functions of the number and structural position of second 

nearest neighbors:  
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Second nearest neighbors are defined as the tetrahedral and octahedral 

groups directly connected to the first coordination sphere neighbors through M-Obr-

M bonds (Fig. 3-2). The exponential form of the coefficients arises from the assump-

tion that the activation energy can be approximated as a linear function of the num-

bers of first and second neighbors (Kohli and Ives, 1972): 
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( ) 22112
,

1
EnEnnnE ∆⋅+∆⋅=                                                  (3-14). 

 

Figure 3-2. Second order coordination spheres for tetrahedral (a,b) and octahedral 

(c,d) reactive centers. (a) Tetrahedral sphere for tetrahedral center. (b) Octahedral 

sphere for tetrahedral center. (c) Tetrahedral sphere for octahedral center. (d) 

Octahedral sphere for octahedral center. 
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3.3.2.4. Corrections for Al-O-(H)-Al or hydroxyl accessibility 

The steric accessibility of reactive sites and bonds introduces additional con-

formational dependencies. A water or hydronium molecule can directly attack an M-

Obr-M bond only if it is not shielded and stabilized by overlying atoms, and thus the 

energy involved in its successful hydrolysis increases with the number of shielding 

atoms. The weighting coefficients for the first and second neighbors partially re-

solve this effect by gradually increasing the probability of dissolution as a function 

of solvent accessibility. However, we also need to recognize special situations where 

atoms may induce significant steric hindrance of particular bonds. In the structure 

of dioctahedral micas the bond Aloct-OH-Aloct, which does not involve tetrahedral at-

oms, is inclined to the center of the TOT ring cavity (Fig. 3-3a). The connecting oxy-

gen atom is capped by a proton, so the resulting hydroxyl group is oriented towards 

to the oxygen atom bridging two adjacent tetrahedral cations (Figs. 3-3a, 3-3b). If 

one of these cations is removed, the shielding oxygen atom gains some flexibility, 

thus increasing the likelihood of the shielded O(H) group’s removal. When both tet-

rahedral atoms are removed, the bond of interest becomes even more accessible. 
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Figure 3-3. Geometric accessibility of basal plane hydroxyls (red spheres represent 

H-atoms): a semi-transparent circle refers to a “hardly accessible” state; an open 

circle refers to an “accessible” state. (a) Polyhedral representation. (b) “Ball and 

stick” model. 

Therefore the dissolution probabilities corresponding to the different steric 

accessibility states are corrected according to the number of “shielding” tetrahedral 

atoms (0-2): 

 ( ) 2,1,0; =⋅= nn
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P                                                    (3-15). 

3.3.2.5. Lattice defects 

A large variety of lattice defects are present in micas, including planar defects 

(stacking faults, grain boundaries), point defects, edge and screw dislocations (Ame-

linckx, 1952; Baronnet, 1972; 1975; Sunagawa and Koshino, 1975; Corny et al., 

1976; Baronnet et al., 1981; Pandey et al., 1982; Sun and Baronnet, 1989; Hoche et 

al., 1999; Nespolo, 2001; Kogure and Inoue, 2005). These crystal imperfections in-

duce lattice strain and promote preferential dissolution of the atoms in the vicinity 



 65 

of a dislocation. Morphology of dissolution features may indicate the nature of the 

dislocation. For example, monolayer pits frequently observed on the mica surface 

can arise from point defects, while multilayer pits can be formed from the screw dis-

locations running along the c* direction. Thus in the algorithm procedure the re-

moval of a few atoms from one TOT layer simulates opening of an atomic-sized hole, 

while their sequential removal along a suggested screw dislocation line simulates 

opening of a hollow core. We applied this strategy to introduce point defects and 

screw dislocations through the hollow core opening performed before the simula-

tion’s start. 

3.3.2.6. System size 

The size of the model system is an important parameter for any atomistic 

simulation. The relationship between length, scale, and distribution of reactivity is a 

critical aspect of understanding surface reactivity at the microscopic scales. Obser-

vations of reacting mineral surfaces made with AFM and VSI (Brandt et al., 2003; 

Kurganskaya et al., 2012) show significant heterogeneity in the distribution of reac-

tivity and related surface features (dislocations, etch pits, steps, etc.). Thus the 

choice of the system size is important for proper characterization of mineral disso-

lution kinetics. Ideally, the larger the system, the better it can represent the macro-

scopic surface. This model addresses these issues by significantly increasing the size 

of the modeled system compared to earlier simulations for silicate structures 

(Zhang and Luttge, 2008; 2009a;b) from 60×60×60 unit cells to 700×700×7 unit 

cells (since the length of the translational vectors along a* and b* directions is not 
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equal, this number can be modified to 1000x500x7, if there is a need to simulate a 

square surface). This size is consistent with the distribution of surface features most 

frequently observed with AFM (Kurganskaya et al., 2012): etch pits of 0.5-1 microns 

in diameter and 1-15 nm in depth. 

3.3.2.7. Simulation algorithm 

A Kinetic Monte Carlo program simulates a series of discrete reaction events 

in the atomic system. The simulations presented here employ so-called “divide and 

conquer” (Meakin and Rosso, 2008) or “N-fold” (Bortz et al., 1975) algorithm. In this 

approach, all surface sites are divided into i types (Fig. 3-4a).  

The number of the atoms (surface sites) belonging to each dissolution reac-

tion type is followed as Ni during the simulations. If the probability of an atom in the 

state i to dissolve is Pi, then the probability of a reaction i to happen in the whole 

system (or “integrated probability”) is equal to 
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Figure 3-4. An illustration to Kinetic Monte Carlo algorithm. (a) Dissolution 

probabilities assigned to the different surface sites of muscovite. (b) Schematic 

structure of the probability interval used to make a decision about reaction type 

selection. The length of an each subinterval corresponds to Pi probability value. A 

random number 0<x<1 falling into subinterval Pi defines a reaction type i to happen 

at the given iteration step. 

Each Pi refers to the one reaction type defined by the chemistry, structural 

position, and coordination numbers of a surface site (Fig. 4A). At each iteration step 

the reaction type i is chosen if the inequality 
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is satisfied. Here x is a random number (0 < x < 1) generated at each iteration step. 

Graphically this scheme of reaction type selection can be represented by a bar 

(probability interval) divided into the vertical stripes (Fig. 3-4b). The width of each 

stripe represents the Pi value. The ith interval that contains the random number gen-

erated (a selection criterion is given by eq. 3-3 – 3-17) defines the ith reaction type at 

the given iteration time step. Once the reaction type is defined, an atom belonging to 

it is randomly chosen and removed from the system. The time interval Δt separating 

these two consecutive events is not constant, and depends on the current surface 

configuration: 

 ( )x
n

i
i

P
i

Nv

t ln

1

1

∑
=

⋅

−=∆                                                  (3-18). 

Algorithms of this type are referred to as adaptive time step methods, and 

probabilities which have already been normalized to the reaction attempt frequen-

cies (v, eqs. 3-1 – 3-15) have to be renormalized (eq. 3-16) at each iteration step. In 

the simulation, the duration of the selected reaction type is computed according to 

eq. 3-18 and is thus an “integrated” probability, in contrast to probabilities timed by 

1/v interval (eqs. 3-1−3-15). 

3.3.3. Model parameterization by experimental data 

The formulation of the dissolution probabilities used in this study assumes a 

transition state theory (TST) formulation for bond hydrolysis reactions. Thus, acti-

vation energy parameters ideally should be derived from the corresponding elec-
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tronic structure calculations of the energetic difference between the reactants and 

the transitions state. These calculations must be done for each type of bond. Howev-

er, such studies are scarce and activation energy values can be found in only a few 

papers (e.g., Pelmenschikov et al., 2000; Criscenti et al., 2006; Nangia and Garrison, 

2008; Morrow et al., 2009). In order to overcome this problem, we used the follow-

ing strategies. For the FCS class of models we used fixed ab initio - derived energies 

for the available bond types and obtained the rest through an empirical approach, 

i.e., the systematic variation of the values and subsequent comparison of the simu-

lated results, specifically, the calculated etch pit structures with the experimentally 

observed ones. The values of the weighting coefficients were found by using the 

same fitting procedure. The parameter values for the SCS class of models were ob-

tained through a similar process, i.e., the iterative variation of all parameters that 

had been conducted until the desired match between simulated and experimentally 

observed etch pit morphologies was reached. 

For the KMC model parameterization comparison, we used the topography of 

the reacted muscovite surface measured using the AFM (Kurganskaya et al., 2012). 

The dissolution probabilities for the KMC model were calculated for following set-

tings: T=155˚C, pH=9.4, far-from-equilibrium conditions. 

Acidity of the aqueous environment is one of the important factors that con-

trol the dissolution rate. The charge of the reactive surface groups depends critically 

on the pH, i.e., low values favor protonation of bridging oxygen atoms and induce 

positive charge, while high pH values favor deprotonation of surface groups that be-
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come negatively charged. For our modeling we assume an alkaline pH in which all 

dangling M-O- bonds are completely deprotonated. Thus, we used the activation en-

ergy values of Morrow et al. (2009) calculated for deprotonated sites (Table 3-3). 

We optimized other model parameters to the values that produce the best fit be-

tween simulated and experimentally obtained etch pit structures. The full set of pa-

rameters used for FCS complexity level is shown in Table 3-3. Another set obtained 

through the same procedure for SCS level is presented in Table 3-4. 

The optimized parameter values (Tables 3-3 and 3-4) do not necessarily re-

flect real values of activation energies. However, the fact that we routinely produce 

morphologies that are in excellent agreement with experimentally observed etch pit 

morphologies is a strong argument that we used the “correct” ratios between the 

probabilities of formation of the kinetically important surface sites. 

Table 3-3. Energetic parameters used in the First Coordination Sphere (FCS) 

complexity level of the KMC model. 

Bond type Si-O-Si Al(T)-O-Si Si-O-Al(O) Al(T)-O-
Al(O) 

Al(O)=O=Al(O) 

ΔE/kT  31a 22a 10a 9 15 
First coordination 
sphere 

T(center)-Ti T(center)-Oi O(center)-Ti O(center)-Oi  

ΔE1Mi-Mj/kT 4 3 2 1  
ΔEOH/kT 1 
aMorrow et al., 2009 
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Table 3-4. Energetic parameters used in SCS complexity level of the KMC 

model. 

Bond type Si-O-Si Al(T)-O-Si Si-O-Al(O) Al(T)-O-
Al(O) 

Al(O)=O=Al(O) 

ΔE/kT  14 8 2 1 5 
 
First coordination 
sphere 

T(center)-
Ti 

T(center)-
Oi 

O(center)-
Ti 

O(center)-Oi  

ΔE1Mi-Mj/kT 5 5 3 6  
Second coordination 
sphere 

     

ΔE2Mi-Mj/kT 5 2.5 1 3  
ΔEOH/kT 1 

 

3.4. Results 

The model results have been broadly organized as sensitivity tests by selec-

tively combining the various correction terms to highlight their specific roles. These 

combinations are denoted by abbreviations according to the following scheme: (a) 

First Coordination Sphere (FCS) level considers only the first nearest neighbors and 

includes (a1) Simple First Coordination Sphere (SFCS) version ignoring lattice re-

sistance effects (only eqs. 3-1 – 3-7 are applied); (a2) Weighted First Coordination 

Sphere (WFCS) level considering lattice resistance (eqs. 3-8 – 3-10); (b) Second Co-

ordination Sphere (SCS) level considers effects of first and second nearest neighbors 

as well as lattice resistance effects (eqs. 3-11–3-14); (c) (SF/WF/S)CS-H denotes 

versions considering “hydroxyl orientation” effect (eqs. 3-15). These four complexi-

ty levels (referred to as (a1),(a2),(c),(d)) thus range from the simplest application of 

correction to the most complex. The capabilities of each level to reproduce observed 

etch pit features, which provide insight into their origins, are described below. 
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3.4.1. Etch pit structure: general features 

3.4.1.1. Monolayer pits 

Experimentally observed monolayer oval-shaped pits (Fig. 3-5a) were pro-

duced in the simulations by restricting dislocation depth to a single TOT layer. The 

elongated shape of the pit indicates the existence of the fastest dissolution direction. 

According to the simulation results (Fig. 3-5b), the pits are oriented along [110] di-

rection in the even layers and along the same direction rotated by 120˚ in the odd 

layers (Fig. 3-5c). This change of pit orientation from layer to layer is caused by the 

interlayer rotation in 2M1 mica polytype. The particular orientation of the pits is 

caused by anisotropic step velocities in different crystallographic directions and 

generally can be considered as a function of the lattice structure and environmental 

conditions. The orientations shown on Fig. 3-5 are firmly produced using all model 

versions and the parameters shown in Tables 3-3 and 3-4. 
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Figure 3-5. Two principal orientations of monolayer etch pits. (a) Experimentally 

obtained AFM data (Kurganskaya et al., 2012). Blue arrows show main pit 

orientations. Red lines refer to etch pit profiles A1-A2, A3-A4 and A5-A6 shown on 

(d). (b) Contours of etch pits obtained in KMC simulations: pits of the upper type 

appear in the 1st type of TOT layer; pits of the lower type appear in the 2nd type of 

TOT layer (SFCS version of model is used, energetic parameters are shown in Table 

3-3). (c) Models of the two TOT layers in muscovite structure. Red arrows show 

directions of the fastest etch pit growth. (d) Profiles through the three pits shown on 

(a), letters A1-A6 mark the ends of the profiles. 
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3.4.1.2. Multilayer pits 

3.4.1.2.1 Shift of the pit center 

A characteristic feature found for etch pits having two or more layers is the 

shift of the deeper pit to one of the corners of an upper pit (Fig. 3-6c). This shift in-

dicates that there is a significant difference in the dissolution rates along the main 

dissolution direction. As a working hypothesis, we assume that this phenomenon 

reflects the specific Al-OH-Al bond orientation, which therefore imposes variable 

restrictions on its accessibility along the main dissolution direction. Results of simu-

lations with and without corrections for geometric Al-O-Al bond accessibility are 

shown on Fig. 3-6. Without accessibility corrections, pits grow at the same velocities 

in opposing directions from the pit center. As a result, the steps formed by the sides 

of the underlying pits have a symmetry center matching the dislocation core (Fig. 3-

6a). In contrast, “OH-orientation” corrections made at (SF/WF/S)CS-H levels allow 

them to reproduce the characteristic shift of the deeper pits to the left lower corner 

of the uppermost pit (Fig. 3-6b). The shift is caused by the difference in step veloci-

ties at the upper and lower ends of pits. Since “shielded” steps are formed at the 

lower end of the pits in the even layer (Fig. 3-3) and upper end in the odd layer, the 

pits grow in [110] “+” direction in the even layers and in [11�0] “-”direction in the 

odd layers (see Fig. 3-6b for details).This characteristic shift was also observed us-

ing SCS level without “OH-orientation” corrections or setting the corresponding pa-

rameter value ΔEOH/kT to 0, but with the smaller magnitude.  
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Figure 3-6. Etch pit morphology with (b) and without (a) Al(O)=O=Al(O) bond 

orientation corrections (see in text). Activation energy parameters (ΔEa/kT) are 

provided in Table 3-3. (a) The result of the KMC simulation without “hydroxyl 

orientation” corrections (SFCS version). The geometric center of the pit matches to 

the dislocation core position. (b) KMC simulation result for SFCS-H version. (c) A 

colormap of a two-layered etch pit on muscovite (001) face dissolved in water with 

pH=9.4, T=155˚C (AFM data, Kurganskaya et al., 2012). White line marks C1-C2 

profile through the pit. 
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This effect happens due to the step velocity difference between the steps at 

the etch pit’s upper and lower ends induced by the use of the second-order neigh-

bors. Thus, the causes of this effect can be understood from the difference in topolo-

gy and reactivity of the sites along these steps. We assume that both effects of steric 

accessibility and difference in lattice resistance introduced by the second order 

neighbors in the opposite directions may influence the enhanced reactivity in one 

specific direction and the resulting shift of the pit center. 

3.1.2.2. Zigzag pattern 

Another characteristic feature of multilayered pits observed in experiments 

is the interlacing of steps, producing a well-defined “zigzag pattern” (Figs. 3-7a, 3-

7b). This pattern has been documented in experiments involving phyllosilicate 

growth and dissolution, for minerals having interlayer rotation in their structure 

(Snowden-Ifft et al., 1993; Nagahara et al., 1994; Kuwahara et al., 1998; 2001; Al-

dushin et al., 2006b; Kurganskaya et al., 2012). Baronnet (1972) studied interlacing 

patterns formed during spiral growth of different structural polytypes of mica. He 

showed that growth spirals of minerals belonging to the 2M1 group exhibit a zigzag 

pattern, in which the steps intersect at an angle of 120˚. A detailed explanation of 

the mechanism of this pattern formation was provided by Kuwahara et al.1998; 

2001) for spiral growth of illite particles. He concluded that the rotation of odd and 

even TOT layers by 120° in the 2M1 polytype causes a characteristic interlacing of 

the steps.  
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Figure 3-7. Zigzag pattern formed on the muscovite (001) face. (a),(b) Patterns 

observed on the muscovite surface dissolved in water (pH=9.4; T=155˚C, 

Kurganskaya et al., 2012). (c) An etch pit with the four zigzag patterns produced in 

KMC simulations of muscovite dissolution (SCS-H version). Activation energies for 

bond breaking, second order neighbor and hydroxyl orientation corrections are 

presented in Table 4, the first order corrections are ΔE1T-T/kT =6, ΔE1T-O/kT =6, 

ΔE1O-T/kT =6, ΔE1O-O/kT =4. (d) Enlarged inset of the rectangular area shown on (c). 

(e) Zigzag pattern with curved steps obtained in KMC simulations (enlarged inset 

from Fig. 3-9a). Parameter values for this simulation are shown in Table 3-4. 
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According to the mechanism proposed, a polygonal illite particle has hexago-

nal morphology with the zigzag pattern appearing at four locations. In our experi-

mental observations this pattern is observed only at the one right hand side, primar-

ily because of the pit shift to the lower right corner or upper left corner, depending 

on the uppermost pit orientation. However, if the shift is quite small, then all four 

instances can be observed at the corners of parallelogram-shaped pits produced in 

KMC simulations (Fig. 3-7c). 

The detailed structure of this pattern is exactly the same as described by 

Baronnet (1972) and Kuwahara et al. (1998): two sequences of parallel straight 

steps intersecting at the crystallographic angle (Fig. 3-7d). The zigzag patterns that 

we observed in our experiments (Kurganskaya et al., 2012) have a more complex 

structure (Figs. 3-7a, 3-7b). The two systems of straight parallel steps change their 

orientation towards one other and form an additional (seventh) short side in a po-

lygonal etch pit (Fig. 3-9b). The same effect is observed in the case where the lateral 

step separation is extremely small and the steps are visible only in the zigzag pat-

tern area (Fig. 3-7b). This effect can be produced in KMC simulations where polygo-

nal or pseudo-hexagonal pits are formed (Figs. 3-7e, 3-9a). We hypothesize that this 

feature arises from the specific overlay of six-sided 2D pits, which influence one an-

other during dissolution in such a way that the steps begin to change their orienta-

tion from that which is crystallographically controlled in the zigzag region. The pro-

cess responsible for this 2D pit interaction cannot be identified with precision. 

However, we can suggest two possible explanations: (i) the pits grow independently 

in each layer, and their growth is limited only by the overlying TOT layers. The 
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change of the step orientation is thus caused by the dynamics of independent etch 

pit growth in its own layer; Alternatively, (ii) the restriction on the pit growth in the 

“covered” area brings about the change in step orientation, which breaks the “nor-

mal” reaction sequence. We favor the latter explanation, as we observed some traces 

of step orientation change even in the case of parallelogram-shaped pits (Fig. 3-7d), 

where only one step direction in each layer is possible. In the case of six-sided pits 

where three directions in each layer are stable, this effect is more pronounced (Fig. 

3-7e). 

3.4.2. Step morphology, orientation and stability 

3.4.2.1. First coordination sphere level of complexity 

Simulations made at the first coordination sphere complexity level (FCS) can 

predict some basic features of the pits; for example, orientation, 2D pit superposi-

tion, and zigzag pattern. However, the model at this level have one major disad-

vantage: straight steps can be formed only along “major” [110] direction, while in 

the experiments we observed steps oriented along [11�0] and [100] directions in the 

even TOT layers, but rotated by 120˚ in the odd layers (Kurganskaya et al., 2012). 

The traces of these steps can definitely be detected, but these pseudo-steps are typi-

cally poorly formed (Figs. 3-8a, 3-8b). 
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Figure 3-8. Etch pits obtained in KMC simulations (FCS-H version) (a) Structure of 

an etch pit produced with SFCS-H version; (b) A pit produced with the same 

parameters using WFCS-H version. (c) Inset from Fig. 3-8b showing detailed step 

morphology. Modeling parameters are shown in Table 3-3. 

 

Another problem associated with this level is that steps may develop addi-

tional roughness due to the formation of elongated clusters and rings along the step 

edge. As a result, saw-shaped steps with “teeth” and long “peninsulas” are formed 

(Fig. 3-8c). The size of the “teeth” ranges from 1-2 unit cells (0.5-1 nm) to 10-20 unit 

cells (5-10 nm). It is interesting that similar step morphology was observed in the 

experiments with muscovite etched in 48% HF (Snowden-Ifft et al., 1993). Never-

theless, the use of the model at FCS level can (depending on modeling parameters) 
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lead either to the formation of parallelogram–shaped pits with straight steps (Figs. 

3-7c, 3-8a) or to rough, saw-tooth steps forming rounded or pseudo-hexagonal pits. 

The use of the weighted version (WFCS), which introduces a dependence of bond 

hydrolysis activation energy on the number of nearest neighbors due to the lattice 

resistance effect, fails to improve these results. This version generates only simple 

redistribution of dissolution event probabilities, leading to the same parallelogram-

shaped or semi-round pits having rough steps (Figs. 3-8b, 3-8c). 

3.4.2.2. Second coordination sphere level of complexity 

The use of the SCS level of complexity substantially reduces the formation of 

saw-teeth or “rings” along the steps, and corrects the problem of stabilization of 

straight steps along the    [11�0] and [100] directions. As a result, faceted etch pits 

resembling those observed in the experiments can be produced (Fig. 3-9a, 3-9b).  

The reduction of the step roughness is clearly caused by the difference in dis-

solution probabilities for the sites at the well-defined steps and small clusters and 

rings frequently forming along the step. The enhanced dissolution of the smaller 

clusters is consistent with ab initio calculations of bond hydrolysis activation ener-

gies for the clusters of different sizes (Criscenti et al., 2006). 
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Figure 3-9. Morphology of a multilayer pit growing on muscovite (001) face. (a) A 

polygonal etch pit produced in KMC simulations (SCS-H version), see Table 3-4 for 

energetic parameters. (b) A mul-tilayer etch pit obtained from experiments (AFM 

data, Kurganskaya et al., 2012). White line marks B1-B2 etch pit profile. 

3.5. Discussion 

3.5.1. {hk0} face stability 

The problem of differential stability of {hk0} phyllosilicate faces in the disso-

lution process has been investigated previously in a series of theoretical and exper-

imental studies (White and Zelazny, 1988; Bosbach et al., 2000; Bickmore et al., 

2001; Bickmore et al., 2003). White and Zelazny (1988) proposed application of the 

theory of periodic bond chains (PBCs, Hartman and Pedrock 1955a;b;c) to explain 

the structure of phyllosilicate edges. Bosbach et al. (2000) and Bickmore et al. 

(2003) developed this approach in order to explain the morphology of dissolving 
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nontronite and hectorite grains. In PBC theory, the basic idea is that the crystallo-

graphic faces that prevail during mineral growth or dissolution are those defined by 

chains of the strongest bonds. Phyllosilicate edge faces are formed by the PBCs run-

ning along [110], [11�0], and [100] directions, and occasionally along [010] and [130] 

(Bickmore et al., 2001). These faces are primarily responsible for the appearance of 

particles (e.g. nontronite, Bickmore et al., 2001) as well as the shape of etch pits 

(Kurganskaya et al., 2012) forming on (001) faces of dioctahedral phyllosilicates. In 

addition, Bleam et al. (1993) calculated surface Coulomb energies of pyrophyllite 

edge faces and found that the [110] face, defining etch pit orientation, has the mini-

mum energy. The results of our KMC simulations generally are in a good agreement 

with the predictions for the stable face orientation made using the PBC theory 

(White and Zelazny, 1988; Bickmore et al., 2001), ab initio calculations (Bickmore et 

al., 2003) and Coulomb energy calculations (Bleam et al., 1993). Based on this 

agreement we propose an additional explanation for the step stability discussed in 

the next subsection. 

3.5.2. Topology of ledge and kink sites 

The energy, stability, and reactivity of faces are determined by the reactivity 

of their respective sites. The reactivity of a given site is in turn defined by its connec-

tivity number (i.e., number of the first and second order tetrahedral and octahedral 

nearest neighbors: NT1,NO1,NT2,NO2) and its steric factors. The connectivity number 

of the octahedral sites forming (110) face (and [110] step on the basal face) is 

(4,2,6,4), while the connectivity number of octahedral sites forming (11�0) and (100) 
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faces is (3,2,5,4) (Fig. 3-10; Table 3-5). The dissolution probability of each site de-

pends not only on connectivity but also on the chemistry of the tetrahedral sites. Be-

cause the distribution of tetrahedral Al atoms is random, the fraction of tetrahedral 

Al sites along the step must be similar for all types of the steps. Therefore, the prob-

ability of the octahedral ledge (step) sites to dissolve is generally smaller for the 

(110) face then for the (11�0) and (100) faces. The use of the FCS level of the KMC 

model clearly minimizes the dissolution rate in directions perpendicular to the 

(110) face, because the first coordination numbers for this face are the largest. As a 

result, the preferential dissolution direction along the (110) face is established. 

However, the step site connectivity alone cannot explain preferential stability of 

some particular steps. Moreover, it cannot explain why (11�0) and (100) faces be-

come stable only when including second order interactions (SCS level).  

The problem of larger diversity of stable steps formed as an outcome of the 

models considering second coordination sphere has been discussed by Kohli and 

Ives (1972) in their model dissolution of Kossel crystals. They used (N1,N2) nota-

tion to classify surface sites, where N1 and N2 are numbers of the first and second 

order neighbors. In particular, they pointed out that differentiation between the 

kink sites with the coordination numbers (3,6) and (3,7) is critical for the formation 

of the steps other than the “major” <10>. 
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Figure 3-10. Ledge (step) and kink sites at (110), (11�0), and (100) faces of musco-

vite. The example sites are labeled by semitransparent squares, yellow and red for 

the kink sites, light gray for the ledge sites. The front kink sites are labeled as k1, the 

back kink sites are labeled as k2. (a) Tetrahedral sites. Upper kink sites are high-
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lighted by yellow squares, lower kink sites are highlighted by red squares. (b) Octa-

hedral sites. 

Table 3-5. Coordination numbers for the muscovite “kink” and “step” sites 

shown on Fig. 3-10. The numbers are shown in order NT1,NO1,NT2, NO2, or the num-

ber of first tetrahedral nearest neighbors, the number of first octahedral nearest 

neighbors, the number of second tetrahedral neighbors and the number of the sec-

ond octahedral neighbors correspondingly. 

 Face index 

Layer type Site type (110) (1�	0) (100) 

Octahedral Ledge(step) site 4,2,6,4 3,2,5,4 3,2,5,4 
Kink site 1 (front) 3,2,4,3 4,2,5,3 4,2,5,3 
Kink site 2 (back) 4,2,5,3 3,2,4,3 3,2,4,3 

Tetrahedral Upper ledge(step) site 2,2,4,3 2,2,4,3 2,2,4,3 
Lower ledge(step) site 2,2,4,3 2,1,4,2 2,1,4,2 
Upper kink site 1 
(front) 

2,1,3,2 2,2,3,3 2,2,3,3 

Upper Kink site 2 
(back) 

2,2,3,2 2,2,3,2 2,2,3,2 

Lower kink site 1 
(front) 

2,2,3,2 2,2,3,2 2,2,3,2 

Lower Kink site 2 
(back) 

2,2,3,3 2,1,3,2 2,1,3,2 

 

In a treatment analogous to the Kossel crystal, we can define different “kink” 

and “ledge” octahedral and tetrahedral sites on muscovite surface. “Ledge” sites are 

defined as the sites forming a straight step along a PBC. “Kink” sites are defined as 

the sites belonging to the stable elementary periodic units (clusters) whose removal 

will not change the number of “kink” sites on the surface nor break the step struc-

ture. We refer to these units as kink site groups. These elementary units shown in 
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Fig. 3-10 consist of two octahedral and four tetrahedral “kink sites,” two upper and 

two lower. The connectivity numbers for these sites presented in NT1,NO1,NT2,NO2 

format are provided in Table 3-5. In general, there are two types of kink sites within 

a kink site group, front (k1) and back (k2). The corresponding front and back octa-

hedral kink sites formed along [110] direction have connectivity numbers (3,2,4,3) 

and (4,2,5,3). Therefore, the front octahedral kink site of the (110) face is more reac-

tive than the back one. Thus the dissolution starts from the front kink site. However, 

the front octahedral kink sites of the steps [11�0] and [100] have connectivity num-

bers (4,2,5,3), as k2 for the (110) face does. Because the dissolution begins at the 

most reactive site, the back-kink for these faces must dissolve first. The situation 

with the tetrahedral kink sites is quite symmetrical: the most reactive kink having 

connectivity (2,1,3,2) can be found at the front of the (110) “kink site” group and at 

the back of the [11�0], [100] kink site group. Therefore, the kink site group along 

[110] steps dissolves from front to back, while this same group dissolves from back 

to front at (11�0) and (100) faces. However, regardless of the order of different kink 

site dissolution within a one kink site group, it still represents the most reactive 

cluster that dissolves as a whole unit. The resulting propagation of the kink site 

groups along the steps is mechanistically analogous to the propagation of the 3-

coordinated kink site along the 4-coordinated ledge site in Kossel crystal, since the 

reactivity of the system does not change. 

The kink site groups shown in Fig. 3-10 at (110) and (100) faces refer to the 

“right” type (oriented at the right hand site looking to the pit center from the step), 

while the kink site group shown for the (11�0) face belong to the “left” type. General-
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ly, the removal of a ledge site from a step results in formation of a double kink, or 

two kink sites: “right” and “left”. The connectivity numbers for the “left” and “right” 

octahedral kink sites are symmetrically equivalent: “right” k2 octahedral sites attain 

connectivity of “left” k1 and vice versa. The switch of dissolution order within a kink 

site group for tetrahedral kink sites would be more complex and depend on the 

crystallographic direction. Regardless of the “kink site group” type, left or right, it 

would be dissolved as a whole unit. The steps shown on Fig. 10 also have their 

symmetric counterparts having opposite sign, where step and kink sites have slight-

ly different topology. 

The connectivity numbers for the most reactive octahedral kink sites, k2, and 

ledge site for the faces (11�0)/(100) are (3,2,4,3) and (3,2,5,4) correspondingly. The 

numbers for the most reactive tetrahedral sites are the following: (2,1,4,2) for the 

lower ledge sites and (2,1,3,2) for the lower back kink sites. The kink site differenti-

ation from the step site is ultimately based on the second order connectivity num-

bers. Generally, the step stabilization is primarily defined by the ratio between the 

probabilities of “kink site” nucleation and propagation. Consideration of the second-

order effects is vital for the [11�0], [100] step stability, since it induces the important 

distinction of the kink and ledge sites along these faces. In contrast, octahedral ledge 

and kink sites along the [110] direction have (4,2,6,4) and (3,2,4,3) connectivity 

numbers. Therefore, this step is formed in the simulations produced by any version 

of model and is thus a primary direction for step motion. The second coordination 

sphere plays a vital role in stabilization of the steps along [11�0], [100] directions, 
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while the stability of the [110] step can be supported if we use only the first order 

neighbors to describe surface site topology. 

3.5.3. Morphology of etch pits 

The identification of specific kink and step sites and their role in the kinetic 

process is crucial for the understanding of step and stepwave propagation mecha-

nisms as well as for the explanation of step roughness and curvature observed in 

experiments. The anisotropic shape of etch pits (Fig. 3-5A) stems from the differ-

ence in step velocities, where the steps oriented along the [110] direction in an even 

layer and the step oriented along the [11�0] direction in an odd layer have the slow-

est velocity. The step velocity depends on two parameters, i.e., rates of kink site nu-

cleation and propagation. Both rates are defined by the topologies of these sites and 

the activation energies of the bond breaking processes. The combination of both 

types of parameters at the simulated conditions leads to the following order of step 

velocities in the even layer: [110]< [11�0]<[100]. Another order can be derived for 

the odd layer: [11�0]<[110]<[100]. The enhanced coalescence of the pits along the 

two main dissolution directions ([110] and [11�0]) is likely to cause the formation of 

dissolution stripes, observed experimentally in VSI data (Kurganskaya et al., 2012). 

These stripes intersect at an angle of 120˚, as the vectors of etch pit orientation in 

two different mica layers (Fig. 3-5C). 
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3.5.4. Applications of the KMC model 

The stochastic approach described in this work can be applied to predict and 

explain a large variety of experimental observations at different scales: from differ-

ential reactivity of surface sites to the surface morphologies observed by using mi-

croscopic techniques such as SEM, VSI, and AFM. Moreover, the mechanistic connec-

tions between the processes taking place at the different scales can be derived from 

the simulations. In particular, these model results can explain how kinetics of sur-

face reactions at the molecular scale defines dynamics of kink nucleation and propa-

gation, the relative velocity and directions of step movement, the detailed structure 

of the etch pits, mechanisms of etch pit expansion and coalescence, and related de-

tails. By incorporating the topology of surface sites for different faces, we can also 

access dissolution anisotropy for these faces and understand mechanisms of their 

interaction. Dissolution of entire particles of clay minerals can be simulated due to 

their small size. As a result, problems of grain or platelet dissolution morphologies 

as well as the dissolution kinetics of the small crystals can be better understood.  

All stages of surface alteration during the dissolution reaction can be studied, 

from etch pit formation to retreat of the rough surface formed as a result of multiple 

pit coalescence. 

Another important problem that can be addressed with this model is the de-

pendence of the dissolution rate on a variety of intrinsic and extrinsic parameters 

(compare Fischer et al., 2012; Luttge et al., 2013): environmental conditions (pH 

and saturation state), dislocation network, bond topology, structure and chemical 
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composition of crystal lattice. However, in order to model the influence of additional 

parameters on the dissolution rate, e.g., saturation state or presence of inhibiting 

species, the step morphology and kink site statistics should be correctly produced 

by choosing an adequate level of model complexity and parameter values. 

3.6. Conclusions 

Dissolution of phyllosilicates can be successfully described and modeled with 

the use of a stochastic Kinetic Monte Carlo approach predicting dynamics of tem-

poral surface evolution from the kinetics of elementary surface reactions. According 

to the modeling results, dissolution of these minerals proceeds via formation of etch 

pits at opened screw dislocation cores through movement and coalescence of step-

waves. This dissolution mechanism is common for all minerals and thus enables the 

application of the stepwave model (Lasaga and Luttge, 2001), describing dissolution 

in terms of kink site and surface step movement. These conclusions are consistent 

with results obtained from experimental microscopic observations of reacted mus-

covite surface topography (Kurganskaya et al., 2012).  

The morphology of etch pits observed in experiments can be predicted 

through consideration of the second coordination sphere, which plays an important 

role in step stabilization. Stable steps were observed to form along [110], [11�0], 

[100], and in rare cases along [010] directions. When restricted to consideration of  

the first nearest neighbors only, simulations lead to formation of pits with only two 

parallel stable steps oriented along the [110] direction. The implementation of the 
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first-order lattice resistance effect on bond hydrolysis leads only to the redistribu-

tion of key site dissolution probabilities but does not seriously change the spectrum 

of etch pit morphologies that can be formed. Probability corrections made due to the 

different geometric access to the basal hydroxyl help to reproduce experimentally 

observed dissolution rate anisotropy along [110] periodic bond chains. In general, 

these results demonstrate that the KMC model constitutes an effective balance be-

tween the degree of surface detail and the system size, and permit an adequate   ex-

planation of etch pit and step structure. The predictive power of the model can be 

optimized if rates of all surface reactions are available from ab initio or molecular 

dynamics studies. However, even in the absence of this information, the comple-

mentary use of KMC simulations and experimental data can provide new and im-

portant insights into the mechanisms of mineral dissolution. 
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4.1. Abstract 

The overall dissolution of silicate minerals is controlled by multiple surface 

reaction mechanisms, reflecting the complex structure of the surface at both molec-

ular- and micron-scale levels. This complexity results in a large number of possible 

local atomic configurations influencing site reactivity, and thus a corresponding var-

iability in surface reactivity. The aim of this study is to elucidate the net kinetic ef-

fect of multiple reactions taking place at the silicate-water interface using Kinetic 

Monte Carlo (KMC) simulations. However, achieving the proper balance for the 

number of model parameters required to adequately describe a system’s evolution 

versus the size of the system can be difficult. We approach this problem through the 

development of a sequence of computer models that consider details influencing 

surface site reactivity. The capabilities of these models is tested by simulating the 

dissolution of (001), (100), and (101) quartz faces. Quartz is used as a representa-

tive mineral for silicate structures because of its simple chemical composition, the 

availability of ab initio calculations, and its widespread distribution in the Earth’s 

crust and surface. The results show how the ability of each model to correctly pre-

dict or reproduce experimentally-observed dissolution behavior of these surfaces 

depends on model complexity, initial surface structure, and model parameterization. 

The successful analysis of mechanistic relationships between input parameters and 

simulation results demonstrates the power of KMC methods in evaluating mineral 

dissolution kinetics and identifying critical dissolution controls. 
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4.2. Introduction 

Silicate minerals are of great importance for both geological and technical 

systems. Silicate materials are widely used for industrial purposes as building mate-

rials, insulators, chemical catalysts, and are important components of glass, porce-

lain and ceramics. The structure and reactivity of silicate surfaces may control such 

important processes, such as cement hydration and kinetics of catalyzed reactions. 

Nano-composite manufacturing also requires knowledge of silicate reactive proper-

ties. 

 Silicates constitute the most abundant group of minerals in the Earth’s crust. 

Dissolution and precipitation of silicate minerals plays a key role in many geochemi-

cal processes taking place on the Earth’s surface as well as in the deep crust.  Some 

examples of ubiquitous geochemical processes include weathering, soil and sedi-

ment formation, metasomatic and hydrothermal rock alteration, leaching of metals 

from host rocks and re-deposition as ore bodies, development of pore space in sed-

imentary basins, and many others. Gaining a better understanding of dissolution 

mechanisms is necessary for the prediction and control of the fate of these materials 

in natural and man-made systems. In order to apply quantitative models of natural 

processes at various scales, correct values for dissolution rates are essential.  

It is therefore crucial to understand reaction mechanisms at a variety of 

scales and develop the ability to predict reaction rates under specific conditions 

through quantitative modeling of the dissolution process. A fundamental problem in 

this attempt is how to resolve the relationship between dissolution rates observed 
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at the microscopic level to those observed at larger, macroscopic scales. Part of the 

problem is the so-called intrinsic rate variance caused by the complexity of the sur-

face structure and its resulting heterogeneous reactivity (Luttge et al., 2013). Fisch-

er et al. (2012) and Luttge et al. (2013) have suggested the use of microscopically 

measured rate spectra that quantify this heterogeneity and show its relationship to 

spatial variations in surface roughness. Although it is clear that different reaction 

mechanisms may operate simultaneously over the mineral surface, the cause for the 

overall rate variance is not understood in any real detail. A critical problem is that 

the mechanistic controls governing dissolution cannot always be distinguished from 

other kinetically relevant factors. For instance, changes in solution composition may 

lead both to changes in molecular exchange rates at reactive sites and to changes in 

site distribution and density. It is difficult to observe these microscopic surface pro-

cesses experimentally, and thus we typically cannot predict the total flux of dis-

solved material from the surface. Therefore recognition of the factors that control 

the local and overall reactivity of the mineral surface is of critical importance in un-

derstanding reaction kinetics.  

In many cases, the overall dissolution kinetics cannot be deduced from reac-

tions involving a limited number of surface complexes (Oelkers et al., 2008). Instead, 

a significant variety of competing processes may operate at various crystallographic 

sites at any given time. Thus the mineral surface can be viewed as a dynamic set of 

different energetic sites, which can be organized into reactive groups on the basis of 

rate. This kinetic representation of the surface is exploited in Kinetic Monte Carlo 

(KMC) simulations of crystal dissolution. These simulations can show how the reac-
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tive system propagates in time from one surface configuration to another, and re-

veal the factors that control surface morphology and reactive site distribution. For 

example, Wehrli (1989) demonstrated that bond breaking energy influences overall 

surface roughness and reactive site populations. Kohli and Ives (1972) showed how 

quantitative relationships between dissolution probabilities of various surface sites 

on Kossel crystals may influence etch pit shape. Zhang and Luttge (2009) studied 

the shape of dissolving feldspar grains as a function of environmental conditions. 

Thus important information about surface reactivity as a function of structural and 

environmental controls observed at the microscopic level can be derived from KMC 

simulations.  

An important problem of the KMC approach is the correct determination of 

the set of processes that control the evolution of the surface. Ideally, a correct KMC 

simulation should be based on knowledge of the system’s potential energy surface 

(PES) for the calculation of all possible transitions (Voter, 2007). However, if the 

model system is large and complex that calculation may be not feasible, and the 

number of reactions of interest must be reduced in such cases. This reduction re-

quires the identification of the most significant factors defining site reactivity. Elec-

tronic structure calculations (DFT and ab initio) and Molecular Dynamics (MD) sim-

ulations can help to solve this problem for select sites on the crystal surface (Xiao 

and Lasaga, 1994;1996; Wang et al., 2006; Wang et al., 2009; Morrow et al., 2009; 

Kubicki et al., 2012). Reactivity controls thus recognized can then be implemented 

in the simulation code. However, this problem is related to that of rate calculation 

for each “site type”. Most of the KMC algorithms scale one activation energy parame-
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ter to the number of existing bonds to be hydrolyzed15-19, while others employ rate 

parameters calculated from MD (Piana et al., 2005) or DFT (Dkhissi et al., 2008) 

techniques for specific sites. The first approach overlooks eventually some im-

portant controls, e.g., the long-range forces and structure of surface water. The sec-

ond approach also requires an accurate site classification scheme. Piana and Gale 

(2006) calculated reaction rates for the sites differentiated by the numbers of first 

order neighbors. They noted, however, that the rates they obtained varied substan-

tially for the same site-type. As a result they concluded that long-order neighbors 

must be also considered in surface site differentiation. 

In some case the problem of site classification and rate calculation can be 

overcome by using ad hoc techniques. For example, Nangia and Garrison (2009) of-

fered an alternative KMC algorithm using reactive potentials to calculate probabili-

ties of the surface configuration transitions and simulate quartz nano-grain dissolu-

tion. This detailed approach provides accurate results at nanometer scales. Howev-

er, experimentally observed rate variance involves much bigger areas, i.e., at least 

several hundreds of microns in lateral extent (Kurganskaya et al., 2012). Such a 

large size range would be difficult to model explicitly, although surfaces of several 

square microns containing up to a million surface sites can be achieved (Meakin and 

Rosso, 2008).  

An educated guess of surface site reactivity controls is often an effective pa-

rameterization approach allowing us to balance the system size and the simulation 

accuracy. In an important step, Kohli and Ives (1972) used the numbers of second 
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order neighbors to identify key reactive differences among the surface sites of cubic 

crystals. The influence of long-range order neighbors on dissolution probabilities of 

surface sites was also established for silicates. Pelmenshikov et al. (2000), Criscenti 

et al. (2006) showed that bond hydrolysis activation energies depend on bond to-

pologies. Kurganskaya and Luttge (2013) incorporated these findings into a KMC 

model of phyllosilicate dissolution and showed that consideration of the second-

order neighbors is necessary for the recognition of various kink and step sites at mi-

ca {hk0} faces. Further differentiation of the sites on silicate surface can be achieved 

by considering other effects, e.g., hydrogen bonding between surface hydroxyls 

(Murashov, 2005; Yang and Wang, 2006; Nangia and Garrison, 2010), surface relax-

ation (de Leew et al., 1999; Du and de Leew, 2006), hydrogen bonding network be-

tween surface and water (Yang and Wang, 2006; Kubicki et al., 2012) and other 

structural factors. An important related problem is the determination of the optimal 

number of factors required to simulate the dissolution process correctly. Thus we 

must find a reasonable compromise between the surface size that is required to cap-

ture important structural variation and the accuracy of the simulation. These deci-

sions define the complexity level of a given KMC model.  

In this paper, we critically evaluate the capability of various parameterized 

KMC models to predict silicate dissolution. Four KMC models that differ in complexi-

ty are used to predict experimentally observed dissolution features and reveal im-

portant mechanistic controls of α-quartz. The choice of quartz is advantageous for 

several reasons. Low-quartz is an important mineral in technical and natural sys-
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tems, and a large number of experimental results exist for this phase. Most im-

portantly, reliable DFT and ab initio data exist for this phase.  

4.3. Kinetic Monte Carlo models 

As a first step, we developed four KMC models of quartz dissolution. Each 

model was characterized by a specific set of criteria used to differentiate various 

surface sites. We used all four models to simulate the dissolution of three quartz 

faces, i.e., (001), (100), and (101). We then compared the resulting surface and etch 

pit morphologies from each model with published experimental data. We used the 

sensitivity of the model results to the number and values of the input parameters to 

evaluate several effects such as variations of surface site reactivity and the impact 

on overall dissolution mechanism.  

The KMC algorithm simulates the time evolution of a dissolving surface as a 

series of discrete reaction events. The surface is represented by a set of reactive 

quartz lattice sites. At each site various reactions may occur at different rates de-

pending on the site type and the environmental conditions. There are three so-

called basic reactions possible (Blum and Lasaga, 1987): (i) dissolution, (ii) precipi-

tation, and (iii) surface diffusion. The models presented here are consistent with 

dissolution under conditions far-from-equilibrium. This simplification is justified 

because precipitation and surface diffusion are not critical under these conditions.  

Lasaga and Luttge (2004) gave a detailed explanation of a simple but general 

example of a KMC model for mineral dissolution. We applied the same physical 
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background for our present study. In particular, we used the “flickering bond” con-

cept of Lasaga and Luttge (2004), i.e., it is assumed that all bonds attaching any mol-

ecule to a crystal surface are either in an “on” or “off” state. These states correspond 

to multiple bond hydrolysis-dehydration reactions. A molecule dissolution event 

happens only when all relevant bonds are simultaneously in the “off” state. Thus the 

approximate dissolution probability for a molecule having i bonds with the surface 

is stated as the product of all bond hydrolysis probabilities: 


� � ∏ 
�����                                                                      (4-1). 

The log probability of each surface unit to be dissolved is considered to be 

the sum of probabilities of the individual bonds to be hydrolyzed: 


� � ��� �� ∑ ∆�������
�� �                                                          (4-2), 

where ΔEij is an activation energy of the bond hydrolysis.  

The simulation algorithm used in this study was developed on the basis of 

the effective algorithms described by Meakin and Rosso (2008). We used the so-

called “divide-and-conquer” algorithm (or BKL, Bortz et al., 1975) because it is well-

suited for simulations of large systems. 

4.3.1. The First Coordination Sphere (FCS) Model 

The simplest type of a KMC model of crystal dissolution or growth was origi-

nally derived for a so-called Kossel crystal (Gilmer, 1980), where the crystal lattice 

(e.g., cubic, primitive lattice) is represented by blocks. Each of the surface blocks 
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represents an atom or molecule that has i bonds with nearest neighbors (i = 1 to 5). 

The dissolution activation energy for this site is then calculated as:  

∆ � � ! ∆�
��                                                                 (4-3), 

where ΔE is the activation energy of one bond breaking, T is temperature, and k is 

the Boltzmann constant. The underlying assumption is that the activation energy of 

each bond-breaking elementary reaction is equal to the same ΔE value. Wehrli 

(1989) adopted this model for simulations of oxide (silicate) dissolution, where M 

sites (M = Si/Al/Mg/Fe and other cations) serve as reactive centers, and i is the 

number of M-O-M bonds. The same formula can be applied to quartz, assuming that 

each Si center on the surface may have from 1 to 4 bonds. The surface sites in this 

model are differentiated by the number of first nearest Si-O-Si neighbors. However, 

the second coordination sphere and other long-range effects may also play a crucial 

role for the reactive site recognition (Kohli and Ives, 1972; Piana and Gale, 2006). 

Particularly, Kohli and Ives (1972) showed how such recognition influences the ca-

pability of the model to produce various etch pit shapes observed in experiments. 

Below, we discuss several ways to incorporate these effects into the KMC models 

and classify the models according to their complexity. 

4.3.2. The Second Coordination Sphere (SCS) Models 

Long-range effects on site reactivity are important for silicates. DFT studies 

of the -Sim-On- cluster reactivity revealed a strong dependence of the ΔEa value on 

the cluster size (Pelmenschikov et al., 2000; Criscenti et al., 2006). These results 
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were summarized and discussed by Criscenti et al. (2006), who demonstrated that 

the bond hydrolysis activation energy is a function of the topology (“connected-

ness”) of the Si centers. According to the formulation of the Si-centered KMC models 

(eq. 4-1), evaluation of the influence of bond topology on surface site reactivity re-

quires consideration of at least two –O-Si-O-Si-O- coordination spheres in probabil-

ity calculations (Fig. 4-1). 

 

Figure 4-1. Differentiation of the Si (N1,N2,N3) reactive sites (red circles) on the 

quartz surface used in KMC models. Only Si atoms are shown. N1 is the number of 

first order Si-O-Si neighbors, N2 and N3 are the numbers of second-order 

“connected” and “disconnected” (green circle) neighbors. (A) and (B) show the 

difference between “connected” and “disconnected” neighbors, (C) and (D) 

illustrate two possible bond configurations for a (2,4,0) site. (A) (2,6,0) site ; (B) 

(2,6,1) site ; (C) Q2-Q4;Q2-Q2 configuration ; (D) Q2-Q3;Q2-Q3 configuration. 
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 Thus, the presence or absence of the Si2 and Si3 atoms in the O-Si1-O-Si2-O-

Si3-O link affects the Si1 site reactivity. Nangia and Garrison (2009) used similar 

considerations in the development of their KMC algorithm, in terms of the influence 

of long-range order neighbors. They tested their model with a quartz nanoparticle 

and  concluded that consideration of long-order neighbors do not influence reactive 

site distribution., We suggest that since that conclusion was made for the very small 

system size, we must carefully investigate the influence of the second-order neigh-

bors for substantially larger surface sizes. 

Another attempt to use a second-coordination sphere for site recognition 

was made by Ferrando et al. (2012) who developed a Cellular Automata model for 

quartz etching. The authors used a deterministic simulation procedure, where the 

dissolution rates for various faces and surface sites were calibrated by macroscopic 

rates obtained from experiments. The numbers of various second-order neighbors 

served as parameters for the crystal face recognition. With this approach they suc-

cessfully produced temporal sequence of etch pits observed in experiments In this 

paper we solve another problem: we aim to develop the KMC model that, ideally, 

would be able to predict surface morphology and dissolution dynamics from the 

“first-principles”, e.g., from the given reaction set and activation energy values, 

without using experimental data for model calibration. The proper estimation of the 

pre-exponential frequency factors for surface reaction rates would also enable cal-

culation of the dissolution rates by using this model. 
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4.3.2.1. Linear Approximation 1 (SCS-L1) model 

In order to incorporate the role of bond topology (Criscenti et al., 2006) in-

troduced above into the KMC model, we differentiated all surface sites based on the 

numbers of first and second order Si-O-Si links. The dissolution probabilities for 

each Si(N1,N2) site were calculated as the exponential function of the total sum of 

activation energies required to break all bonds. Ideally, these energies should be 

calculated for each bond (see section 2.2.3 for further discussion). However, this 

goal cannot always be achieved. Therefore, the total activation energy (sum of ener-

gy terms) should be calculated as a function of the number of nearest neighbors. 

Kohli and Ives (1972) proposed the simplest (linear) method that we used in this 

study:   

∆ !, # � !∆ � $ #∆ %                                                   (4-4). 

This (SCS-L1) model belongs to the class of “linear approximation” models, 

and the energy sum is calculated as a parametric linear function of the number of 

contributing neighbors of different types. 

4.3.2.2. Linear Approximation 2 (SCS-L2) Model 

Since quartz has 3-dimensional framework structure, all crystal faces can be 

formed by only cutting the crystal lattice parallel to crystallographic planes and rup-

turing of Si-O-Si bonds. As a result, surface hydroxyls are always present on quartz 

surface (Du and de Leew, 2006). These hydroxyls may form hydrogen and O..H 

bonds with each other and water molecules, thus introducing additional controls on 
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surface site reactivity. Ruptured Si-O-Si bonds at “perfect” (100), (001) and (101) 

quartz faces cause a change of coordination state for the neighboring atoms. The Si 

atoms in the first surface layer lose their first-order neighbors, and the atoms in the 

second layer lose their second-order neighbors. At the same time, some atoms in the 

first layer lose the direct O-Si1-O-Si2-O-Si3-O connection with their second-order 

neighbors, gaining instead the O-Si1-OH..HO-Si3-O connection. Therefore, in order 

to differentiate the two different types of connections, we divided second-order 

neighbors into two types based on their topology. They are thus either “connected” 

to or “disconnected” from a site of interest (Figs. 4-1A; 4-1B). The state of “connec-

tivity” is purely topological, and is not related to the bond breaking or forming reac-

tions. The “disconnected” second order neighbor is formed if the central Si2 atom is 

removed from a fully connected link of the type -O-Si1-O-Si2-O-Si3-O-. In this case, Si1 

becomes a second order disconnected neighbor for Si3 and vice versa. It is important 

to note that a change in the connectivity state of a second order neighbor may also 

change the reactivity of a given surface site. This leads to a more advanced model, 

i.e., the SCS-L2 model. Here, we describe the topology of each surface site by using 

(N1,N2,N3) notation: N1 is the number of first order neighbors, N2 is the number of 

“connected”, and N3 is number of “disconnected” second order neighbors. We calcu-

late the total amount of energy necessary for the hydrolysis of all bonds by using 

equation: 

∆ � &�∆ � $ &%'∆ %' $ &%(∆ %(                                       (4-5), 
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where n1, n2l and n2g are the numbers of the first order, second order connected and 

disconnected neighbors respectively, ΔE1, ΔE2l, and ΔE2g, are the energetic contribu-

tions of each of these neighbors to the total activation energy. 

4.3.2.3. The “Direct” Parameterization (SCS-D) Model 

Both models described above assume linear approximations of the actual 

dissolution probabilities for the different surface sites. We can improve these ap-

proximations substantially if we use the calculated activation barriers for the bond 

hydrolysis directly in the probability calculations. This leads to the following equa-

tion: 

∆ �,�,� � ∑ ∑ ∆)(*�+*�,)
-.

�,��
/01,2
3��

401,2�5
$ 6-7�85

��                                     (4-6), 

where Qi-Qj designates a bond with i and j Si-O-Si links at each Si center that forms a 

bond22. We then averaged the energy sums over all possible bond configurations 

and applied it to each (N1,N2,X) site type (examples of the two different configura-

tions are shown in Figs. 4-1C and 4-1D). Ab initio or MD data relevant to the quanti-

tative influence of the disconnected second-order neighbors are not available at this 

moment, and thus we use the ∆ %(  term representing the effects of the “disconnect-

ed” second order neighbors. 

4.3.2.4. Model parameters 

In our previous work, dedicated to mica dissolution, we optimized parameter 

values until the experimentally observed etch pit structures were reproduced by the 
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model (Kurganskaya et al., 2013). In contrast, here we attempt to test the ability of 

the KMC approach to correctly predict dissolution surface morphologies using pa-

rameters derived from the theoretical electronic structure calculations.   

In order to parameterize the SCS-D model, we used the activation energy list 

compiled by Criscenti et al. (2006). To this list, we added interpolated values for the 

missing bond types (see Table 4-1). We chose the values for the energy parameters 

in the other three models from a range similar to that of the values of ab initio de-

rived energies (Xiao and Lasaga, 1994; Pelmenschikov et al., 2000; Criscenti et al., 

2006). In addition, we performed a few simulations with lower activation energy 

values in order to test the possible influence of catalyzing conditions (e.g., low pH, 

presence of alkali ions, etc.). All values used in the calculations are presented in Ta-

ble 1. 
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Table 4-1. Activation energies of bond hydrolysis and other energetic param-

eters used in the KMC models, in [kJ/mole]. 

Bond type Activation 
energy 

Energetic      parameter               Value 
“pure 

water” 
“catalyzing 
conditions” 

Q1-Q1      71* ΔE(FCS) 100        30 
Q1-Q2 75’ ΔE1(SCS-L1) 70 20 
Q1-Q3 112** ΔE2(SCS-L1) 10 5 
Q1-Q4 90’ ΔE2l(SCS-L2) 10 4 
Q2-Q2 78’ ΔE2g (1)  (SCS-L2) 0 0 
Q2-Q3 80’ ΔE2g (2) (SCS-L2) 5 1 
Q2-Q4 92* ΔE2g (3) (SCS-L2) 10 2 
Q3-Q3 162***    
Q3-Q4 138*    
Q4-Q4 205*    

 
-(*) Pelmenschikov et al., 2000; -(**) Criscenti et al., 2006; -(***) Wallace et al., 2010, 

all *-*** values are calculated by using DFT calculations with the B3LYP functional, 

6-31G(d) basis set; (‘)-activation energies calculated by interpolation of the pub-

lished values. 

4.3.3. Surface stabilization and relaxation effects 

All models presented above consider only local structural factors influencing 

site reactivity. However, periodicity of the crystal lattice and surficial hydrogen 

bond network introduce some additional effects that must be considered here. The 

most spectacular mineral-water interface effects were found for the (001) face, 

which was shown to be stabilized by the following effects: (i) hydrogen bonding 

networks between surface hydroxyls (intra-surface hydrogen bonding, Murashov, 

2005; Yang and Wang, 2006); (ii) bonding between surface hydroxyls and water 
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(Yang and Wang, 2006); and (iii) structuring of the water film that is adsorbed on 

the surface, i.e., the so-called “water tessellation” effect (Yang et al., 2004). In addi-

tion, the (100) face, i.e., the prism face of quartz is further stabilized by hydrogen 

bond formation, while the (101) face mainly lacks this effect (Murashov, 2005). 

However, the presence of alkali (Na+) ions may increase the reactivity of this face by 

changing the structure of the water layer and inducing the formation of H-bonding 

between the adsorbed water layer and surface hydroxyls (Kubicki et al., 2012). 

Therefore, the surface-water structure is specific for each face and its environment. 

This effect can either increase or decrease the reactivity of specific surface sites.  

The relative surface energies of the (001), (100), and (101) faces were calcu-

lated by Murashov (2005), who proposed two sequences for relative face stability. 

In the presence of a hydrogen bond network, the stability of faces increases in the 

following order: (101) < (100) < (001). However, exclusion of the hydrogen bond 

energy from face energy calculations gave the inverse order, i.e., (001) < (100) < 

(101).  

Nangia and Garrison (2010) investigated the influence of these important ef-

fects on the kinetics of β-cristobalite dissolution. They concluded that the face that is 

made of Q2 sites can dissolve even slower than a face that is made of Q3 sites. 

Another known factor that stabilizes the surface is the “surface relaxation” 

effect caused by the reconstruction of subsurface atomic layers. The relaxation effect 

for quartz is pronounced particularly for the (001) or basal face (de Leew et al., 

1999; Rignanese et al., 2000; Murashov, 2005; Du and de Leew, 2006), where two-
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coordinated Q2 sites composing this face turn into four-coordinated Q4 sites. How-

ever, this surface structure is stable in vacuum, only, while in the presence of water 

surface Si-O-Si bonds become broken, so Si-OH surface groups are formed and (001) 

face re-organizes into a Q2 structure (Du and de Leew, 2006). Therefore, the influ-

ence of the “relaxation effect” on surface reactivity is probably not significant. In our 

study, we included the “cumulative” surface effects indirectly by assuming that they 

stabilize terrace sites with respect to the other reactive surface sites. We applied 

two distinct methods: 1) the “short-order, long-term” stabilization or S1 method 

that differentiates the terrace sites and applies a weighting coefficient that reduces 

their probabilities to dissolve; 2) the “long-order, short-term” stabilization or S2 

method, in which we completely “froze” the terrace sites of the starting top layer. 

With this approach we tested the assumption that the laterally extensive and atomi-

cally flat initial surface made from terrace sites is relatively more stable with respect 

to the newly created surface. Thus, the S2 method is developed to test cases where 

all of the following takes place: (i) terrace sites of the simulated face are more stable 

than those of the other faces; (ii) terrace stabilization is considered only for the ini-

tial surface, and thus, has a short-term duration. The purpose of this approach is to 

study the dissolution mechanisms and effects of the relative stability of quartz faces 

(i.e., their terrace sites) derived by Murashov (2005). 

4.4. Results and discussion 

We used the four model variations described above to simulate the dissolu-

tion of pinacoid, prism, and rhombohedral quartz faces. Pre-opened hollow cores 
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were introduced along the screw dislocation lines intersecting these faces. In many 

cases, presence of hollow cores result in the formation of kinematic stepwaves and 

serve as “long-term” sources for them (Lasaga and Luttge, 2001). Lateral motion and 

annihilation of the stepwaves cause surface-normal retreat, and thus, drives mineral 

dissolution according to Lasaga and Luttge’s model. Our simulation results indeed 

show that stepwaves of various geometries can form on all three quartz faces.  

Furthermore, we present simulation results for each face and discuss the in-

fluence of model complexity on the observed surface structures. In addition, we dis-

cuss the geometry of the stepwaves and the corresponding dissolution mechanisms. 

4.4.1. Pinacoid (001) face 

Our KMC simulations demonstrate that the surface morphology of the dis-

solving (001) face is very sensitive to model complexity. Fig. 4-2 shows various the 

surface topographies that developed in “pure water”. We will discuss these results 

further, below. 

4.4.1.1. Surface morphologies 

The FCS model (eq. 4-3) produces a rough surface with a random peak-and-

valley topography (Fig. 4-2A). In contrast, the other models produce crystallograph-

ically-controlled dissolution patterns. Thus, the use of the SCS-L1 model results in 

the formation of shallow hexagonal etch pits (e.g., Fig. 4-2B). 
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Figure 4-2. KMC simulation of a dissolving (001) quartz face in pure water, neutral 

pH, T = 25˚C (modeling parameters are shown in Table 4-1, a single screw 

dislocation intersects the surface at the center). Results from: (A) the FCS model; 
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(B) the SCS-L1 model; (C) the SCS-L2 model (ΔE2g = 0 kT), and (D) the SCS-L2 model 

(ΔE2g = 2 kT); (E) the SCS-L2 model (ΔE2g = 4 kT); (F) the SCS-D model (ΔE2g = 0 kT); 

(G) the SCS-D model (ΔE2g =2 kT); (H) SCS-D model (ΔE2g = 4 kT); in case of I and J 

the surface is stabilized by adding weight coefficients to the terrace sites (S1 

method); (I) SCS-D (ΔE2g = 0 kT; S1); (J) SCS-D (ΔE2g = 2 kT; S1) model. 

The SCS-L2 and SCS-D models produce a variety of different surface mor-

phologies that strictly depend on the ΔE2g values used in the simulations. For exam-

ple, if we set ΔE2g to 0, the dissolving surfaces become molecular chains oriented 

along the three crystallographic directions, i.e., [100], [010], and [110] (Figs. 4-2C 

and 4-2F). The chains periodically change their orientation following the corre-

sponding rotation of the (001) plane around the c axis. In contrast, at ΔE2g = 2 kT 

circular pits with rough edges are formed (Fig. 4-2D). A further increase to values of 

ΔE2g > 4 kT higher results in straightening of the steps and a change of etch pit mor-

phology from circular to hexagonal shapes (e.g., Figs. 4-2B, 4-2E, 4-2H, 4-2J). The 

formation of etch pits and steps always results from the anisotropy of the dissolu-

tion rate for specific surface sites. Since the (001) face is composed entirely of Q2 

sites, the use of second order neighbors introduces energetic differences between 

the terrace, ledge, and kink sites on this plane. However, the differentiation of “con-

nected” and “disconnected” second-order neighbors and the reduction of the influ-

ence of the latter to zero may result in the complete change of the surface structure, 

from one characterized by stepwaves emanating from etch pits, to one dominated 

by straight –O-Si-O- chains. In this case, the stepped topography of the surface is not 

supported. We suggest that regardless of the absence of the direct Si-O-Si link, the 
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“disconnected” second-order neighbors may substantially stabilize the surface steps 

with respect to their kink sites, probably via formation of hydrogen bonds. Consid-

eration of the second-order neighbors in probability calculations can be vital for 

step stabilization, in case if step and kink site cannot be differentiated using only 

first coordination sphere (Kurganskaya and Luttge, 2013). The presence of the steps 

supports the stepwave mechanism (Lasaga and Luttge, 2001) that drives the disso-

lution of this face in cases shown in Figs. 4-2B, 4-2D, 4-2H, and 4-2J. 

4.4.1.2. Etch pit structure 

The variety of the observed surface structures presented above ultimately 

demonstrates that the (001) face may dissolve via three different mechanisms: ran-

dom molecular removal, dissolution of oriented –Si-O-Si-O-Si- chains and the step-

wave movement. If the latter controls dissolution, the etch pit geometry defined by 

model parameters also defines more detailed dissolution controls, such as crystallo-

graphic direction of steps, step structure and relative step velocities. Experimental-

ly, there were two etch pit shapes observed on basal quartz faces. Chuvyrov and 

Mazitov (2008) etched the basal face with KOH and documented hexagonal pits 

formed by steps parallel to the (001) plane. Wegner and Christie (1983) observed 

triangular shapes on the basal face after etching it with ammonium bifluoride. How-

ever, we obtained only hexagonal and circular shapes for the multilayer pits using 

both “pure water” and “low energy” data sets of activation energies (see Table 4-1). 

We suggest that the emergence of triangular pit morphologies may reflect be some 
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additional factors responsible that our relatively simple model does not as yet in-

corporate. 

An important observation is the complex structure of the etch pits in the 

(001) face. The hexagonal morphology of theses pits results from stacking sequenc-

es of monolayer pits having a parallelogram shape. The orientation of these paral-

lelograms periodically changes from one (001) atomic layer to the next one. Thus, 

the formation of the hexagonal shape is the result of the superposition of monolayer 

parallelogram-shaped pits rotated by 120˚ with respect to each other. The charac-

teristic step interlacing, or zigzag pattern is formed at the corners of the hexagons 

(see Figs. 4-2B, 4-2H, 4-2J). The step interlacing is a characteristic feature of the pits 

formed on faces perpendicular to the symmetry rotation axis, the same effect is 

known for micas (Kuwahara et al., 1998; Aldushin et al., 2006; Kurganskaya et al., 

2012). 

4.4.1.3. Surface stabilization effects: etch pits and hillocks 

The inclusion of the surface stabilization effect (S1 method, +4 kT units to 

each “terrace” site) changes the surface structure slightly. At ΔE2g= 0 kT monolayer 

dissolution islands and pits are formed instead of molecular chains (Fig. 4-2I). An 

increase of ΔE2g to 2 kT causes formation of stable steps and hexagonal pits (Fig. 4-

2J). This observation shows that etch pits and steps form at the lower values of ΔE2g 

if the terrace sites are stabilized. We conclude that both terrace stabilization and 

hydrogen bonding effects are likely to influence both step structure and etch pit 

formation. 
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Fig. 4-3 illustrates a different dissolution scenario. In this case the terrace 

sites of the initial layer are “frozen” (or excluded from the “reactive surface” lists ac-

cording to the S2 stabilization method), while all the other surface sites and faces 

are free to evolve. Polyhedral pits made of rhombohedral faces are formed at the 

onset of the dissolution process.  

 

Figure 4-3. A-E: KMC simulations of the formation and dissolution of quartz hillocks 

starting from a “frozen” (stabilized) (001) face of quartz. The SCS-L2 (ΔE2g= 0 kT) 

model is used for this illustration, 5 screw dislocations parallel to the c* axis 

intersect the starting surface. A (SiO4)4--group is removed from the surface during 

each iteration. (A) 8∙106 iterations; (B) 16∙106 iterations; (C) 24∙106 iterations; (D) 

32∙106 iterations; (E) 40∙106 iterations. (F)* Hillocks formed on a dissolving quartz 

surface observed in experiments by Neumann and Luttge (1995). 

*-Adapted from the original publication (Neumann and Luttge, 1995, see references) 

and used with the permission of author (Luttge A.). 
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Their subsequent coalescence results in the formation of a ridge feature, where the 

remains of an initial frozen (001) face appear as a long narrow plateau, the rhombo-

hedral faces form the slopes and the valleys shape is controlled by hollow core loca-

tions (Fig. 4-3A). Further dissolution produces pyramidal quartz hillocks (Fig. 4-3B). 

These hillocks are positive surface features, in contrast to negative ones such as etch 

pits. In this simulation, the polyhedral hillocks are unstable and quickly dissolve at 

the vertices and edges forming the other rough, rounded hillocks. At the same time, 

deep triangular pits can form between the hillocks (Fig. 4-3C). Later, the hillocks re-

treat while the triangular pits change their shape to hexagonal (Fig. 4-3D). Finally, 

the surface structure returns to the one of the previous structures (Fig. 4-2) defined 

by the model type and model parameter values (Fig. 4-2C for this case). This disso-

lution scenario was experimentally observed by Suzuki et al. (2009), who docu-

mented the same “ridge-and-valley” surface structure as indicated in Fig. 4-3A on a 

lapped (001) face. Hillocks of the same or at least very similar morphology as shown 

in Fig. 4-3B were also observed in high pressure, high temperature experiments 

conducted by Neumann and Luttge (1995) (Fig. 4-3E). In the latter case, the diop-

side crystals grew often on the tips of the hillocks. Thus, the authors hypothesized 

that these crystals would play a stabilizing role. Although all the factors causing hill-

ock appearance are not always known, they clearly can form solely due to different 

dissolution rates on different faces (Sangwal, 1987) (here basal and rhombohedral). 

Our KMC results also demonstrate that pyramidal hillocks can form as a result of the 

coalescence of pits that are made up predominantly by rhombohedral faces, which 

evolve if the starting basal face dissolves much slower. Another important prerequi-
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site for the formation of such features is the enhanced stability of the starting sur-

face that allows the faces to initially evolve. However, in our case there was not such 

a factor that would have supported the stability of the hillocks. They thus retreated 

immediately after formation. Nijdam et al. (2001) faced a similar problem when ex-

plaining etch hillock formation and stability on the (100) face of silicon. They sup-

posed that adhering semipermeable nm-sized particles caused hillock formation – a 

similar mechanism to that postulated by Luttge and Neumann (1995). They also 

achieved similar results from their Monte Carlo simulations: that means the hillocks 

formed when they applied a semipermeable mask over a small part of the initial sur-

face. In the absence of the mask, the (100) silicon face retreated faster than the oth-

er faces and hillocks did not form. Our simulation results suggest that the enhanced 

stability of the (001) face (Murashov, 2005) can itself cause spontaneous hillock 

formation. However, the additional lasting stabilization of hillock tips and edges af-

ter its formation is required for these features to be preserved during the dissolu-

tion process. As mentioned before, the hillock stabilization may be also induced by 

precipitating crystals that protect the hillock tip from dissolution (Neumann and 

Luttge, 1995), or by adhering particles as suggested by Nijdam et al. (2001). 

4.4.2. Rhombohedral (101) face 

4.4.2.1. Surface structure 

All our models show that the dissolution of the (101) face proceeds through 

the formation of characteristic isosceles triangular etch pits (Fig. 4-4). At the early 

stages of surface morphology development the dissolution is controlled by the 
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movement of triangular stepwaves parallel to the (101) plane (Fig. 4-4A1). At later 

stages deep triangular pits with steep walls develop (Fig. 4-4B1). The overall pit 

profile is usually anisotropic, i.e. the pit walls are quite steep, while the bottom is 

stepped and elongated along the [101] direction (Fig. 4-4B2). When several pits in-

teract with each other, a complex geometric pattern with super-steps can be formed 

(Fig. 4-4C1). Their subsequent coalescence results in the formation of larger trian-

gular pits (Fig. 4-4C2) with a complex wall structure. A stepped pentagonal pit also 

forms at the junction between the hollow core and the triangular pit (Fig. 4-4B1). 

 Similar pit shapes were observed on (101) faces during quartz dissolution 

and etching experiments. Yanina et al. (2006) documented pseudo-triangular fan-

shaped pits formed on (101) face after etching with KOH. These pits had the same 

characteristic anisotropic profile that we obtained for our KMC simulated pits (e.g., 

Fig. 4-6B2). However, the pentagonal pits were not reported in this study. At the 

same time, these pits of semi-pyramidal appearance were observed on rhombohe-

dral faces etched by KOH (Patel et al., 1965) (Fig. 4-4E), where, however, the origi-

nal triangular pits did not appear. Also, the pits that have a sharp triangular shape 

were documented on the surface of naturally weathered quartz grains (Brantley et 

al., 1986). 
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Figure 4-4. (A)-(C): Results of KMC simulations: Etch pits formed on the 

rhombohedral (101) quartz face in pure water, neutral pH, T = 25˚C (energetic 

parameters are shown in Table 4-1) (blue highlights (3,7) sites), subfigures labeled 

by “1” present the front views, subfigures labeled by “2” present the side views with 

hollow cores. (A) Surface produced by using the FCS model, 106 molecules removed; 

(B) A pentagonal pit developed at the junction between the triangular pit and the 

hollow core, SCS-D (ΔE2g = 0) model, 2*106 molecules removed. (C) Polygonal pits 

formed at the walls of the original triangular pit, SCS-L2 (ΔE2g = 0) model; 12*106 

molecules removed. (D)* Triangular pits observed on the surface of naturally 

weathered quartz grains (Brantley et al., 1986). (E)** Polygonal etch pits observed 

on rhombohedral quartz surface etched by KOH (Patel et al., 1965).  
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*Reprinted from Geochimica et Cosmochimica Acta, Vol 50/Issue 10, Brantley S.L., 

Crane S.R., Crerar D.A., Hellmann R. and Stallard R. “Dissolution at dislocation etch 

pits in quartz”, Pages No. 2349-2361 (DOI: 10.1016/0016-7037(86)90087-6) 

Copyright (1986), permission obtained from Elsevier. 

**-This figure is adapted from the original publication, Patel A.R., Bahl O.P. and Vagh 

A.C. “Etching of rhombohedral cleavages of quartz”, Acta Crystallographica (1965), 

Vol. 19, pp. 757-758 (http://dx.doi.org/10.1107/S0365110X65004322). Used with 

copyright permission from IUCr Journals. 
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 We conclude that the two types of evolutionary related pits that we saw in the sim-

ulations (triangular and pentagonal) have been observed as independent formations 

in laboratory investigations. We suggest that this effect may be related to scale-size 

difference between the simulated and experimentally observed systems. The pen-

tagonal pit is quite small in comparison to the triangular one, and thus may be unde-

tected. In contrast, pentagonal pits may appear as structurally independent features 

at the later stages of surface development (Fig. 4-4C1). 

4.4.2.2. Hollow cores and etch tubes 

Hollow cores exhibiting a polygonal geometry is another remarkable feature 

produced in our KMC simulations of (101) face dissolution. The walls of the hollow 

cores are decorated by polygonal pits forming specific “ribbon” pattern (Figs. 4-4A2; 

4-4B2;4-4C2). The same structure was observed experimentally, too (Nielsen and 

Foster, 1960; Iwasaki, 1977). However, its formation was attributed to a specific de-

fect type (Nielsen and Foster, 1960) or orientation within the lattice (Iwasaki, 

1977). Here, we can show that such “ribbons” are also formed as sequences of steps 

that are moving along the walls of the hollow cores. 

4.4.2.3. Dissolution mechanism: 2D and 3D stepwave movement 

While all four models produced the same surface structure, the FCS model’s 

use results in formation of a distinct feature: large number of small monolayer pits 

that randomly nucleated across the entire surface (Fig. 4-4A1). We relate the ap-
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pearance of this feature to the topological identity of “terrace” and “step” sites for 

the FCS model at the (001) face.  

The relative densities of these monolayer pits can be used to determine the 

relative ages of the surface layers. Indeed, the difference in monolayer pit density 

for areas inside and outside the triangular kinematic stepwave indicates that the 

stepwave velocity is much greater than the frequency of the stepwave formation 

(Fig. 4-4A). As a result, the (101) face retreats through a layer-by-layer mechanism. 

Most of the time, the observable surface area is intact and once a stepwave has 

formed the entire layer dissolves during a relatively short time period. The move-

ment of an entire triangular stepwave is driven by the step parallel to the triangle’s 

base ([010] direction). Steps moving in this direction often form stairs (Figs. 4-4B1; 

4-4B2) and generate the steep slope of the pit. The other two sides of the pit create 

steep walls. The same pattern is also formed on these sides, generating three sym-

metrical “active” step systems at a single dislocation core. As a result, the pentagonal 

pit formed at the junction between the hollow core and original triangular pit (Fig. 

4-4B1). As we can conclude from this observation, a pentagonal pit develops as a 

result of the long-term effect of the stepwave movement at the three intersecting 

rhombohedral planes. The “classic” stepwave model (Lasaga and Luttge, 2001) ex-

plains crystal dissolution as movement and coalescence of the 2D stepwaves parallel 

to a one plane. However, in this case we can conclude that if several stable faces de-

velop on the dissolving surface, the stepwave process may act over all of them. 

Therefore, a remarkable difference in the dissolution mechanisms between (001) 

and (101) faces exists. It is defined by the dimensionality of the stepwave propaga-
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tion: the stepwaves on (001) face spread within one plane parallel to (001) (2D pro-

cess), while stepwaves on (101) face travel within several rhombohedral planes (3D 

process). Thus, (101) face dissolves through the “classic” 2D stepwave mechanism 

only in the beginning of the process (Fig. 4-4A). At later stages, when the other 

rhombohedral faces develop, dissolution of the entire surface is controlled by the 

propagation and coalescence of the stepwaves coming from various faces (Fig. 4-

4C1). 

4.4.3. Prism (100) face 

The prism (100) face of quartz can be formed if we cut crystal parallel to b* 

and c* crystal axis. As a result, we obtain two atomically flat prism faces terminated 

by the two different types of Si-slices. One is made up of Q2 sites (α- or Q2-

termination), another is made of Q3 sites (β- or Q3-termination) (Schlegel et al., 

2002). We simulated dissolution of both terminations and noted that the difference 

in dissolution patterns exists only when surface stabilization is applied. We ob-

served two types of dissolution scenarios at both non-stabilized terminations and a 

third scenario at Q2 termination stabilized by S2 method. 

4.4.3.1. Dissolution scenario I: striations 

Simulations of (100) prism faces in “pure water” (Table 1) showed the same 

morphology in all four models: long grooves running along the b axis. The grooves 

develop from elongated etch pits that formed in the beginning of the dissolution 

process (Fig. 4-5A). The resulting surface is composed of “stripes” formed by the in-
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tersection of {101�1} and {1�011} rhombohedral planes along the [010] direction. 

This process creates parallel ridges (Fig. 4-5B) and leads to the formation of stria-

tions often observed on dissolving quartz surfaces (Luttge, 1995) (Fig. 4-5E). Sever-

al authors have associated these features with crystal dissolution (Luttge, 1995) or 

growth (Ostapenko and Mitsyuk, 2006) of prism faces. 

This surface topography can be sustained as long as screw dislocations inter-

sect the (100) face. At the mature stage of the surface development, the same screw 

dislocations that produced the grooves serve as the centers of new V-shaped pits 

(Fig. 4-5B and 4-5C). These pits, in fact, are coupled triangular pits (Fig. 4-4) that 

develop on neighboring rhombohedral faces. Such V-shaped features were docu-

mented on lapped quartz prism face (Suzuki et al., 2009). They are also commonly 

observed on naturally weathered quartz grains (Schultz and White, 1999). A tetrag-

onal hollow core is another characteristic feature of this face (Figs. 4-5A2; 4-5B2; 4-

5C2). The walls of the cores have distinct polygonal structure governed by etch pit 

formation (Fig. 4-5C2). 

4.4.3.2. Dissolution scenario II: rectangular stepwaves 

Rectangular pits made from two systems of parallel steps are formed at low 

activation energies or catalyzing conditions (see “Methods” part and Table 1) and 

values of ΔE2g > 4 kT (Fig. 4-5D1). The cross section of the pits reveals their internal 

conical shape (Fig. 4-5D2). The steps moving parallel to the c* axis have terrace-

widths of 10 to 20 nm, while steps moving along the b* axis are bunched.  
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Figure 4-5. (A)-(D): Structures of the dissolving (100) prism face of quartz obtained from 

KMC simulations (starting from Q3 termination; pure water, neutral pH, T=25˚C, 

parameters are shown in Table 4-1). Label “1” refers to the front view, label “2” refers to 

the side view with the etch tubes. (A)-(C)- Surfaces simulated using SCS-D (∆E2g = 0) 

model (blue highlights (3,7) sites)), (A) Etch pit opening at the beginning of the 

simulation (104 molecules removed). (B) “Striations” and V-shaped pits appeared at a 

later stage of the simulation (106 molecules removed). (C) The same surface with 

developed V-shaped pits and rhombohedral faces, 6*106 molecules removed. (D) The 

surface obtained by using SCS-L2 (∆E2g = 4 kT units) model, with the surface 

stabilization effect (S2 method) and parameter values ∆E1=20 kJ/mol, ∆E21=1 kJ/mol; 

∆E2g = 10 kJ/mol. (E)* Striations formed on the quartz surface dissolved at hydrothermal 

conditions. The face and direction could not be identified (Luttge, 1995). 
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*-this figure is adapted from Luttge (1995) with the permission of author (Luttge 

A.). 
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The coalescence of the rectangular stepwaves results in the formation of 

curved circular steps (Fig. 4-5D1). A similar surface structure was reported by Yani-

na et al. (2006), but they gave another orientation of pits and steps with respect to 

the crystallographic axis. 

4.4.3.3. Surface stabilization effect: dissolution scenario III 

The S2 stabilization does not change the surface structure and dissolution 

mechanism for Q3 termination. On contrast, we observed a wide range of etch pit 

morphologies for Q2 termination (Fig. 4-6). In this case, a unique morphology was 

obtained for each version of the model and each parameter set. We summarized the 

observations regarding etch pit shape and the faces forming these pits in Tables 4-

2a and 4-2b. A common observation is that the pits produced by FCS and SCS-L1 

models are made of rhombohedral faces, while pits with prism faces can be devel-

oped using SCS-L2 and SCS-D models. The relative size of the prism faces with re-

spect to the rhombohedral ones can be controlled by varying ΔE2g value (Fig. 4-6D-

H; 4-6M-N). We suggest that the appearance and dominance of the prism faces at 

elevated values of ΔE2g happens because the stability of this face is sensitive to the 

strength of the intra-surface hydrogen bonds. Therefore, newly forming prism faces 

can be better stabilized by the increase of this parameter.  
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Figure 4-6. (A)-(N): KMC simulations: Etch pits formed at a (100) prism face 

(starting from Q2 termination, top layer is frozen, 106 atoms removed in each case, 

the length of the screw dislocation hollow core is 200 unit cells). A-H: “Pure water”, 

various models used (see text); (A) FCS model; (B) SCS-L1 model; (C) SCS-L2 model 

(ΔE2g = 0 kT); (D) SCS-L2 model (ΔE2g = 6 kT) model; (E) SCS-L2 model (ΔE2g = 10 

kT); (F) SCS-D model (ΔE2g = 0 kT); (G) SCS-D model (ΔE2g = 2 kT); (H) SCS-L2 

model (ΔE2g = 4 kT); I-N: low activation energy, or “catalyzing” environment, various 

models used. (I) FCS model; (J) SCS-L1 model; (K) SCS-L2 model (ΔE2g = 0 kT); (L) 

SCS-L2 model (ΔE2g = 2 kT); (M) SCS-L2 model (ΔE2g = 4 kT); (N) SCS-L2 model 

(ΔE2g = 6 kT); (O)* Rectangular-pyramidal pits formed on the prism faces of quartz 

etched by KOH (Gratz et al., 1990). 
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*Reprinted from Geochimica et Cosmochimica Acta, Vol 54/Issue 11, Gratz A.G., Bird 

P. and Quiro G.B. “Dissolution of quartz in aqueous basic solution, 106–236°C: 

Surface kinetics of “perfect” crystallographic faces”, Pages No. 2911-2922 (DOI: 

doi:10.1016/0016-7037(90)90109-X) Copyright (1990), permission obtained from 

Elsevier. 
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The use of SCS-D model applied for “pure water” conditions results in for-

mation of unique asymmetric pits (Figs. 4-6G, 4-6H). The remarkable difference be-

tween the pit morphologies obtained using SCS-D and SCS-L2 models at the same 

conditions clearly indicates that stability of various faces can be very sensitive to the 

quantitative difference between dissolution probabilities for various surface sites. 

Despite the large variety of pit shapes observed in the simulations (Table 4-2 

and Fig. 4-6), the number of polyhedral pit shapes discovered in experimental stud-

ies is limited. Gratz et al. (1990) observed rectangular-pyramidal pits after etching 

quartz prism face in KOH (Fig. 4-6O). The same shape was obtained in the simula-

tions for “pure water” conditions, SCS-L2 model (Fig. 4-6E). We suggest that the sim-

ilarity between the shapes obtained for these two different conditions is caused by 

similar quantitative relationships between the dissolution probabilities for the most 

important sites in these two cases. Also, since the prism faces appearing in experi-

mentally obtained pits can be formed in the simulations via increasing strength be-

tween surface hydroxyls, we conclude that this effect also plays important role in 

stabilization of this face. 
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Table 4-2. Morphological characteristics (shape and composing faces) of pol-

yhedral etch pits formed on Q2 termination of prism (100) quartz face in KMC simu-

lations. The initial surface was stabilized by S2 method (see description in text), 

modeling parameters are shown in Table 1. R-rhombohedral; m-prism faces. 

(a) “pure water” conditions; 

 FCS SCS-L1 SCS-L2 SCS-D 
ΔE2g, 

kT 
0-4 6 8-10 0 2 4 

Shap
e 

Squar
e 

Parallelo-
gram 

Parallelo-
gram 

Pseudo-
hexago-

nal 

Rectangu-
lar 

Squar
e 

Pentago-
nal 

Pseudo-
hexago-

nal 
Fac-
es  

6 R 4 R 4 R 4 R, 2 m 2 R, 2 m 6 R 6 R, 1 m 6 R, 2 m 

 
(b) “catalyzing” conditions. 

 FCS SCS-L1 SCS-L2 
ΔE2g, kT 0 2 4 6 

Pit shape Square Rectangular Rectangular Pseudo-
hexagonal 

Pseudo-
hexagonal 

Rectangular 

Faces 4 R 6 R 6 R 6 R 4 R, 2 m 2 R, 3 m 

 

4.4.4. Model complexity: conclusions and prospective 

Ability of a KMC model to correctly predict surface morphology, reactivity 

and net dissolution rates depends on whether or not all kinetically important reac-

tions are considered in this model. The surface morphology ultimately controls the 

probability distribution for surface reactions, since all probabilities in these models 

are functions of surface site topology. The probability distribution may influence on 

the reaction order. This order may define surface morphology as well as dynamics 

of its alteration. Therefore, surface morphology and reaction probability distribu-
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tion form a feedback loop according to the scheme: surface structure → reactive site 

distribution → probability distribution → reaction sequence → surface structure.  

 Since the reaction probability distribution depends on model complexity and 

the parameter set, the latter two factors may significantly influence on surface mor-

phology. At the same time, the structure of the initial surface and the topology of the 

Si-site network parallel to the simulated face influence the probability distribution 

as well.  

In this study complexity of a KMC model is defined by setting a threshold for 

the extent of topological detail about surface sites. For example, FCS model consid-

ers only number of bonds at a Si site, while SCS models consider the topology of Si-

O-Si bonds binding this Si site to the surface. The number of parameters used to dif-

ferentiate reactive sites defines the variety of these sites in a KMC model. As a con-

sequence, the amount of topological information about surface sites defines the 

number of the possible reaction types and the corresponding probability distribu-

tions. Description of this network of sites and possible reactions may be necessary 

for production of accurate simulation results, or conversely may only complicate the 

simulation algorithm without making any improvement in comparison to a simpler 

model.  Therefore, the key question with respect to this problem is to what extent 

addition of such details change the probability distribution for all kinetically im-

portant reactions, such that new surface morphologies can be formed. This also 

raises the question of whether these new morphologies are relevant to those ob-

served experimentally. Here we define an optimal model complexity as the mini-
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mum detail, e.g. numbers of various neighbors and their contributions to the activa-

tion energy for dissolution of a Si-site, necessary for an accurate prediction of the 

dissolution kinetics. The above simulation results produced using four different 

models serve as an illustrative example of the derivation of an optimal model com-

plexity for quartz dissolution at far from equilibrium conditions. A very similar ap-

proach can be used for the other silicate minerals, with the appropriate inclusion of 

other chemical elements in different crystallographic coordination, e.g. Al3+, Al4+ (as 

for muscovite, see earlier studies by Kurganskaya and Luttge, 2013), Fe2+, Mg2+, etc.   

As we can see for (001) face, the number of model parameters substantially 

influences the model’s ability to produce the range of surface morphologies ob-

served in experiments. The values of the parameters are also important. The most 

remarkable changes in surface morphology are observed when we vary the value of 

ΔE2g parameter, considering steric and hydrogen bonding influence on site reactivi-

ty. The value of this parameter defines step roughness and curvature.  

In contrast, surface morphology of the rhombohedral (101) face does not de-

pend on the model complexity and parameter values. In this case, the topology of 

the network of (101) surface sites completely defines the available dissolution 

mechanisms, such that the model complexity and parameter values do not influence 

the reaction sequence. Thus the dissolution mechanism of this face is determined 

completely by the crystal structure of this face.  

The (100) face can be considered an intermediate case between the two end-

member (001) and (101) faces with respect to sensitivity to model complexity. Dis-
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solution of (100) face in “pure water” is insensitive to model complexity (Fig. 5A-C) 

unless surface stabilization is applied to Q2 termination. At “catalyzing” conditions 

rectangular etch pits are formed as new steps along [001] direction are stabilized. 

The overall switch in surface morphology is caused by the change of the reaction 

probability distributions under these conditions. The [001] and [010] steps are 

made up of (3,6,0) and (2,4,2) sites correspondingly. The decrease of the contribu-

tion of the first order neighbors to the probability of surface site dissolution at “cata-

lyzing” conditions makes dissolution probabilities for these sites comparable, so the 

frequency of kink site formation at [010] step becomes comparable to those for 

[001] step.  The aspect ratio of these pits depends on the values of ΔE2l and ΔE2g pa-

rameters. These parameters define relative velocities for the steps moving along 

[010] and [001] directions through their influence on kink site nucleation and prop-

agation rates. A significant change was observed when stabilization was applied to 

Q2 termination of this face. This effect causes formation of a large spectrum of new 

pit shapes that are extremely sensitive to model complexity and parameter values 

(Fig. 4-6 and Table 4-2). The case of the (100) face illustrates the fact that the prob-

ability distribution may exhibit substantial dependency on model complexity and 

parameter values in only specific areas of the parametric field.  

According to these observations, the complexity and parameter values of a 

KMC model play a crucial role in its ability to produce observed surface morpholo-

gies. In some cases these factors may not be important (as in case of (101) face)). 

However, general consideration of the second-order neighbors connected either via 

direct Si-O-Si links or Si-OH..O-Si bonds, as well as surface stabilization effects in-
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duced by the surface water structure in the KMC models, plays a vital role in deter-

mining the correct order of surface reactions. Consideration of the intrasurface hy-

drogen bonding is of particular importance here, because this bonding plays a cru-

cial role for stabilization of prism and basal faces of quartz (Murashov, 2005). In our 

KMC models the influence of this bonding is considered by assigning ΔE2g parameter 

to the sites having “disconnected” second-order neighbors. Because surface hydro-

gen bonding network can be perturbed by the presence of water ions (Kubicki et al., 

2012), this parameter should depend on environmental conditions. As a conse-

quence, the surface morphology and etch pit structure would also depend on envi-

ronmental conditions, because of both ligand or charge-promoted decrease of acti-

vation energy for bond hydrolysis, as well as the effects of solvent composition on 

surface hydrogen bond network. 

Parameters additional to those described here should also be incorporated 

into simulation algorithms. These factors include surface site charge distribution as 

a function of pH conditions (Morrow et al., 2009), chemistry and coordination of the 

surface sites, influence of alkali ions on the structure and reactivity of the mineral-

water interface (Kubicki et al., 2012), the kinetic relationships between the struc-

ture of particular mineral faces and water layers (Murashov, 2005; Yang and Wang, 

2006). Particular attention should be given to the quantitative influence of these fac-

tors to the activation energies of surface sites dissolution. These activation energies 

can be derived from ab initio and MD calculations using realistic models of the sili-

cate-water interface. An important step in this approach would be characterization 

of the key surface features, e.g. step and kink sites. 
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4.5. Conclusions 

The KMC method can successfully predict a vast range of dissolution mor-

phologies for various faces of the quartz crystal. It can be used as a powerful tool for 

the recognition of important aspects of the dissolution mechanisms and their con-

trols with molecular resolution at various environmental conditions. The lattice re-

sistance effect, surface hydrogen bonding network, and surface stabilization effects 

substantially influence the reactivity of the surface sites of silicates and must be 

considered in KMC algorithms. Parameters for the probability equations ideally 

should be obtained from the corresponding ab initio calculations for all kinetically 

important surface sites. If such theoretical data are not available, we may utilize 

functional approximations using numbers of influential surface groups as argu-

ments and some energetic constants as variable parameters. This approach general-

ly produces satisfactory results. However, in some specific cases more detailed 

knowledge about the dissolution rate at particular sites may be also required. 
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Chapter 5 

Summary and Conclusions 

In this work I used experimental studies and ab-initio powered Kinetic Monte 

Carlo simulations as complimentary tools combined into a multi-scale approach to 

study silicate dissolution kinetics. I used muscovite and quartz as representatives of 

phyllosilicate and tectosilicate groups.  

The results of experimental observations lead to the following conclusions 

about phyllosilicate dissolution kinetics: 

1. Dissolution of phyllosilicate minerals takes place at both basal and edge fac-

es. Screw dislocations formed during phyllosilicate mineral growth cause the 

formation of etch pits on basal faces. Stepwaves emanating from the opened 

hollow cores dissolve the phyllosilicate minerals in a process of multiple step 

movements. In combination with stepwave annihilation, this process causes 

surface normal retreat. The same stepwave mechanism (Lasaga and Luttge, 
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2001) controls the dissolution of framework silicates, e.g., feldspars (Beig 

and Luttge, 2006; Zhang and Luttge, 2007; 2008a; b; 2009) and quartz (Yani-

na et al., 2006). 

2. Surface roughness and reactivity of dissolving muscovite basal face change 

both in space and time. This spatio-temporal heterogeneity is common for 

many minerals, e.g., calcite (Arvidson et al., 2003; Fischer et al., 2012), and 

considered to be an inherent property of crystalline systems (Luttge et al., 

2013). 

3. Reactivity of the {hk0} edge faces of phyllosilicates depends on the face in-

dex. Differential reactivity of {hk0} faces is reflected in velocity anisotropy of 

the steps formed on muscovite basal face. At basic pH conditions, the most 

stable steps run along the [110] direction in even (upper) layers and along 

[11�0] direction in even (lower) layers of the 2M1 polytype. The other stable 

but faster steps are formed along the [100] and [11�0] directions within the 

same layer. Steps that are rotated by 120 degrees are stable in the odd layer. 

 

The connection between the dissolution reaction taking place at the musco-

vite surface, etch pits, and step structures was studied by using computer simula-

tions.  

I developed a general Kinetic Monte Carlo (KMC) model of phyllosilicate dis-

solution and applied it to the mica structure. I utilized similar reaction probability 
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formulations described in Zhang and Luttge (2007; 2008a; b; 2009), Lasaga and 

Luttge (2004a; b). A sequence of different model versions considered an increasing 

number of details that I used to differentiate between surface sites.  I wrote all pro-

grams in Fortran90. Then, I compared the surface morphologies produced with the 

simulations with my experimental results. Below are the main conclusions: 

4.  Simulation results for muscovite dissolution agreed fully with the stepwave 

mechanism that we derived earlier from our experimental studies.  

5. The correct etch pit orientation can be achieved if we use activation energies 

of bond hydrolysis calculated for alkaline conditions by Morrow et al. (2009) 

[applied to the most simple model and considering the first coordination 

sphere, only]. 

6.  The additional stable steps along [100] and [11�0] directions observed in ex-

periments can be generated with simulations, only if we consider the influ-

ence of the second-order neighbors on the activation energies of surface site 

dissolution. 

7.  Also, analysis of the step and kink site topologies along [100] and [11�0] steps 

shows that the kinetic difference between dissolution rates of step and kink 

sites may exist only if we consider second coordination sphere influence.  

8. A variety of kink and step sites with different topology and reactivity exists 

on the phyllosilicate surface. The differences in kink site formation and prop-
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agation rates along different steps define step velocity anisotropy within mi-

ca layers. 

9. Finally and most importantly, KMC methods combined with experimental 

observations can be used as a powerful tool for the recognition of important 

kinetic controls of silicate dissolution.   

The results of the KMC simulations showed that the values of bond hydroly-

sis activation energies used as model parameters substantially influence, both, the 

etch pit morphology and the relative step velocities. This conclusion was an im-

portant prerequisite that allowed me to conduct the next study that was focused on 

the problem of model parameterization and the use of optimal model complexity. 

In order to evaluate these issues, I developed four KMC models of quartz dis-

solution and tested their individual ability to reproduce experimental data from the 

literature. The models differ by the degree of complexity and/or by the number of 

parameters used to differentiate the surface sites. I simulated the dissolution of 

(001) basal, (100) prism and (101) rhombohedral faces of quartz by using all four 

models implemented in Fortran90 programs. In addition, I run calculations for ini-

tially “frozen” faces in order to test the influence of surface stabilization effects on 

the dissolving surface morphology. The simulation results showed the following: 

1. The number and values of parameters in KMC models substantially influence 

the surface morphology and structure of etch pits. 
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2. Only models with increased complexity possess the ability to produce the 

various surface morphologies observed in experiments at different environ-

mental conditions. 

3.  It is important to differentiate between two types of second-order neigh-

bors-connected via direct Si-O-Si bonds or via hydrogen or hydroxyl bonds. 

As in the case of mica, the topology of the surface sites plays a key role in 

their reactivity. 

4.  The hydrogen bonding between surface hydroxyls seems to substantially in-

fluence the stabilization of steps and faces. 

5. Surface stabilization effects can be very important in order to reproduce ex-

perimentally observed dissolution patterns. Therefore, additional correc-

tions to the site reactivity are necessary. 

My work demonstrates the effectiveness of our mutli-scale approach for a 

much more comprehensive understanding of silicate dissolution kinetics. KMC 

methods can be used to establish a connection between the surface reactions at the 

molecular scale, the formation of steps and etch pits, stepwave propagation, and re-

sulting etch pit morphologies. AFM observations of step and pit structures can test 

the correctness of model predictions and parameterization schemes. Surface topog-

raphy measurements at larger scales conducted with VSI provide additional im-

portant kinetic information about the spatial distribution of surface reactivity and 

the temporal alteration of morphologies. 
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I suggest that a future development of this multi-scale approach should focus 

on the following problems: 

1. The sources of spatial reactivity variance. 

2. The correct timing of KMC surface reactions and calculation of the dissolu-

tion rates. 

3. Estimation of bond hydrolysis activation energies for all kinetically im-

portant sites calculated by using ab initio and MD methods, e.g., step and kink 

sites having various topological characteristics. Long-range order neighbors, 

surface stabilization, structure of bonding network with water should be tak-

en in account. 

4. The problem of optimal model complexity is still not fully solved and re-

quires further work including but not limited to the implementation of sur-

face charge distribution (pH influence, see Nangia and Garrison, 2010), per-

turbation of the hydrogen bonding network by alkali ions (Kubicki et al., 

1012), the influence of saturation state, and bond order-disorder phenomena 

(e.g., Zhang and Luttge, 2007). 

5. A parallel implementation of the KMC algorithms should help to solve the 

problem of limited system size and substantially boost the development of 

multi-scale approaches. 
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