
5. CONCLUSION

We extended the Antescofo language, already employed by
the community in various creations involving musicians
and computers worldwide, with the possibility of time-
aware combination of signal processing and control during
authorship and real-time performance. This is achieved
through a GALS execution model as shown in section 3,
embedding of existing local modules in their native lan-
guage in the system and compiled on the fly, and assur-
ing their timely inter-communication and constraints in-
herited from their types or computation at stake. We show-
cased this study by extending an existing implementation
of a music piece in the general repertoire (namely, Pierre
Boulez’ “Anthèmes 2”) using the proposed approach. We
showed its potential both for behavior preservation, time
precision, ease of programming without significant break-
down for designers, and potential for multi-platform de-
ployment.

This work will be extended in several ways, providing
more native embedding services to users based on exist-
ing practices in interactive multimedia. The type system
can be enriched for adequate description of finer temporal
relationships. More studies and benchmark should be un-
dertaken when combining and deploying multiple-rate pro-
cessing modules and their synchrony in the system. Static
Analysis tools should provide feedback to designers when
certain timing constraints between computational modules
can not be held, as an extension to [11], and could enable
further optimizations in the DSP graph, and in the interac-
tion between signal processing and control. The listening
module of Antescofo could be reimplemented as an au-
dio effect, opening the way to various specialized listening
modules.
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ABSTRACT

Inspired by the expressiveness of gestures used by con-
ductors, research in designing interactive conducting sys-
tems has explored numerous techniques. The design of
more natural, expressive, and intuitive interfaces for com-
municating with computers could benefit from such tech-
niques. The growth of whole-body interaction systems us-
ing motion-capture sensors creates enormous incentives
for better understanding this research. To that end, we re-
traced the history of interactive conducting systems that at-
tempt to come to grips with interpreting and exploiting the
full potential of expressivity in the movement of conduc-
tors and to apply that to a computer interface. We focused
on 55 papers, published from 1970 to 2015, that form the
core of this history. We examined each system using four
categories: interface (hardware), gestures (features), com-
putational methods, and output parameters. We then con-
ducted a thematic analysis, discussing how insights have
inspired researchers to design a better user experience,
improving naturalness, expressiveness and intuitiveness in
interfaces over four decades.

1. INTRODUCTION

In the history of Western art music, conductors have served
as both physical and conceptual focal points. The modern
form of conducting emerged due to the increasing com-
plexity of symphonic scores over the nineteenth century.
They became fully-fledged members of the performing en-
semble, generating a stream of musical expression “run-
ning from composer to individual listener through the me-
dium of the performer and further mediated by the ex-
pressive motions of the conductor.” [1] In order to accom-
plish this goal, they used a variety of physical signatures
to seamlessly convey musical expressions to the ensem-
ble throughout rehearsals and performances. Conductors,
in their increasingly complex task of directing the orches-
tra, have increasingly learned how to use embodied knowl-
edge, as musicians and dancers did before them. Recent
research supports this concept, showing that as a series
of emblematic gestures, conducting has the capability of
transmitting specific musical ideas, using a wide range of
physical expressivity [2] [3].

Copyright: c©2016 Kyungho Lee et al. This is an open-access article dis-
tributed under the terms of the Creative Commons Attribution License 3.0
Unported, which permits unrestricted use, distribution, and reproduction
in any medium, provided the original author and source are credited.

With recent advances in sensing technology, the poten-
tial use of whole-body interaction (WBI) [4] plays a piv-
otal role in enhancing the natural user-interaction (NUI)
paradigm, with an emphasis on embodiment. Since the
field of WBI or NUI is relatively young and finds a novel
interaction model to move researchers forward, conducting
gestures have attracted researchers who seek fundamental
insight into the design of complex, expressive, and multi-
modal interfaces. While the current natural-user interac-
tion design paradigm has the ability to recognize the user’s
gestures and to operate a set of commands, it is still lim-
ited in extracting the expressive content from gesture, and
even more limited in its ability to use this to drive an in-
teractive system. The design of conducting interfaces has
been driven by new methods or models that empower users
through the augmentation of expression and/or expanding
to a new degree of control to challenge the limitations. Our
motivation is to start a systemic review of the history and
state of the art, derived from these questions: What are the
significant documents and experiments in the development
of conducting systems? What is the research history and
legacy of this domain? What can we learn from this body
of research that might help us to design a better user expe-
rience?

Our paper will address interfaces that have been designed
to capture conducting gestures, features and computational
methods that have been used to interpret expressive con-
tents in gestures, and strategies and techniques that have
been used to define effective mappings from gesture to
control of sound. Based on these points, we conducted a
systematic review of fifty-five papers that used conducting
gestures in interactive system design. This review is com-
prised of a sub-sample of papers related to interactive con-
ducting systems that were selected from a broader litera-
ture search exploring the impact of designing multi-modal,
expressive interfaces. A narrative review was addition-
ally carried out in order to develop a more coherent under-
standing of expression-driven gesture design that supports
human creativity, focusing on translating musical expres-
sion using the gesture. From this range of papers, three
major themes in the history of designing interfaces with
conducting gestures were addressed: naturalness, intuitive-
ness, and expressiveness. We described the keywords in
the implications section in detail.

2. TERMINOLOGY

In this section, we present consensus-derived, fundamental
concepts and definitions of interactive conducting systems,
providing readers with a fundamental background for the
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better understanding the rest of the paper.

2.1 Interactive Conducting Systems

By referring to interactive ‘conducting’ systems, our fo-
cus narrows to a subset of interactive systems that use the
breadth of standard, or typical, conducting gestures. Dif-
ferent researchers have defined the term in different ways.
Early pioneers, for example, defined their systems as a
conducting system [5], a music system, a conducting pro-
gram [6], and a conductor follower [7]. In this paper, we
define the term, interactive conducting system, as a system
that is able to capture gestures from a conductor (as a user),
extrapolate expressive contents in the gestures, assign ap-
propriate meaning, and apply that meaning to the control
of sound or other output media. Using such gestures, the
conductor can manipulate a set of parameters interpreted
by the system to produce outputs such as MIDI note/score
playbacks, sound waveforms, and/or visual elements ac-
cording to prescribed mapping strategies.

Embodied 
Interaction

Interactive Conducting System

Control Feedback

parameters states

Facial 
expression

Body posture, orientation, inclination

Accompanying 
hand gestures

Hand Shape

Baton techniques

Expressive Gestures of a Conductor
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Input Output

Visual/Audio
Representation
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Figure 1. Illustration of an interactive conducting system, showing how
conductors can drive a system using conducting gestures.

Figure 1 illustrates how an interactive conducting system
works from our perspective. Note that the term ‘embodied
interaction’ refers to using the perceivable, actionable, and
bodily-experienced (embodied) knowledge of the user in
the proximate environment (interactive system).

2.2 Conducting Gestures and Expressivity

A conductor uses expressive gestures to shape the musical
parameters of a performance, interacting with the orches-
tra to realize the desired musical interpretation. While a
conductor is directing, he or she makes use of diverse, of-
ten idiosyncratic, physical signatures such as facial expres-
sion, arm movement, body posture, and hand shape as seen
in Figure 1. These physical signatures can convey different
types of information simultaneously. Amongst these four
different types of information channels, researchers have
been mainly interested in the use of the hand and arm ges-
tures in referring to conducting gestures, largely because
these are the most standardized elements of the technique.
Theoretically, conducting gestures have been investigated

in linguistics as emblematic and pantomimic gestures ac-
cording to the spectrum of the Kendon’s continuum [8].

Based on this theoretical background, conducting ges-
tures can be understood as a stream of linguistic infor-
mation, which is relatively fixed, and lexicalized. There
is very little variety in conveying specific musical direc-
tion to the others and decoding it from the gestures [9].
This view was addressed in Max Rudolf’s authoritative
conducting textbook [10] where he defined explicit parts
of ‘conducting gestures.’ For example, conducting ges-
tures can be classified into several groups by their intended
effect (musical information) on the performance as done
with baton techniques, which have been used to indicate
the expression of each beat (e.g., legato, staccato, marcato,
and tenuto), while accompanying left hand gestures have
been used to support controlling dynamics, cues, cutoffs
and vice versa.

There is a novel interpretation where the degree of vari-
ation in conducting gestures is used to enhance expression
from the HCI perspective. Different conductors might per-
form the same musical expressions differently under the
grammar of conducting. Therefore, we can consider ex-
pressivity is more associated with how to perform rather
than what to perform.’ Recent empirical research outcomes
claimed that the individual variance or gestural differenti-
ation can be understood as a degree of expression [2] pro-
viding a rich research area. Similarly, Caramiaux et al. [11]
claimed that such differentiation can add “meaningful vari-
ation in the execution of a gesture” in expression-oriented
interactions.

3. METHODOLOGY

3.1 Planning the Review

In this section, we identified the need for a systematic liter-
ature review, and developed a protocol that specifies meth-
ods to conduct data collection and analysis.

• Objective: Analyzing interactive conducting systems
and computational methods used to find the chal-
lenges and opportunities for designing a better inter-
active systems, enabling the of use expressive, multi-
modal inputs.

• Research questions: (1) What types of interfaces have
been designed to capture conducting gestures? (2)
What features and computational methods have been
applied to interpret expressive contents in gestures?
(3) What strategies and techniques have been used to
create effective mappings between these input ges-
tures and applied outputs?

• Research sources: ACM, IEEE, CiteSeerX, Springer-
Link, Computer Music Journal, Journal of New Mu-
sic Research.

• Search strings: Our primary objective focuses on
capturing and extrapolating expressivity from the con-
ducting gestures, so we chose the following search
strings after preliminary searches across the disci-
plines of musicology, psychology, machine learn-
ing, pattern recognition, and HCI studies. The first
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search string focuses on the design of interactive sys-
tem that using conducting gestures. The second fo-
cuses on gesture recognition and analysis of con-
ducting gestures using computational methods. The
third focuses on the application of conducting ges-
tures and movement.

1. conductor and (gesture or movement) and (inter-
face or system) or (orchestra or ensemble) 2. con-
ducting gesture and (expression or expressive ges-
tures) or (recognition or analysis) 3. conducting
gesture and (expression or expressive gestures) or
(visual or sound)

• Language/Time restriction: Any papers published in
English and available in the digital library.

• Inclusion criteria: (I1) Research comprising strate-
gies, methods and techniques for capturing conduct-
ing gesture (conductor’s gesture) and applying the
results to design an interactive system/interface; (I2)
Studies comprising theoretical backgrounds and com-
putational methods to analyze and recognize charac-
teristic aspects of conducting gestures; (I3) Projects
using conducting gestures or conductors? expres-
sions to drive interactive system to generate visuals/
audio.

• Exclusion criteria: (E1) Studies which do not meet
any inclusion criteria; (E2) Studies focusing on con-
ducting gestures using a computational approach but
not related to any design aspect of HCI; (E3) Studies
focusing on qualitative analysis of conducting ges-
tures but not providing any computational methods;
(E4) If two papers, from the same authors published
in the same year, cover the same scope, the older one
was excluded.

3.2 Conducting the Review

After defining a review protocol, we conducted the review.
The data collection started at the beginning of 2015 with
initial searches returning 129 studies with some overlap-
ping results among the sources. After applying the inclu-
sion, exclusion, and quality criteria, 55 papers were se-
lected. The papers were primarily collected from ICMC
(19 papers), ACM (4), IEEE (3), Computer Music Journal
(2) and Journal of New Music Research (2). Other sources
were collected from university data repositories (disserta-
tion/thesis) or other journals.

4. RESULTS

Based on our investigation, we developed six different themes
that have been centered around the history of interactive
conducting systems: pioneers; tangible user interface; ges-
ture recognition/machine learning; sound synthesis; com-
mercial sensors; and visualization.

4.1 The first interactive conducting systems

Early interactive conducting systems design resorted to con-
trol and interaction paradigms of the time. They incor-
porated knobs, 3D joysticks, and keyboards as input de-
vices. However, a series of pioneering explorations con-

sidering Engelbart’s seminal demo [12] was presented in
1968. Mathews [13] described that his desire was to cre-
ate an interface that would be able to connect the computer
to the user as a conductor is connected to the orchestra.
He fed the score information to the computer, which was
paired with user interactions to make dynamic score in-
teractions. Also, he adopted three modes (the score, re-
hearsal, and performance) that reflected the mental model
of conductors. The name, a conducting system, was ex-
plicitly entitled by Buxton later in 1980. In Buxton et
al.’s work [5], improved design considerations in terms of
graphical representation were implemented. Such consid-
erations enabled the user to adjust various musical parame-
ters, such as tempo, articulation, amplitude, richness(timbre),
on the screen through a textual user interface. The user
controlled the parameters by typing numbers or moving
cursors. These systems explored the potential of using
non-conventional modalities and demonstrated how inter-
active conducting systems were being developed.

4.2 Rise of tangible user interface

Tangible interaction design generally encompasses user in-
terfaces and interactions that emphasize “materiality of the
interface; physical embodiment; whole-body interaction;
the embedding of the interface and the users’ interaction
in real spaces and contexts.” [14] Although this period was
right before the explosion of tangible user interface design,
we can see researchers’ design reflecting its philosophy.
From 1979, Mathews and Abbott [15] started designing a
mechanical baton to use as an input device, allowing users
to provide more intuitive input through its use. The ba-
ton was struck by the user with his or her hands or sticks
and required no prior training for use. This tangible in-
terface provided the user with the ability to capture the
mental model of a conductor through the use of his or her
embodied interaction with the machine. The considera-
tion of tangibility and intuitiveness was advanced further
by Keane et al. [16] starting in 1989. They designed a
wired baton, which resembled an ordinary baton but was
augmented with spring wires and an metal ball inside. By
1991, they improved the MIDI baton by adding a wireless
transmitter and expanding the number of MIDI channels
to 16, allowing the control of multiple parameters at the
same time. Marrin et. al’s Conductor’s Jacket [17] further
expanded this interface category. It is a wearable device
that demonstrates the potential power of using EMG sen-
sors, attempting to map expressive features to sections in
the music score. Due to technological limits of this period,
the overall weight of the device, including the digital ba-
ton, was a potential concern. In her later project, You’re
the Conductor [18] and Virtual Maestro [19], Marrin and
her collaborators developed a gesture recognition system
that was capable of mapping the velocity and the size of
gestures to musical tempos and dynamics. Her approach
has inspired numerous researchers interested in using the
Arduino and accelerometers to measure the body’s move-
ment.

4.3 Use of Machine Learning Approach

In the history of interactive conducting systems, there have
been three main challenges related with machine learn-
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better understanding the rest of the paper.

2.1 Interactive Conducting Systems

By referring to interactive ‘conducting’ systems, our fo-
cus narrows to a subset of interactive systems that use the
breadth of standard, or typical, conducting gestures. Dif-
ferent researchers have defined the term in different ways.
Early pioneers, for example, defined their systems as a
conducting system [5], a music system, a conducting pro-
gram [6], and a conductor follower [7]. In this paper, we
define the term, interactive conducting system, as a system
that is able to capture gestures from a conductor (as a user),
extrapolate expressive contents in the gestures, assign ap-
propriate meaning, and apply that meaning to the control
of sound or other output media. Using such gestures, the
conductor can manipulate a set of parameters interpreted
by the system to produce outputs such as MIDI note/score
playbacks, sound waveforms, and/or visual elements ac-
cording to prescribed mapping strategies.
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Figure 1. Illustration of an interactive conducting system, showing how
conductors can drive a system using conducting gestures.

Figure 1 illustrates how an interactive conducting system
works from our perspective. Note that the term ‘embodied
interaction’ refers to using the perceivable, actionable, and
bodily-experienced (embodied) knowledge of the user in
the proximate environment (interactive system).

2.2 Conducting Gestures and Expressivity

A conductor uses expressive gestures to shape the musical
parameters of a performance, interacting with the orches-
tra to realize the desired musical interpretation. While a
conductor is directing, he or she makes use of diverse, of-
ten idiosyncratic, physical signatures such as facial expres-
sion, arm movement, body posture, and hand shape as seen
in Figure 1. These physical signatures can convey different
types of information simultaneously. Amongst these four
different types of information channels, researchers have
been mainly interested in the use of the hand and arm ges-
tures in referring to conducting gestures, largely because
these are the most standardized elements of the technique.
Theoretically, conducting gestures have been investigated

in linguistics as emblematic and pantomimic gestures ac-
cording to the spectrum of the Kendon’s continuum [8].

Based on this theoretical background, conducting ges-
tures can be understood as a stream of linguistic infor-
mation, which is relatively fixed, and lexicalized. There
is very little variety in conveying specific musical direc-
tion to the others and decoding it from the gestures [9].
This view was addressed in Max Rudolf’s authoritative
conducting textbook [10] where he defined explicit parts
of ‘conducting gestures.’ For example, conducting ges-
tures can be classified into several groups by their intended
effect (musical information) on the performance as done
with baton techniques, which have been used to indicate
the expression of each beat (e.g., legato, staccato, marcato,
and tenuto), while accompanying left hand gestures have
been used to support controlling dynamics, cues, cutoffs
and vice versa.

There is a novel interpretation where the degree of vari-
ation in conducting gestures is used to enhance expression
from the HCI perspective. Different conductors might per-
form the same musical expressions differently under the
grammar of conducting. Therefore, we can consider ex-
pressivity is more associated with how to perform rather
than what to perform.’ Recent empirical research outcomes
claimed that the individual variance or gestural differenti-
ation can be understood as a degree of expression [2] pro-
viding a rich research area. Similarly, Caramiaux et al. [11]
claimed that such differentiation can add “meaningful vari-
ation in the execution of a gesture” in expression-oriented
interactions.

3. METHODOLOGY

3.1 Planning the Review

In this section, we identified the need for a systematic liter-
ature review, and developed a protocol that specifies meth-
ods to conduct data collection and analysis.

• Objective: Analyzing interactive conducting systems
and computational methods used to find the chal-
lenges and opportunities for designing a better inter-
active systems, enabling the of use expressive, multi-
modal inputs.

• Research questions: (1) What types of interfaces have
been designed to capture conducting gestures? (2)
What features and computational methods have been
applied to interpret expressive contents in gestures?
(3) What strategies and techniques have been used to
create effective mappings between these input ges-
tures and applied outputs?

• Research sources: ACM, IEEE, CiteSeerX, Springer-
Link, Computer Music Journal, Journal of New Mu-
sic Research.

• Search strings: Our primary objective focuses on
capturing and extrapolating expressivity from the con-
ducting gestures, so we chose the following search
strings after preliminary searches across the disci-
plines of musicology, psychology, machine learn-
ing, pattern recognition, and HCI studies. The first
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search string focuses on the design of interactive sys-
tem that using conducting gestures. The second fo-
cuses on gesture recognition and analysis of con-
ducting gestures using computational methods. The
third focuses on the application of conducting ges-
tures and movement.

1. conductor and (gesture or movement) and (inter-
face or system) or (orchestra or ensemble) 2. con-
ducting gesture and (expression or expressive ges-
tures) or (recognition or analysis) 3. conducting
gesture and (expression or expressive gestures) or
(visual or sound)

• Language/Time restriction: Any papers published in
English and available in the digital library.

• Inclusion criteria: (I1) Research comprising strate-
gies, methods and techniques for capturing conduct-
ing gesture (conductor’s gesture) and applying the
results to design an interactive system/interface; (I2)
Studies comprising theoretical backgrounds and com-
putational methods to analyze and recognize charac-
teristic aspects of conducting gestures; (I3) Projects
using conducting gestures or conductors? expres-
sions to drive interactive system to generate visuals/
audio.

• Exclusion criteria: (E1) Studies which do not meet
any inclusion criteria; (E2) Studies focusing on con-
ducting gestures using a computational approach but
not related to any design aspect of HCI; (E3) Studies
focusing on qualitative analysis of conducting ges-
tures but not providing any computational methods;
(E4) If two papers, from the same authors published
in the same year, cover the same scope, the older one
was excluded.

3.2 Conducting the Review

After defining a review protocol, we conducted the review.
The data collection started at the beginning of 2015 with
initial searches returning 129 studies with some overlap-
ping results among the sources. After applying the inclu-
sion, exclusion, and quality criteria, 55 papers were se-
lected. The papers were primarily collected from ICMC
(19 papers), ACM (4), IEEE (3), Computer Music Journal
(2) and Journal of New Music Research (2). Other sources
were collected from university data repositories (disserta-
tion/thesis) or other journals.

4. RESULTS

Based on our investigation, we developed six different themes
that have been centered around the history of interactive
conducting systems: pioneers; tangible user interface; ges-
ture recognition/machine learning; sound synthesis; com-
mercial sensors; and visualization.

4.1 The first interactive conducting systems

Early interactive conducting systems design resorted to con-
trol and interaction paradigms of the time. They incor-
porated knobs, 3D joysticks, and keyboards as input de-
vices. However, a series of pioneering explorations con-

sidering Engelbart’s seminal demo [12] was presented in
1968. Mathews [13] described that his desire was to cre-
ate an interface that would be able to connect the computer
to the user as a conductor is connected to the orchestra.
He fed the score information to the computer, which was
paired with user interactions to make dynamic score in-
teractions. Also, he adopted three modes (the score, re-
hearsal, and performance) that reflected the mental model
of conductors. The name, a conducting system, was ex-
plicitly entitled by Buxton later in 1980. In Buxton et
al.’s work [5], improved design considerations in terms of
graphical representation were implemented. Such consid-
erations enabled the user to adjust various musical parame-
ters, such as tempo, articulation, amplitude, richness(timbre),
on the screen through a textual user interface. The user
controlled the parameters by typing numbers or moving
cursors. These systems explored the potential of using
non-conventional modalities and demonstrated how inter-
active conducting systems were being developed.

4.2 Rise of tangible user interface

Tangible interaction design generally encompasses user in-
terfaces and interactions that emphasize “materiality of the
interface; physical embodiment; whole-body interaction;
the embedding of the interface and the users’ interaction
in real spaces and contexts.” [14] Although this period was
right before the explosion of tangible user interface design,
we can see researchers’ design reflecting its philosophy.
From 1979, Mathews and Abbott [15] started designing a
mechanical baton to use as an input device, allowing users
to provide more intuitive input through its use. The ba-
ton was struck by the user with his or her hands or sticks
and required no prior training for use. This tangible in-
terface provided the user with the ability to capture the
mental model of a conductor through the use of his or her
embodied interaction with the machine. The considera-
tion of tangibility and intuitiveness was advanced further
by Keane et al. [16] starting in 1989. They designed a
wired baton, which resembled an ordinary baton but was
augmented with spring wires and an metal ball inside. By
1991, they improved the MIDI baton by adding a wireless
transmitter and expanding the number of MIDI channels
to 16, allowing the control of multiple parameters at the
same time. Marrin et. al’s Conductor’s Jacket [17] further
expanded this interface category. It is a wearable device
that demonstrates the potential power of using EMG sen-
sors, attempting to map expressive features to sections in
the music score. Due to technological limits of this period,
the overall weight of the device, including the digital ba-
ton, was a potential concern. In her later project, You’re
the Conductor [18] and Virtual Maestro [19], Marrin and
her collaborators developed a gesture recognition system
that was capable of mapping the velocity and the size of
gestures to musical tempos and dynamics. Her approach
has inspired numerous researchers interested in using the
Arduino and accelerometers to measure the body’s move-
ment.

4.3 Use of Machine Learning Approach

In the history of interactive conducting systems, there have
been three main challenges related with machine learn-
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ing (ML): data collection, feature generation, and mod-
eling. The first challenge was collecting conducting ges-
tures and assuring the quality of this gestural dataset by re-
moving outliers and smoothing signals. Many researchers
needed to implement physical interfaces to measure the
user’s movement with higher precision. The second chal-
lenge was to find reliable and discriminative features to
extrapolate expressivity from gestures including a dimen-
sionality reduction process. A great deal of research has
adopted kinematic features such as the velocity and accel-
eration to describe the movement. The third challenge was
modeling the temporal dynamics of conducting gestures.
Researchers have used Hidden Markov models (HMM) or
neural networks (ANN) to create such models. Bien et
al.’s work [20] was one of the first to adopt fuzzy logic
to capture the trajectory of a baton in order to determine
the beat. However, they built it based on the IF-THEN
rule-based fuzzy system, not fully exploiting the potentials
of fuzzy logic might have. Lee M. [7], Brecht [21] and
their colleagues brought ANN to address conducting ges-
ture recognition, using the Buchla Lightning baton [22] as
an input device. They trained a two-layer multi perceptron
(MLP) between six different marker points, time, and the
probability of the next beat, using the ANN was adopted to
deal with the local variations in conducting curves. Sawada
et al. [23] [24] and Usa [25] also used ANN and HMM
in their works respectively. In 2001, Garnett and his col-
leagues [26] advanced the algorithm by using distributed
computing via open sound control(OSC), building on the
success of the conductor follower. Kolesnik and Wander-
ley [27] proposed a system that captured conducting ges-
tures using a pair of cameras, analyzing the images using
EyesWeb. They used an HMM to recognize the beat and
amplitude from the right and left hand expressive gestures.
The exploration of ML approaches was accelerated by the
advent of commercial sensors such as the Nintendo’s Wi-
imote and the Microsoft’s depth sensor, the Kinect V1 and
V2. Bradshaw and Ng [28] adopted the Wiimote to an-
alyze conducting gestures whereas other researchers [29]
[30] [31] used the Kinect as an input sensor. Dansereau
et al. [32] captured baton trajectories using a high quality
motion capture devices (Vicon) and analyzed them by ap-
plying an extended Kalman filter as a smoothing method,
using a particle filter for a training. Although the capa-
bility of capturing conducting gestures was advanced over
time, the tracking results suggested that there were a lack
of advancements in the input-output mappings, maintain-
ing basic output parameters such as beat pattern, dynamics,
and volume.

4.4 Sound Synthesis

One of the pioneering projects, GROOVE [13], was de-
signed for “creating, storing, reproducing, and editing func-
tions of time,” for sound synthesis. After that, many re-
searchers put their efforts into developing systems that en-
abled the user to control musical parameters in MIDI scores
and audio files. Their projects allowed users to directly
manipulate musical performances, mapping kinetic move-
ments to sound. Morita et al. [33] began realizing a system
that gave “an improvisational performance in real-time.”
To achieve their goal, they adopted computer vision tech-
nology to track the conductor’s baton. With the system, the

user can manipulate tempo, strength (velocity), start, and
stop of the music. In following work, they extended the
system, adding a data glove to capture additional expres-
sions of hand shapes. From 2001, Borchers et al. [34] pre-
sented a series of “personal orchestra” projects, allowing
the user to control tempo, dynamics, and instrument em-
phasis based on pre-recorded audio files. During the same
period, Murphy et al. [35] and Kolesnik [27] attempted
to implement systems to play time-stretched sound in real
time using a variant of the phase vocoder algorithm. How-
ever, computing power was not sufficient to guarantee syn-
chronous audio and video playback, so video or audio play-
back module were dealt with independently. In this re-
gard, Lee and his colleagues’ work had significantly con-
tributed to addressing these problems. He described his
concept as semantic time [36], aiming to allow the user
to perform time-stretching without substantially losing or
distorting the original information. He applied the tech-
nique to multiple projects: conga, You’re conductor and
iSymphony [37] [18]

4.5 Advent of commercial sensors

Until the 2000’s, many researchers investigated a conduc-
tor’s gestures by attaching customized sensors to body parts
or analyzing motion in a lab context to acquire the high-
est quality of datasets. However, the advent of relatively
cheap and robust sensors, such as Nintendo Wiimote and
Microsoft Kinect, led researchers to a different approach.
Nintendo introduced the Wiimote in late 2006 as an ad-
vanced input device incorporating a 3-axes accelerometer
and infrared sensor. It supported the Bluetooth protocol for
communication. Microsoft Kinect, which was presented in
2009 for V1 and 2014 for V2, was featured an RGB cam-
era, depth sensor, and a microphone array. One of the pri-
mary reason for adopting commercial sensors is that they
are less expensive, non-invasive, yet powerful and can be
used in general contexts which accelerates the data col-
lection and iterative design process. By the year of 2000,
many research projects had been designed to use these sen-
sors. Bradshaw and Ng [28] used multiple Wiimotes to
capture 3D acceleration data of conducting gestures. They
attempted to extract information and use the parameters
to change tempo and dynamic then feed them back to the
user using several appropriate methods including sonifi-
cation, visualization and haptics (i.e vibration in the con-
troller). Toh et al. [29] designed an interactive conducting
system using the Kinect V1, allowing the user to control
tempo, volume, and instrument emphasis. It was also one
of the first attempts at using a body posture for control in-
formation. Rosa et al. [30] designed another system that
allowed the user to conduct a virtual orchestra, controlling
the tempo, the overall dynamics, and the specific volume
levels for sets of instruments in the orchestra.

4.6 Visualization of expressivity

Unlike the other advancements in the history of design-
ing interactive conducting systems, little attention has been
paid to visualizing the dynamics of conducting gestures
and its expressivity. The uncharted territory is challeng-
ing due to: 1) the concrete conceptual model that lead re-
searchers to understand the qualitative aspect of conduct-
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ing gestures. 2) the feature generation and recognition
methods to analyze and extract expressivity from the move-
ments. Nevertheless, there were several attempts to visu-
alize some dimensions of conducting gestures. One of the
early attempts was made in Garnett et al.’s project [38],
Virtual Conducting Practice Environment. They visual-
ized the four beats in 4/4 beat pattern and the horizon-
tal line representing the beat plane. In 2000, Segen and
Gluckman [39] presented their project, Visual Interface for
Conducting Virtual Orchestra, at SIGGRAPH. While the
MIDI sequencer was playing an orchestral score, the user
was able to adjust its tempo and volume. 3D human mod-
els were rendered and animated, that follow pre-designed
movements and choreography, based on the tempo set. Bos
et al. [40] implemented the virtual conductor system that
conducted music specified by a MIDI file to human per-
formers. It received input from a microphone, respond-
ing to the tempo of the musicians. This was the first use
of a virtual agent to direct other human agents instead of
being controlled by the user. Recently, Lee et al. [41] cre-
ated an interactive visualization to represent expressivity of
the conducting gestures. They adopted Laban Movement
Analysis to parameterize expressivity. The visualization
received an input video stream and was driven by expres-
sive motion parameters extracted from the user gestures,
rendering particle graphics.

5. IMPLICATIONS

Based on the synthesis of the survey, we drew three im-
plications for future design works. These implications re-
flect the current trend of designing WBI/NUI paradigm
based on Norman and van Dam’s note. Norman proposed
that designers could improve user performance by map-
ping knowledge in the world to expected knowledge in
the user’s mind [42]. van Dam suggested that the ideal
user interface “would let us perform our tasks without be-
ing aware of the interface as the intermediary.” [43] Upon
consideration, the future of interactive conducting systems
should consider the three core elements one step further: 1)
naturalness which is allowing a multi-limbed and multi-
modal interaction; 2) intuitiveness which is enabling em-
bodied interaction; 3) expressiveness which is inspiring the
user’s creative tasks through transmodal feedbacks. We de-
scribe each implication in more detail.

5.1 For Being Natural

Amongst several definitions, we can define being natural in
our context as a sensing technique for having more holistic
forms of inputs that allow the user to use multi-limbed and
multi-modal interaction. With advanced sensing mecha-
nisms, we witnessed that new forms of ‘natural’ input have
arisen to replace traditional WIMP based mechanisms. With
machine learning techniques, the whole-body interaction
can make the best use of our embodied abilities and real
world knowledge [44]. However, our analysis results sug-
gest that we need to explore other techniques to extrapo-
late expressivity in conducting gestures revealed not only
through movement, but also through facial expressions, mus-
cles tensions, or brain activities. Because current mod-
els and sensors are not sensitive enough to extrapolate af-
fective or cognitive states from subtle gestures (external

cues) that represent the internal cognitive or affective state
indirectly [45]. In addition to sensing external cues, we
can consider adopting Brain-Computer Interfaces (BCI) to
capture significant insight from the users’ emotional state
more directly. By adopting BCIs, we can utilize rich in-
formation not only to operate a set of commands with the
user’s brain activity instead of using motor movements but
also to provide more natural ways of controlling interfaces.
For example, recalling a pleasant moment could be rec-
ognized and interpreted as expression parameters to con-
trol the system in the highest possible natural and intuitive
manner.

5.2 For Being Intuitive

Raskin [46] argued that an ‘intuitive’ interactive system
should work in a similar way that the user does without
pre-training or rational thought. He suggested that a user
interface could incorporate intuitiveness by designing to-
wards (even identically) something the user already knows.
In the history of the interactive conducting systems, nu-
merous researchers have designed tangible interfaces and
created visualizations that resembled the real-world con-
text of conductors to keep their mental model as similar
as possible developed under the term of intuitive design.
We propose to put more consideration on embodied in-
teraction in the design process. A growing body of re-
search in the understanding body-mind linkages has sup-
ported this claim, explaining how abstract concepts and
ideas can become closely tied to the bodily experiences of
sensations and movements. In the HCI fields, Höök [47]
provided evidence of how “our corporeal bodies in inter-
action can create strong affective experiences.” It is ex-
pected that the embodied interaction design approach will
improve the overall user experience and the performance
of conducting machines. As Norman [48] noted, designers
can improve user performance with the interactive system
by providing a better mapping knowledge from the world
(determined by system design) to expected knowledge in
the user’s head.

5.3 For Being Expressive

Dobrian claims [49], musical instruments or interfaces can-
not be expressive as they do not have anything to express
until the user commands what to express and how to ex-
press it. However, we observed a great deal of ideas uti-
lizing computers as a vehicle to transmit a conductor’s ex-
pressiveness to the machine and to the audience in the his-
tory. Researchers have explored a variety of ways to quan-
tify conductors’ gesture and to transform the significance
of expressivity into a mental musical representation. The
exploration can be interpreted as a journey of designing
creativity support tools in the music domain as we saw with
many researchers experimenting with scores composed in
a MIDI or waveforms producing the different quality of
sound in their evaluation process. Our analysis demon-
strated that only very few visual explorations were made
through the history of interactive conducting, and further
exploration is rich with opportunity. In this context, the
concept of metacognition gives us evidence to consider
adoption since it explains how our cognitive system evalu-
ates and monitors our own thinking processes and knowl-
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ing (ML): data collection, feature generation, and mod-
eling. The first challenge was collecting conducting ges-
tures and assuring the quality of this gestural dataset by re-
moving outliers and smoothing signals. Many researchers
needed to implement physical interfaces to measure the
user’s movement with higher precision. The second chal-
lenge was to find reliable and discriminative features to
extrapolate expressivity from gestures including a dimen-
sionality reduction process. A great deal of research has
adopted kinematic features such as the velocity and accel-
eration to describe the movement. The third challenge was
modeling the temporal dynamics of conducting gestures.
Researchers have used Hidden Markov models (HMM) or
neural networks (ANN) to create such models. Bien et
al.’s work [20] was one of the first to adopt fuzzy logic
to capture the trajectory of a baton in order to determine
the beat. However, they built it based on the IF-THEN
rule-based fuzzy system, not fully exploiting the potentials
of fuzzy logic might have. Lee M. [7], Brecht [21] and
their colleagues brought ANN to address conducting ges-
ture recognition, using the Buchla Lightning baton [22] as
an input device. They trained a two-layer multi perceptron
(MLP) between six different marker points, time, and the
probability of the next beat, using the ANN was adopted to
deal with the local variations in conducting curves. Sawada
et al. [23] [24] and Usa [25] also used ANN and HMM
in their works respectively. In 2001, Garnett and his col-
leagues [26] advanced the algorithm by using distributed
computing via open sound control(OSC), building on the
success of the conductor follower. Kolesnik and Wander-
ley [27] proposed a system that captured conducting ges-
tures using a pair of cameras, analyzing the images using
EyesWeb. They used an HMM to recognize the beat and
amplitude from the right and left hand expressive gestures.
The exploration of ML approaches was accelerated by the
advent of commercial sensors such as the Nintendo’s Wi-
imote and the Microsoft’s depth sensor, the Kinect V1 and
V2. Bradshaw and Ng [28] adopted the Wiimote to an-
alyze conducting gestures whereas other researchers [29]
[30] [31] used the Kinect as an input sensor. Dansereau
et al. [32] captured baton trajectories using a high quality
motion capture devices (Vicon) and analyzed them by ap-
plying an extended Kalman filter as a smoothing method,
using a particle filter for a training. Although the capa-
bility of capturing conducting gestures was advanced over
time, the tracking results suggested that there were a lack
of advancements in the input-output mappings, maintain-
ing basic output parameters such as beat pattern, dynamics,
and volume.

4.4 Sound Synthesis

One of the pioneering projects, GROOVE [13], was de-
signed for “creating, storing, reproducing, and editing func-
tions of time,” for sound synthesis. After that, many re-
searchers put their efforts into developing systems that en-
abled the user to control musical parameters in MIDI scores
and audio files. Their projects allowed users to directly
manipulate musical performances, mapping kinetic move-
ments to sound. Morita et al. [33] began realizing a system
that gave “an improvisational performance in real-time.”
To achieve their goal, they adopted computer vision tech-
nology to track the conductor’s baton. With the system, the

user can manipulate tempo, strength (velocity), start, and
stop of the music. In following work, they extended the
system, adding a data glove to capture additional expres-
sions of hand shapes. From 2001, Borchers et al. [34] pre-
sented a series of “personal orchestra” projects, allowing
the user to control tempo, dynamics, and instrument em-
phasis based on pre-recorded audio files. During the same
period, Murphy et al. [35] and Kolesnik [27] attempted
to implement systems to play time-stretched sound in real
time using a variant of the phase vocoder algorithm. How-
ever, computing power was not sufficient to guarantee syn-
chronous audio and video playback, so video or audio play-
back module were dealt with independently. In this re-
gard, Lee and his colleagues’ work had significantly con-
tributed to addressing these problems. He described his
concept as semantic time [36], aiming to allow the user
to perform time-stretching without substantially losing or
distorting the original information. He applied the tech-
nique to multiple projects: conga, You’re conductor and
iSymphony [37] [18]

4.5 Advent of commercial sensors

Until the 2000’s, many researchers investigated a conduc-
tor’s gestures by attaching customized sensors to body parts
or analyzing motion in a lab context to acquire the high-
est quality of datasets. However, the advent of relatively
cheap and robust sensors, such as Nintendo Wiimote and
Microsoft Kinect, led researchers to a different approach.
Nintendo introduced the Wiimote in late 2006 as an ad-
vanced input device incorporating a 3-axes accelerometer
and infrared sensor. It supported the Bluetooth protocol for
communication. Microsoft Kinect, which was presented in
2009 for V1 and 2014 for V2, was featured an RGB cam-
era, depth sensor, and a microphone array. One of the pri-
mary reason for adopting commercial sensors is that they
are less expensive, non-invasive, yet powerful and can be
used in general contexts which accelerates the data col-
lection and iterative design process. By the year of 2000,
many research projects had been designed to use these sen-
sors. Bradshaw and Ng [28] used multiple Wiimotes to
capture 3D acceleration data of conducting gestures. They
attempted to extract information and use the parameters
to change tempo and dynamic then feed them back to the
user using several appropriate methods including sonifi-
cation, visualization and haptics (i.e vibration in the con-
troller). Toh et al. [29] designed an interactive conducting
system using the Kinect V1, allowing the user to control
tempo, volume, and instrument emphasis. It was also one
of the first attempts at using a body posture for control in-
formation. Rosa et al. [30] designed another system that
allowed the user to conduct a virtual orchestra, controlling
the tempo, the overall dynamics, and the specific volume
levels for sets of instruments in the orchestra.

4.6 Visualization of expressivity

Unlike the other advancements in the history of design-
ing interactive conducting systems, little attention has been
paid to visualizing the dynamics of conducting gestures
and its expressivity. The uncharted territory is challeng-
ing due to: 1) the concrete conceptual model that lead re-
searchers to understand the qualitative aspect of conduct-
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ing gestures. 2) the feature generation and recognition
methods to analyze and extract expressivity from the move-
ments. Nevertheless, there were several attempts to visu-
alize some dimensions of conducting gestures. One of the
early attempts was made in Garnett et al.’s project [38],
Virtual Conducting Practice Environment. They visual-
ized the four beats in 4/4 beat pattern and the horizon-
tal line representing the beat plane. In 2000, Segen and
Gluckman [39] presented their project, Visual Interface for
Conducting Virtual Orchestra, at SIGGRAPH. While the
MIDI sequencer was playing an orchestral score, the user
was able to adjust its tempo and volume. 3D human mod-
els were rendered and animated, that follow pre-designed
movements and choreography, based on the tempo set. Bos
et al. [40] implemented the virtual conductor system that
conducted music specified by a MIDI file to human per-
formers. It received input from a microphone, respond-
ing to the tempo of the musicians. This was the first use
of a virtual agent to direct other human agents instead of
being controlled by the user. Recently, Lee et al. [41] cre-
ated an interactive visualization to represent expressivity of
the conducting gestures. They adopted Laban Movement
Analysis to parameterize expressivity. The visualization
received an input video stream and was driven by expres-
sive motion parameters extracted from the user gestures,
rendering particle graphics.

5. IMPLICATIONS

Based on the synthesis of the survey, we drew three im-
plications for future design works. These implications re-
flect the current trend of designing WBI/NUI paradigm
based on Norman and van Dam’s note. Norman proposed
that designers could improve user performance by map-
ping knowledge in the world to expected knowledge in
the user’s mind [42]. van Dam suggested that the ideal
user interface “would let us perform our tasks without be-
ing aware of the interface as the intermediary.” [43] Upon
consideration, the future of interactive conducting systems
should consider the three core elements one step further: 1)
naturalness which is allowing a multi-limbed and multi-
modal interaction; 2) intuitiveness which is enabling em-
bodied interaction; 3) expressiveness which is inspiring the
user’s creative tasks through transmodal feedbacks. We de-
scribe each implication in more detail.

5.1 For Being Natural

Amongst several definitions, we can define being natural in
our context as a sensing technique for having more holistic
forms of inputs that allow the user to use multi-limbed and
multi-modal interaction. With advanced sensing mecha-
nisms, we witnessed that new forms of ‘natural’ input have
arisen to replace traditional WIMP based mechanisms. With
machine learning techniques, the whole-body interaction
can make the best use of our embodied abilities and real
world knowledge [44]. However, our analysis results sug-
gest that we need to explore other techniques to extrapo-
late expressivity in conducting gestures revealed not only
through movement, but also through facial expressions, mus-
cles tensions, or brain activities. Because current mod-
els and sensors are not sensitive enough to extrapolate af-
fective or cognitive states from subtle gestures (external

cues) that represent the internal cognitive or affective state
indirectly [45]. In addition to sensing external cues, we
can consider adopting Brain-Computer Interfaces (BCI) to
capture significant insight from the users’ emotional state
more directly. By adopting BCIs, we can utilize rich in-
formation not only to operate a set of commands with the
user’s brain activity instead of using motor movements but
also to provide more natural ways of controlling interfaces.
For example, recalling a pleasant moment could be rec-
ognized and interpreted as expression parameters to con-
trol the system in the highest possible natural and intuitive
manner.

5.2 For Being Intuitive

Raskin [46] argued that an ‘intuitive’ interactive system
should work in a similar way that the user does without
pre-training or rational thought. He suggested that a user
interface could incorporate intuitiveness by designing to-
wards (even identically) something the user already knows.
In the history of the interactive conducting systems, nu-
merous researchers have designed tangible interfaces and
created visualizations that resembled the real-world con-
text of conductors to keep their mental model as similar
as possible developed under the term of intuitive design.
We propose to put more consideration on embodied in-
teraction in the design process. A growing body of re-
search in the understanding body-mind linkages has sup-
ported this claim, explaining how abstract concepts and
ideas can become closely tied to the bodily experiences of
sensations and movements. In the HCI fields, Höök [47]
provided evidence of how “our corporeal bodies in inter-
action can create strong affective experiences.” It is ex-
pected that the embodied interaction design approach will
improve the overall user experience and the performance
of conducting machines. As Norman [48] noted, designers
can improve user performance with the interactive system
by providing a better mapping knowledge from the world
(determined by system design) to expected knowledge in
the user’s head.

5.3 For Being Expressive

Dobrian claims [49], musical instruments or interfaces can-
not be expressive as they do not have anything to express
until the user commands what to express and how to ex-
press it. However, we observed a great deal of ideas uti-
lizing computers as a vehicle to transmit a conductor’s ex-
pressiveness to the machine and to the audience in the his-
tory. Researchers have explored a variety of ways to quan-
tify conductors’ gesture and to transform the significance
of expressivity into a mental musical representation. The
exploration can be interpreted as a journey of designing
creativity support tools in the music domain as we saw with
many researchers experimenting with scores composed in
a MIDI or waveforms producing the different quality of
sound in their evaluation process. Our analysis demon-
strated that only very few visual explorations were made
through the history of interactive conducting, and further
exploration is rich with opportunity. In this context, the
concept of metacognition gives us evidence to consider
adoption since it explains how our cognitive system evalu-
ates and monitors our own thinking processes and knowl-
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edge content [50]. Research findings showed that the metacog-
nitive feeling of knowing, so-called confidence, can help
the users to associate possible ideas together, guiding the
users to a path to accomplish the goal [51].

6. CONCLUSION AND FUTURE WORK

We found that numerous interactive conducting systems
had been researched and implemented over forty years re-
flecting the emerging technologies and paradigms from the
HCI. Interactive conducting systems explore numerous, dif-
ferent approaches to making the best use of expressivity in
conducting gestures from different perspectives; the kine-
matics of conducting gestures associated with tracking beats;
the recognition of particular types of conducting gestures
including articulation styles; and mapping for music con-
trol or synthesis. The interactive conducting systems were
also developed and evaluated for various purposes such as
performance, pedagogy, and scientific research prototypes
to validate theory or algorithms. With three design im-
plications, we can imagine the possible interactive system
scenarios such as: 1) ‘a machine symphony’ which en-
ables the conductors (the users) to lead a full-size orches-
tra made of 70-100 high quality virtual instruments based
on MIDI scores; 2) ‘an augmented ensemble’ which visu-
alizes expressivity in the conductors’ movement through
augmented/mixed reality technology; and 3) ’a pedagogi-
cal agent’ that helps the users’ embodied learning process
for basic components of conducting gestures such as beat
patterns and articulations styles.
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edge content [50]. Research findings showed that the metacog-
nitive feeling of knowing, so-called confidence, can help
the users to associate possible ideas together, guiding the
users to a path to accomplish the goal [51].

6. CONCLUSION AND FUTURE WORK

We found that numerous interactive conducting systems
had been researched and implemented over forty years re-
flecting the emerging technologies and paradigms from the
HCI. Interactive conducting systems explore numerous, dif-
ferent approaches to making the best use of expressivity in
conducting gestures from different perspectives; the kine-
matics of conducting gestures associated with tracking beats;
the recognition of particular types of conducting gestures
including articulation styles; and mapping for music con-
trol or synthesis. The interactive conducting systems were
also developed and evaluated for various purposes such as
performance, pedagogy, and scientific research prototypes
to validate theory or algorithms. With three design im-
plications, we can imagine the possible interactive system
scenarios such as: 1) ‘a machine symphony’ which en-
ables the conductors (the users) to lead a full-size orches-
tra made of 70-100 high quality virtual instruments based
on MIDI scores; 2) ‘an augmented ensemble’ which visu-
alizes expressivity in the conductors’ movement through
augmented/mixed reality technology; and 3) ’a pedagogi-
cal agent’ that helps the users’ embodied learning process
for basic components of conducting gestures such as beat
patterns and articulations styles.
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