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Abstract

A/B tests are often required to be con-
ducted on subjects that might have social
connections. For e.g., experiments on so-
cial media, or medical and social interven-
tions to control the spread of an epidemic.
In such settings, the SUTVA assumption for
randomized-controlled trials is violated due
to network interference, or spill-over effects,
as treatments to group A can potentially also
affect the control group B. When the under-
lying social network is known exactly, prior
works have demonstrated how to conduct
A/B tests adequately to estimate the global
average treatment effect (GATE). However,
in practice, it is often impossible to obtain
knowledge about the exact underlying net-
work. In this paper, we present UNITE: a
novel estimator that relax this assumption
and can identify GATE while only relying
on knowledge of the superset of neighbors for
any subject in the graph. Through theoret-
ical analysis and extensive experiments, we
show that the proposed approach performs
better in comparison to standard estimators.

1 INTRODUCTION

A/B tests, a form of randomized control trials, are
the gold-standard in evaluating the impact of inter-
ventions, whether it be a new policy (Papadogeorgou
et al., 2020) or a medical treatment (Antman et al.,
1992), or experimentation in the digital world (Siro-
ker and Koomen, 2015). A/B tests allow estimation of
the treatment effect by ensuring that treatment (group
A) and control (group B) assignments are made inde-
pendently of other variables, including potentially un-
known ones. The outcomes from the two groups are
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compared to determine the effect of treatment on a
desired metric, such as health, clicks, or revenue.

However, in many scenarios, several assumptions re-
quired for the A/B testing protocol are violated. Par-
ticularly, in many large-scale experiments, there might
exist an underlying social network through which the
exposures to the treatment group might also affect
the subjects in the control group. Consider the ex-
ample of social network choosing a new algorithm to
deploy for user content recommendation. Evaluating
the effectiveness of a single algorithm can be challeng-
ing as any content (e.g., music, news, travel sugges-
tions) recommended to a user in the treatment group
might get shared with, and thus affect, another user
in the control group if the two users have a social con-
nection (Brennan et al., 2022; Pouget-Abadie et al.,
2017), (Wong, 2020; Kusner et al., 2016). If the social
network wants to evaluate the effectiveness of shift-
ing to the newer algorithm, it wants to evaluate the
GATE effect (where all units are provided the new
treatment). However, if one ignores the effect of the
these interactions, we might underestimate the effect
of a new algorithm, as users getting recommendations
from the older algorithm are still getting exposed to
the newer algorithm indirectly. Other situations where
this problem can manifest itself are:

(A) Privacy protection: To protect user’s privacy,
digital services may not be able to use cookies or other
trackers for user identification (Shankar et al., 2023b).
This can be problematic as users often access a digi-
tal service through multiple devices. For instance, if
a device is assigned to be in the treatment group and
another device in the control group, then the outcomes
on those devices may not be independent if those de-
vices are used by a common user.

(B) Epidemic control: Herd immunity is a phe-
nomenon, whereby the virtue of a sufficiently large
vaccinated/treated group the entire community gains
immunity against a disease. Thus, the outcomes of
the treated might be similar to the outcomes of the
control, thereby leading to bias in the treatment effect
estimate, if the community effect is not adequately ac-
counted for (Randolph and Barreiro, 2020; Fine, 1993).
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This phenomenon of treatment to one unit affect-
ing outcomes for other units is known as interfer-
ence (Hudgens and Halloran, 2008; LeSage and Pace,
2009). While interference-aware methods for treat-
ment effect estimation exist, they often require knowl-
edge of the interference structure (Ogburn et al.,
2017; Leung, 2020). However, in practice, it can be
challenging or impossible to obtain the exact net-
work structure for post-experimentation analysis using
these interference-aware methods as well. Thus the
scenarios mentioned above introduce a new challenge,
necessitating the estimation of treatment effects from
an uncertain or a partial view of interference structure.

Contributions. We focus on the challenge of treat-
ment effect estimation in the presence of interference.
We consider the setting where there is an interaction
graph among subjects, and interference emanates from
‘neighboring’ subjects. Compared to prior work, our
focus is on scenarios where the exact neighborhood in-
formation is unavailable.

Our key contribution is to develop a method that iden-
tifies the Global Average Treatment Effect (GATE) us-
ing access to only the knowledge of a superset of these
interfering units, which is relatively easier to obtain
in practice (e.g., using geographic locality). Further-
more our estimator’s variance matches the mini-max
optimal lower bound on MSE (Ugander et al., 2013;
Yu et al., 2022) suggesting the theoretical efficiency of
our estimate. Our paper not only establishes the theo-
retical validity of our estimator but also substantiates
its practical efficacy through extensive experiments on
both simulated and real-world datasets.

2 RELATED WORK

Network interference is a well studied topic in causal
inference literature, with a variety of methods pro-
posed for the problem. These often use varied set of as-
sumptions about the exposure function (Aronow et al.,
2017; Auerbach and Tabord-Meehan, 2021; Li et al.,
2021; Viviano, 2020) and interference neighborhoods
(Bargagli-Stoffi et al., 2020; Bhattacharya et al., 2020;
Sussman and Airoldi, 2017a; Ugander et al., 2013).
Similar to these proposals, our approach also relies on
imposing some structure to the form of network inter-
ference. A common assumption is that the network
effects is linear with respect to a known functional of
the neighbour treatments(Basse and Airoldi, 2018; Cai
et al., 2015; Chin, 2019; Gui et al., 2015; Parker et al.,
2017; Toulis and Kao, 2013).

Another common assumption is an exposure repre-
sented as the (weighted) proportion of either the
neighboring units that have received treatment (Eck-

les et al., 2017; Toulis and Kao, 2013), or the count
of neighboring units that have undergone treatment
(Ugander et al., 2013). Frequently, a normalized ex-
posure assumption is also applied, ensuring that for
all units the net exposure is in [−1, 1], where the ex-
tremes of −1/1 represent the unit being in control/
treatment group respectively (Leung, 2016). Such set-
tings within the context of bipartite interference have
been explored by researchers such as Pouget-Abadie
et al. (2017), Pouget-Abadie et al. (2019), and Bren-
nan et al. (2022). Furthermore, when the exposure
model is known, various cluster randomized designs
have been proposed for variance reduction in the es-
timate (Eckles et al., 2017; Gui et al., 2015; Pouget-
Abadie et al., 2019). The key limitation of these meth-
ods is that one needs both the exact network structure
and exposure model to compute the correct neighbor-
hood statistics.

Recently, some methods have been proposed based on
multiple measurements which can address interference
without knowing the network (Shankar et al., 2023b;
Cortez et al., 2022; Yu et al., 2022). These methods
use a multiple-trial approach for estimating treatment
effect. Assuming stationarity i.e. that the outcomes
do not vary between the trials, multiple trials sim-
plify GTE estimation by providing access to both the
factual and counterfactual outcome. However, under
non-stationarity (e.g. seasonal effects) their estimator
is not valid. Moreover, such a model is unrealistic for
our motivating use case of continuous optimization.
Finally, in the more general setting, conducting mul-
tiple trials itself is fundamentally impossible (Shankar
et al., 2023a). As such, we want to develop a method
which can work with observational data from a single
RCT.

Other works on treatment effect estimation under un-
certain or mis-measured data include those focused on
sensitivity analysis (Liu et al., 2013; Richardson et al.,
2014; Veitch and Zaveri, 2020; Dorie et al., 2016) or
on trying to identify confounders (Ranganath and Per-
otte, 2018; D’Amour, 2019; Wang and Blei, 2019; Miao
et al., 2020). Yadlowsky et al. (2018) propose a loss-
minimization approach that quantifies bounds on the
conditional average treatment effect (CATE). They fo-
cus on analysis of errors in outcomes, confounder mod-
els, etc. but not on error in the interference graph.

3 UNITE

In this section, we first formalize the treatment ef-
fect estimation problem with uncertainty about the
interference graph. We then present the assumptions
that underlie our method. Finally, we describe our es-
timation method called UNITE (Uncertain Network
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True neighbors (unknown)

Superset of neighbors (e.g., by geo-location) for
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Figure 1: Z = 1 denotes to units in the treatment group and Z = 0 denotes units in the control group. (a)
Standard A/B testing where there is no interaction between the treatment and the control units.(b) Network
interference due to (unknown) interaction between the units. (c)We do not assume access to the exact underlying
interaction graph. Instead, we consider a practically feasible assumption where only a superset of neighbors for
any node is available.

Interference Aware Treatment-effect Estimator), and
present theoretical results about the method.

3.1 Notation and Assumptions

Let there be n units in the population, Z be the treat-
ment assignment vector of the entire population, Z de-
note the set of possible treatment assignments, e.g., for
binary treatments Z = {0, 1}n. We use the Neyman
potential outcome framework (Neyman, 1923; Rubin,
1974), and let Yi(z) denote the potential outcome of
the i-th for z ∈ Z.

Observations are made only at the unit level and are
denoted as Yi for unit i. Note that multiple units might
have a common factor influencing them. For example,
if the units are users, their choice can be influenced
not only by their experience on a website, but also
by the experience of their social circle. Similarly, for
a user using multiple devices, their behaviour at one
device can be influenced by the treatment at the other
device. As such the potential outcome at unit i need
not depend only on its own treatment assignment but
also on other treatments allocated to its neihgbours.
This is a violation of the SUTVA assumption (Cox,
1958; Hudgens and Halloran, 2008); and is commonly
called interference or spillover.

The dependence between unit level outcomes, can be
encoded with its adjacency matrix A ∈ Rn×n, with
Aij = 1 only if treatment at unit j can influence
outcomes at unit i ( e.g. if units j is a friend of
unit i or if i and j are used by the same user). Let
Ni = {j : Aij = 1} be the set of neighbors of device
i, where by convention we include the self node i.e.
Aii = 1. We assume that the outcomes depend on the
total treatments received by a unit through the graph.

This implies that the interference at a device is limited
to its immediate neighbours in the graph (i.e. SUTVA
holds at the network level).

If zi = z′i and zj = z′j ∀j ∈ Ni, then Yi(z) = Yi(z
′).

The desired causal effect (GATE) is the mean differ-
ence between the outcomes when z = 1⃗ (i.e.,∀i, zi =
1) and when z = 0⃗ (i.e.,∀i, zi = 0). Under the afore-
mentioned notations, GATE is given by:

τ (⃗1, 0⃗) =
1

n

n∑
i=1

Yi(⃗1)−
1

n

n∑
i=1

Yi(⃗0) (1)

To estimate τ (⃗1, 0⃗), we consider the following assump-
tions, that can broadly categorized under the following
three categories.

(I) Partial Graph: If the true graph is known,
prior works have provided an estimate of τ (⃗1, 0⃗) (Hud-
gens and Halloran, 2008; Halloran and Hudgens, 2016).
However, access to A is not possible in many settings.
Therefore, we will assume that the exact graph A is
not known. Instead, we assume access to a model
M which provides constraints on A. Specifically, we
assume M can be queried for a node i to obtain a
superset Mi ⊇ Ni of the true neighborhood.

In our use case of experimenting with social graphs, a
superset of neighbors can be obtained in various ways:
if the user has given cookie permissions, or from some
existing user model for identity linking, or even from
something as basic as geo-location and ip addresses.
This provides a significant practical advantage over the
prior methods that necessitate knowledge of the exact
neighborhood.
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(II) Linear Additive Structure: Randomized ex-
periments with interference (even with neighbourhood
interference) can be difficult to analyze since the num-
ber of potential outcome functions for unit i may be
2|Ni|. This exponential growth in number of neigh-
bours |Ni| is problematic in comparison to the SUTVA
case where there are only two outcome functions, irre-
spective of |Ni|. Therefore, the literature on network
interference often restricts the set of potential outcome
functions. (Eckles et al., 2017; Toulis and Kao, 2013;
Sussman and Airoldi, 2017a). We follow a similar ap-
proach and let the outcome model be

Yi(z) = ci +
∑
j∈Ni

ci,jI[zj = 1] + ε (A1)

where ε is an independent zero mean noise. Un-
der this assumption, GATE is given by τ (⃗1, 0⃗) =
1
n

∑
i

∑
j∈Ni

cij . We consider this linear model to ex-
plain the core idea of our estimator. In Section 3.4
we consider the generalized setting where Yi can be a
non-linear function.

(III) We also make the following assumptions that
are standard for the treatment effect and causal in-
terference (Pearl, 2009; Hudgens and Halloran, 2008;
Spirtes, 2010):

Network Ignorability: Y (z)⊥⊥Z ∀z (A2)

Positivity: P (z|X) > 0 ∀z (A3)

Consistency: Yi = Yi(z) if Z = z (A4)

Since we are in a A/B testing scenario, there do not
exist any confounders. Moreover positivity is easily
ensured by choosing a good randomization scheme.
Hence the assumptions A2-4 are naturally satisfied.

3.2 Estimation

One of the most popular estimators for causal inference
is the Horvitz-Thompson (HT) estimator (Horvitz and
Thompson, 1952). If the graph is known and when
all treatment decisions are independent Bernoulli vari-
ables with probability p, an estimate τHT of GATE
using HT estimator can be obtained as the following:

τHT =
1

n

∑
i

Yi

∏
j∈Ni

zj
p

−
∏
j∈Ni

(1− zj)

(1− p)

 . (2)

However, using τHT is practically infeasible because
of the exponentially high variance. To observe the
cause of high variance, consider that the graph A is
a k-regular graph and p = 0.5. In such a case, the
probability that any given node i is exposed to only
treatment or control group nodes in the treatment or
control group is 1/2k. This falls off rapidly with k, re-
quiring large graphs for even modest k. For example,

with k = 20, we need a graph of the order of a million
nodes for the HT estimate to even have a meaning-
ful value. This problem of the HT-estimate is further
compounded when the graph A is not exactly known.

This raises a natural question: can the structure of the
problem be exploited to reduce variance?

In the following, we show how the structure in A1
can be leveraged to simultaneously address both the
challenges: a) high variance of τHT and b) incomplete
knowledge of the graphA. We will first present a basic
estimator, which we would then improve via incorpo-
rating ideas from self-normalized estimators (Thomas
and Brunskill, 2017) and doubly-robust estimation
(Chernozhukov et al., 2018).

3.3 Variance Reduced Estimation

We first have a look at how assumption A1 affects
τHT. Substituting A1 in 2, τHT can be expressed as

1

n

∑
i

ci + ∑
j∈Ni

ci,jI[zj = 1]

 ∏
k∈Ni

zk
p

−
∏

k∈Ni

(1− zk)

(1− p)

 .

Now observe that as allocation at each unit is inde-
pendent, for any functions g and h: E[h(zi)g(zj)] =
E[h(zi)]E[g(zj)]. Furthermore, as E[zk/p] = E[(1 −
zk)/(1 − p)] = 1, we can ignore all the ratio terms
for k ̸= j (see Appendix D for a complete derivation).
Therefore, τHT can be simplified as

E[τHT] =
1

n

∑
i

E

[ci + ∑
j∈Ni

ci,jI[zj = 1]]

(
zj
p

− (1− zj)

(1− p)

) ,

which is a linear combination of in the terms zj/p and
(1 − z)/(1 − p). However, while this avoids the root
cause of high variance (the product of the ratios), this
expression cannot be computed from only the graph
and observed outcomes Yi.

To resolve this problem, we will rewrite the ear-
lier expression in terms of Yi. Observe that since
zj⊥⊥zi ∀i ̸= j, we can add terms of the form

zi

(
zj
p − 1−zj

1−p

)
with i ̸= j without changing the ex-

pected value. Adding in such terms to include every
node in Mi, we get

E[τHT] =
1

n

∑
i

E

ci +
∑

j∈Ni

ci,j I[zj = 1]

 ∑
k∈Mi

zk

p
−

(1 − zk)

(1 − p)



which motivates the following estimator:

τ̂Lin =
1

n

∑
i

Yi

∑
j∈Mi

(
zj
p

− (1− zj)

(1− p)

)
. (3)

Theorem 1. Under A1-4, and assuming Mi ⊇ Ni,
τ̂Lin is an unbiased and consistent estimate of τ (⃗1, 0⃗),

i.e., E[τ̂Lin] = τ (⃗1, 0⃗), and τ̂Lin
a.s.−→ τ (⃗1, 0⃗).
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Remark 1. Observe that both 2 and 3 are linear com-
binations of outcomes Yi but the weights are different.
While τHT uses weights that involve products over the
true neighbors Ni of a node, τ̂Lin use weights that are
summed over a superset of neighbors Mi. This allows
a drastic reduction in variance.

Remark 2. τ̂Lin is unbiased under the structural as-
sumption A1, but τHT is unbiased irrespective. Intu-
itively, variance is traded-off with the identifiability of
τ using the structural form of interference.

Self-Normalization While τ̂Lin can drastically re-
duce variance compared to τHT, it can still be subject
to high variance when p is close to 0 in the inverse-
propensity (zi/p) terms. This fact is well known in the
importance sampling (IS) literature where the inverse
propensity is also known as ‘importance ratios’. A
common alternative there is to use the self-normalized
(or weighted) IS that can further reduce the variance
at the cost of bias (Tukey, 1956; Rubin, 1987).

Note that τ̂Lin bears resemblance to the general IS es-
timators, where in 3 the numerator in the ratios is the
probability of treatments with the desired distribution
(i.e., assign all units 0 or 1), and the denominator is
the probability of the treatment under the sampling
distribution. Using this insight, we can leverage self-
normalization to further reduce the variance of τ̂Lin.

Let ρi = zi/p and ρ′i =
1−zi
1−p , then τ̂Lin can be rewritten

with ρ, and ρ′ as:

τ̂Lin =
1

n

∑
i

Yi

∑
j∈Mi

(
ρj − ρ′j

)
.

Similar to self-normalized estimators, we can replace
the importance weights ρ by their self-normalized val-
ues ρ̄i and ρ̄′i, where

ρ̄i =
ρi

1
n

∑
j

1
|Mj |

∑
k∈Mj

ρk
, ρ̄′i =

ρ′i
1
n

∑
j

1
|Mj |

∑
k∈Mj

ρ′k
. (4)

The self-normalized estimator in our case is given by:

τ̂1WIS =
1

n

∑
i

Yi

( ∑
k∈Mi

ρ̄k − ρ̄′k

)
.

Theorem 2. Under A1-4 and assuming Mi ⊇ Ni,
τ̂1WIS is a biased but consistent estimate of τ (⃗1, 0⃗), i.e.,

E[τ̂1WIS ] ̸= τ (⃗1, 0⃗), and τ̂1WIS
a.s.−→ τ (⃗1, 0⃗).

Doubly Robust Estimate: Through self-
normalization, τ̂1WIS reduces the variance at the cost
of bias. To avoid incurring this bias, but still reduce
the variance of τ̂Lin, we now propose a doubly robust
estimator that leverages partial estimates of τ (⃗1, 0⃗).

There are a plethora of methods that make stronger
assumptions about the interference or graph structure
(e.g., knowledge of the exact graph) (Brennan et al.,
2022; Eckles et al., 2017; Leung, 2020). These methods
will typically provide biased but lower variance esti-
mates when their assumptions do not hold. However,
we can use our method to create a ‘robustified’ ver-
sion of these existing estimators, which not only (a)
side-steps the need to validate the assumptions such
models make, but can also (b) potentially reduce the
variance of our estimator.

Leveraging ideas from control-variate (Thomas and
Brunskill, 2016) and doubly robust learning (Cher-
nozhukov et al., 2018) literature, given a (par-
tial/incorrect) estimate of the potential outcome func-
tions f0(Xi) ≈ Yi(⃗0) and f1(Xi) ≈ Yi(⃗1), we propose
the following estimator:

τ̂DR =
1

n

∑
i

[
f1(Xi)− f0(Xi)+

(Yi − f1(Xi))
∑
Mi

ρj − (Yi − f0(Xi))
∑
Mi

ρ′j

]
.

Estimator τ̂DR is beneficial as it may reduce variance
using (partial) models f0 and f1, and remain unbiased
irrespective of how inaccurate f0 and f1 are.

Theorem 3. Under A1-4 and assuming Mi ⊇ Ni,
τ̂DR is an unbiased and consistent estimate of τ (⃗1, 0⃗),

E[τ̂DR] = τ (⃗1, 0⃗), and τ̂DR
a.s.−→ τ (⃗1, 0⃗).

3.4 Non-linear Structural Model

Motif Model In the earlier section, we considered a
linear structural model from A1. However, in general,
there may also exist interaction from subgraphs in the
neighborhood of i. Graphs for such interaction struc-
ture are also known as “motif” models (Aittokallio
and Schwikowski, 2006; Holland and Leinhardt, 1974),
as “network motifs” are a common way to character-
ize all patterns of smaller network features among a
set of nodes (see Figure 2 for examples). While this
may seem restrictive, our assumption on the functional
form of potential outcome is less stringent than that
commonly used in literature (Sussman and Airoldi,
2017b; Brennan et al., 2022). Furthermore if the neigh-
borhoods are small, the motif model can represent all
possible functions (Yuan et al., 2021), and hence can
also capture model heterogeneity in interference.

To model this setting, we consider outcomes to be a
linear combination of influences from small-sized “net-
work motifs”,

Yi(z) = ci +
∑

S∈SNβ
i (A)

ci,S
∏
j∈S

I[zj = 1] + ε, (A5)
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Triads

Tetrads

Neighbour Subgraph Neighbour Motifs

Figure 2: Examples of network motifs. Red square
represent a node under consideration, and circles are
its neighbours. the left column lists possible subgraphs
of the neighbourhood of a node. The right hand side
depicts different motifs corresponding to these sub-
graphs. The yellow node represents Z = 0 while purple
represents Z = 1. A motif is activated when its nodes
are assigned the corresponding treatment assignment

where SN i(A) is a set of motifs of size up to β for node
i. It can equivalently be considered as a collection of
subsets of Ni such that no set in SN i(A) has size > β.

Note that, if we consider only dyads, i.e. we set β = 1
and consider all such dyadic elements in Ni then A5 is
equivalent to A1. Considering β > 1 allows non-linear
interaction between the nodes.

Estimator An important advantage of the estima-
tors developed in the previous section is that they can
be readily extended for the setting with non-linear in-
teraction among the nodes. Specifically, let

τ̂β =
1

n

n∑
i=1

Yi

∑
S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

Theorem 4. Under A2-5 and assuming Mi ⊇ Ni,
E[τ̂β ] = τ (⃗1, 0⃗), and τ̂β

a.s.−→ τ (⃗1, 0⃗).

Self-Normalized and Doubly Robust: Once
again, expressing τ̂β using ρi = zj/p and ρ′i =

1−zj
1−p ,

τ̂β =
1

n

n∑
i=1

Yi

∑
S⊆Mi

|S|≤β

(∏
j∈S

(zj
p

− 1
)
−
∏
j∈S

(
− 1 +

1− zj
1− p

))

=
1

n

n∑
i=1

Yi

∑
S⊆Mi

|S|≤β

(∏
j∈S

(
ρj − 1

)
−
∏
j∈S

(
− 1 + ρ′j

))
.

Let ρ̄j and ρ̄′j be the corresponding self normalized val-
ues of ρ and ρ′, as in 4. The self-normalized estimate

for τ̂β is given by:

τ̂βWIS =
1

n

n∑
i=1

Yi

∑
S⊆Mi

|S|≤β

(∏
j∈S

(
ρ̄j − 1

)
−
∏
j∈S

(
− 1+ ρ̄′j

))

Theorem 5. Under A2-5 and assuming Mi ⊇ Ni,
E[τ̂βWIS ] ̸= τ (⃗1, 0⃗), and τ̂βWIS

a.s.−→ τ (⃗1, 0⃗)

Similarly, if we have access to a model for the counter-
factual outcomes f0(Xi) ≈ Yi(⃗0) and f1(Xi) ≈ Yi(⃗1),
we can create a DR estimator as

τ̂βDR =
1

n

n∑
i=1

Ỹi

∑
S⊆Mi

|S|≤β

(∏
j∈S

(
ρj − 1

)
−
∏
j∈S

(
− 1 + ρ′j

))

+
1

n

n∑
i=1

(f1(Xi)− f0(Xi)) (5)

where Ỹi = Yi − zi(f1(Xi)− (1− zi)f0(Xi).

Theorem 6. Under A2-5 and assuming Mi ⊇ Ni ,
E[τ̂βDR] = τ (⃗1, 0⃗) and τ̂βDR

a.s.−→ τ (⃗1, 0⃗).

Application to General Non-Linearity Finally,
the motif model in A5 paves the way for a general
non-linear structural model. In the following, we will
use the index j, k to refer to neighbors of node i. The
dependence of their ranges and indices on i is implicit
and suppressed for notational ease. Let the outcome
for node i be determined by the function gi. If gi is an
analytic function, using Taylor-polynomials,

Yi(z) = gi(z1, z2, ..z|Ni|)

= gi(⃗0) +
∑
zj

(∂zjgi) zj +
∑
zj ,zk

(
∂2
zj ,zkgi

)
zjzk +O(z3)

≈ gi(⃗0) +
∑
zj

(∂zjgi) zj +
∑
zj ,zk

(
∂2
zj ,zkgi

)
zjzk, (6)

which is of the same form as A5 with β = 2. There-
fore, for interference under a general non-linear struc-
tural model, the estimate from τ̂β with β = 2 may be
biased but when gi can be assumed to be sufficiently
smooth, its bias can be bounded.

Theorem 7. For the non-linear model 6, if gi is
k + 1 times differentiable and the k + 1th derivative
is bounded by C, then the absolute bias∣∣∣E[τ̂β ]− τ (⃗1, 0⃗)

∣∣∣ ≤ Cmax(p, 1− p)

(k + 1)!
.

3.5 Statistical Inference

The results till now were focused with providing point-
estimates of the treatment effect. However, in prac-
tice, one needs reasonable confidence intervals around
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(a) Direct/indirect effects: r (b) Population size: n (c) Treatment budget: p

Figure 3: Performance of GATE estimators under Bernoulli design on Erdos-Renyi networks. Y-axes represent

the relative value of the absolute bias i.e.
∣∣∣E[τ̂−τ (⃗1,⃗0)]

τ

∣∣∣, with the shaded width corresponding to the experimental

deviation. The rows correspond to linear, quadratic and sigmoid model for the potential outcomes. Columns
correspond to different parameters being varied: (a) Strength of interference, where the x-axis corresponds to

the average ratio of indirect to direct effects r = 1
n

∑
i,j

|cij |
cii| . (b) Population size, where the x-axis corresponds

to the number of nodes n (c) Treatment budget, where the x-axis corresponds to the probability of treatment 1
(p).

these estimates, to handle statistical uncertainty and
perform hypothesis tests to verify assumptions. For
this purpose, we first provide bounds for variance of
the unbiased estimator τ̂β .

Theorem 8. Under A2-5 and further assuming that
Mi ⊇ Ni, if the ε noise have variance σ then,
Var[τ̂β ] ∈ O(1/n)

Thus the UNITE estimator is consistent. We would
like to highlight that the dependence is exponential in
dβM, where d is related to the degrees of nodes in the
graph. Incorporating higher order motifs can lead to
higher variance, highly dense graphs have high vari-
ance and overall consistency requires a growth con-
straint on the graph density/degree. For the exact
dependence on various graph parameters, we refer the

reader to the Appendix. Similar bounds also hold for
the DR and WIS estimators.

Next, we argue that this estimator is asymptotically
normal. For this we rely on a classic result in gen-
eralized central limit theorems (Ross, 2011). Infor-
mally, for a set of n bounded random variables Ri, if
the dependency graph is not too dense, then the vari-
ance normalized sum,

∑
Ri/

√
(Var(

∑
Ri)) approach

a gaussian distribution. We can clearly see that the
estimator τ̂β (as well as other variants) can be written
as a sum of such random variables. The dependence
between the variables is represented by the neighbour-
hoods in M. As such if M is not too dense, τ̂β is
asymptotically normal. Further note that while we as-
sume that the max-degree ofM i.e dM is constant, the
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exact statement of the theorem allows sub-polynomial
growth in the degree 1.

Combined with the variance bound, the normality re-
sults suggests a way to do statistical inference. Specif-
ically, since the variance formula is an upper bound,
we can construct conservative Wald-type intervals
(Wasserman, 2006) without requiring the knowledge
of the underlying graph. We should note however,
that since the convergence is asymptotic, the use of
the aforementioned variance for confidence intervals
is only approximately valid. However, insights from
Sussman and Airoldi (2017b) affirm the minimax op-
timality of this bound concerning its dependence on p,
σ, and the max-degree of M δ. Consequently, these
intervals maintain a robust reliability, yielding a level
of precision considerably superior to that of the HT
estimate (Aronow et al., 2017).

4 EXPERIMENTS

4.1 Synthetic Interference Graphs

In this section, we present synthetic experiments with
interference on Erdos-Renyi graphs. The Erdos-Renyi
(ER) model is commonly used for analyzing interac-
tion networks in various experimental settings, partic-
ularly in the realm of social media (Seshadhri et al.,
2012) and epidemic control (Kephart and White, 1992;
Wang et al., 2003). In social media platforms, where
connections form organically, ER graphs provide a rea-
sonable simulation of how friendships, followerships,
or interactions might evolve in an online community
(Erdos et al., 1960). Additionally, in the context of
epidemic control, ER graphs serve as valuable models
for studying disease spread (Wang et al., 2003).

We simulate 50 different random Erdos-Renyi Graphs
and run repeated experiments on these graphs with
random treatment assignments. For these experi-
ments, we provide an ablation study by varying the
treatment probability, the strength of interference, and
the size of the graphs to assess the efficacy of estima-
tion across different ranges of parameters. We experi-
ment with a linear outcome model (β = 1), a quadratic
model (β = 1), and a non-polynomial model (labeled
as β = σ).

Baselines In our evaluation, we gauge the effective-
ness of our proposed method by comparing it against
commonly employed estimators such as polynomial re-
gression (Poly), difference-in-means (DM) estimators.
Since the polynomial regression model needs exact
neighborhoods, we provide them with oracle access to

1For the exact statement we refer the readers to Theo-
rem 3.6 from Ross (2011)

the true interaction graph.2

In Figure 3, we illustrate the relative bias of different
estimators across a range of parameters. Figure 3a
plots the treatment effect estimate against the strength
of interference, 3b is for varying the network size n,
and 3c plots it against treatment probability p.

As established in Theorem 1, UNITE models pro-
duce unbiased estimates for the linear (first row) and
quadratic (second row) outcomes. Note that in Figure
3a, when r = 0, there is no interference, and hence
most estimators are unbiased. However, when inter-
ference increases, baselines suffer from severe bias.

As established in Theorem 2, the self-normalized ver-
sion UNITE-WIS is biased, but its bias reduces as the
number of nodes increases. It also shows a lower vari-
ance than UNITE as is common for self-normalized IS
estimators. Finally, following Theorem 3, we see that
UNITE-DR remains unbiased and shows some vari-
ance reduction over the vanilla UNITE estimate.

Effect of General Non-Linearity In the third row
of Figure 3, we illustrate results from a non-polynomial
model, where the outcomes in this case come from the
product of linear and a sigmoidal effect. It can be
observed that UNITE shows bias, unlike in the linear
and quadratic models where Assumption A6 holds.
However, UNITE still shows a lower bias than other
estimators. Further, as it follows from Theorem 7,
UNITE’s bias reduces with increasing p.

4.2 Case Study: Airbnb

We conduct experiments with a model designed from
the AirBnB vacation rentals domain Li et al. (2022).
We perform simulations with protocol specified in
Brennan et al. (2022). Contrary to the previous ex-
periments, the outcomes here do not follow an explicit
exposure mapping. Instead, this simulation works uses
a type matching model where if the listing and person
have the same type, the probability of acceptance is
higher. The measured outcome Yi is 1 iff the cus-
tomer successfully books the place. The two different
options are considered as recommendation algorithms,
and treating each customer increases the application
probabilities by a factor of α.

Baselines In this experiment, we evaluate our
UNITE estimator against the difference-in-means
(DM), as well as two oracle estimator which have ac-
cess to the true graph. One is the oracle Horvitz-
Thompson estimator. The other estimator is EXP
(from Brennan et al. (2022)), which assumes both: a

2Due to incorporating large neighbourhoods, τHT failed
to yield non-meaningful results in any trial.
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Figure 4: Visualization of relative bias and relative
RMSE of different GATE estimators as the indirect
treatment effect α increases.

linear exposure model and access to the true graph.
The EXP model is equivalent to (Aronow et al., 2017)
estimator and computing it requires specifying both
the true graph and an exposure function. The relative
absolute bias of these estimators is seen in Figure 4.

Since the exposure model can only partly model the
actual outcomes, there will be a necessary bias in this
case. On the other hand, the Oracle HT estimator
gives unbiased though higher variance estimates. From
the result it is also clear that our approach works as
well as the Oracle Exposure model. Our method has
lower bias and similar RMSE compared to the EXP
model, while requiring no such information.

4.3 Effect of Network Uncertainty

(a) Bias (b) RMSE

Figure 5: Visualization of the impact of neighbour-
hood sizes on GATE estimation on the AirBnb Study.
Negative fraction of neighbours indicate the case when
M(i) ⊂ Ni i.e. we missed pertinent neighbours. The
bias tends to be high when given small neighborhoods,
as they miss pertinent edges. As the neighborhood
sizes increase, the bias reduces, but the uncertainty
widens.

Figure 5 illustrates the impact of the neighborhood
accuracy M(i) on estimating τ (⃗0, 1⃗). We experiment
with Erdos-Renyi graphs as well as with the AirBnB
Model. We fix the interference graph, and compute
the treatment effect estimate from our method as we
change the assumed neighbourhoods M(i). In Fig-
ure 5, we plot the absolute value of relative bias as

varying proportions of edges are either added or omit-
ted byM(i) for the AirBnB case. The results from ER
graphs are in the Appendix. To maintain simplicity,
we maintain uniform M(i) sizes across all nodes, em-
ploying the average number of missed or added edges
as the metric along the x-axis.

We see that when M(i) ⊇ Ni holds true for all nodes,
UNITE is unbiased, and the variance of the estimate
increases as the number of extraneous nodes within
M(i) grows. But as expected, when M(i) misses rel-
evant nodes, the estimate becomes biased, with the
overall bias dependent on the influence induced by the
missing nodes.

5 CONCLUSION

Network interference exists in many important A/B
testing experiments. Our work provides estimators for
GATE under a relaxed assumption of having knowl-
edge only about the super-set of neighbors that cause
interference. We believe that satisfying this relaxed
assumption can be practically far more feasible than
requiring the exact network. With both theoretical
and experimental analysis, we established the efficacy
of our estimator(s) under this assumption.
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A Useful Lemmas

Lemma 1. Suppose that {zi}i=1..n are mutually independent, with zi ∼ Bernoulli(p). Then, for any set of
indices S, S′ ⊂ [n], and function f we have

E
[∏
i∈S

(zi
p
− 1− zi

1− p

) ∏
j∈S′

f(zj)
]
=

{
(f(1)− f(0))|S∩S′|E[f(z)]|S′\S| if S ⊆ S′

0 otherwise

Proof. Fix S, S′. A given index (node) i can either be only in S or only in S′ or in both, with only one of the

possibilities being true. Correspondingly the product,
∏

i∈S

(
zi
p − 1−zi

1−p

)∏
j∈S′ f(zj) can be factored into three

exclusive products:

∏
i∈S

(zi
p
− 1− zi

1− p

) ∏
j∈S′

f(zj) =
∏

i∈S\S′

(zi
p
− 1− zi

1− p

) ∏
k∈S∩S′

f(zk)
(zk
p

− 1− zk
1− p

) ∏
j∈S′\S

f(zj)

Applying expectations and noting that zi are mutually independent, we get:∏
i∈S\S′

E
[zi
p
− 1− zi

1− p

] ∏
k∈S∩S′

E
[
f(zk)

(zk
p

− 1− zk
1− p

)] ∏
j∈S′\S

Ef(zj) =
∏

i∈S\S′

0
∏

k∈S∩S′

E[zkf(zk)]− pE[f(zk)]
p(1− p)

∏
j∈S′\S

E[f(zj)]

The RHS can only be non zero if S \ S′ = {} i.e. S ⊆ S′.

Since E
[
f(zk)

(
zk
p − 1−zk

1−p

)]
= p ∗ f(1) ∗ 1

p + (1− p) ∗ f(0) ∗ ( −1
1−p ) = f(1)− f(0); thr RHS when it is non zero

simplifies to
(f(1)− f(0))|S∩S′|E[f(z)]|S

′\S|

Corollary 1. By putting f(z) = z in Lemma 1we get

E
[∏
i∈S

(zi
p
− 1− zi

1− p

) ∏
j∈S′

zj

]
=

{
p|S

′\S| if S ⊆ S′

0 otherwise

Lemma 2. Suppose that {zi}i=1..n are mutually independent, with zj ∼ Bernoulli(p). Then, for any subsets

S, S′, E[
∏

i∈S fi(zi)
∏

j∈§′
zj−p
p ] =

∏
i∈S\S′ E[fi(zi)]

∏
k∈S∩S′ ((1− p)(fk(1)− fk(0))) I[S′ ⊆ S]

Proof. Fix S, S′. A given index (node) i can either be only in S or only in S′ or in both, with only one of
the possibilities being true. Correspondingly the product, prodi∈Sfi(zi)

∏
j∈§′

zj−p
p can be factored into three

exclusive products:

E[
∏
i∈S

fi(zi)
∏
j∈§′

zj − p

p
] = E[

∏
i∈S\S′

fi(zi)
∏

k∈S∩S′

fk(zk)
zk − p

p

∏
j∈S′\S

zj − p

p
]

=
∏

i∈S\S′

E[fi(zi)]
∏

k∈S∩S′

E[fk(zk)
zk − p

p
]
∏

j∈S′\S

E[
zj − p

p
]

=
∏

i∈S\S′

E[fi(zi)]
∏

k∈S∩S′

((1− p)(fk(1)− fk(0)))
∏

j∈S′\S

0

=
∏

i∈S\S′

E[fi(zi)]
∏

k∈S∩S′

((1− p)(fk(1)− fk(0))) I[S′ ⊆ S]

Similarly,

E[
∏
i∈S

zi
∏
jin§′

p− zj
1− p

] =
∏

i∈S\S′

E[f(zi)]
∏

k∈S∩S′

((f(0)− f(1))p)
∏

j∈S′\S

0 =
∏

i∈S\S′

E[f(zi)]
∏

k∈S∩S′

((f(0)− f(1))p) I[S′ ⊆ S]
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Lemma 3. For any sets S′,Mi such that S′ ⊆ Ni ⊆ Mi

E

∏
k∈S′

(zk)
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

) = 1

Proof.

E

∏
k∈S′

(zk)
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

) =
∑

S⊆Mi

|S|≤β

E

 ∏
kinS′

(zk)
∏
j∈S

zj − p

p
−
∏

kinS′

(zk)
∏
j∈S

p− zj
1− p


Applying Lemma 2 with fi(z) = zi we get

=
∑

S⊆Mi

|S|≤β

[
p|S

′/S](1− p)|S
′∩S|I[S ⊆ S′]− p|S

′/S](−p)|S
′∩S|I[S ⊆ S′]

]
(b)
=
∑
S⊆S′

|S|≤β

[
p|S

′/S](1− p)|S
′∩S| − p|S

′/S](−p)|S
′∩S|

]
(S1)

(b) follows from that fact that Mi ⊇ Ni for any node i and I[S ⊆ S′] will filter any non subset of S′

=
∑
S⊆S′

|S|≤β

p|S
′|
[
p−|S|(1− p)|S| − p−|S|(−p)|S|

]

=
∑
S⊆S′

|S|≤β

p|S
′|
[
(
1

p
− 1)|S| − (−1)|S|

]
(S2)

Note that the terms in the sum S2 only depend on sizes of the subset S and not the elements in it. Hence the
sum S1 can be rewritten as:

= p|S
′|
∑
r≤β

r≤|S′|

(
|S′|
r

)[
(
1

p
− 1)r − (−1)r

]

= p|S
′|

 ∑
r≤β

r≤|S′|

(
|S′|
r

)
(
1

p
− 1)r −

∑
r≤β

r≤|S′|

(
|S′|
r

)
(−1)r

 (S3)

If |S′| ≤ β, we are summing over all subsets of S’, and the constraint of r ≤ β is redundant. Then by applying
binomial theorem we get.

(c)
= p|S

′|

[(
1 + (

1

p
− 1)

)|S′|

− (1 + (−1))
|S′|

]
= p|S

′|(
1

p
)|S

′| = 1

where in (c) we used binomial as
∑

r

(
n
r

)
xr = (1 + x)n

B Proof of general β Estimator

Theorem 1. Under assumptions A2-5 and Mi ⊇ Ni, then τ̂β is unbiased
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Proof. If Yi(z) =
∑

S′⊂Ni
ci,S′

∏
j∈S′ I[zj = 1] then for τ̂β we get

E[τ̂β ] = E

 1

n

∑
i

Yi

∑
S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

= E

 1

n

∑
i

∑
S′⊂Ni

ci,S′

∏
j∈S′

I[zj = 1]
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

=
1

n

∑
i

E

 ∑
S′⊂Ni

ci,S′

∏
j∈S′

I[zj = 1]
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

=
1

n

∑
i

E

 ∑
S′⊂Ni

ci,S′

∏
j∈S′

I[zj = 1]
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

=
1

n

∑
i

E

 ∑
S′⊂Ni

ci,S′

∏
j∈S′

zj
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

=
1

n

∑
i

∑
S′⊂Ni

ci,S′ E

∏
j∈S′

zj
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)
︸ ︷︷ ︸

E1

Now applying Lemma 3 on E1 we get

=
1

n

∑
i

∑
S′⊂Ni

ci,S′ [1] = τ (⃗1, 0⃗)

Theorem 2. Estimator τ̂Lin is the same as τ̂β for β = 1

Proof.

τ̂β |β=1 =
1

n

∑
i

Yi

∑
S⊆Mi

|S|≤1

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)
1

n

∑
i

Yi

∑
S={k}
k∈Mi

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

=
1

n

∑
i

Yi

∑
j∈Mi

(zj − p

p
− p− zj

1− p

)
=

1

n

∑
i

Yi

∑
j∈Mi

(zj
p

−��(1)−�
��(−1)− 1− zj

1− p

)
= τ̂Lin
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Together these theorems prove the unbiased part of Theorem 4 and Theorem 1

Theorem 3. Under assumptions A2-5, if Mi�⊇Ni, then τ̂β can be biased.

Proof. We go straight to sum S1 in the proof of Lemma 3. In doing the substituiton in the limits of the summation
from Mi to S′ we used the fact that all subsets of S′ will be subsets of Mi, and any non-subset of S′ is ignored
due to I[S ⊆ S′]. If Mi�⊇Ni, then ∃i∗s.t. i∗ ∈ Ni but i

∗�∈Mi. Now take a S′ ⊂ Ni such that i∗ ∈ S′. In the
summation S1, now the limit of summation goes to subsets of Mi

E

∏
k∈S′

(zk)
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

) =
∑
S⊆S′

S⊆Mi

|S|≤β

[
p|S

′/S](1− p)|S
′∩S| − p|S

′/S](−p)|S
′∩S|

]

=
∑

S⊆S′∩Mi

|S|≤β

[
p|S

′/S](1− p)|S
′∩S| − p|S

′/S](−p)|S
′∩S|

]

Following the exact same steps we get:

= p|S
′|
∑
r≤β

r≤|S′|

(
|S′ ∩Mi|

r

)[
(
1

p
− 1)r − (−1)r

]

= p|S
′|(

1

p
)|S

′∩Mi| = p|S
′\Mi| ≤ 1 (B1)

Now using definition of τ̂β we get

E[τ̂β ] = E

 1

n

∑
i

Yi

∑
S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

= E

 1

n

∑
i

∑
S′⊂Ni

ci,S′

∏
j∈S′

I[zj = 1]
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)

=
1

n

∑
i

∑
S′⊂Ni

ci,S′E

∏
j∈S′

I[zj = 1]
∑

S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)
which by B1 is

=
1

n

∑
i

∑
S′⊂Ni

ci,S′p|S
′\Mi| ̸= τ (⃗1, 0⃗)

For any S′ with |S′| < β which influences Yi but is not a subset of Mi, the corresponding coefficient ci,S′ is

attenuated by a factor of p|S
′\Mi| in the estimate τ̂β

B.1 Variance Analysis

Next, we provide an upper bound for the variance of this estimate. But before we do that we need another
helpful Lemma.
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Lemma 4. Suppose that {zi}i=1..n are mutually independent, with zj ∼ Bernoulli(p). Then, for any subsets
T, S, S′, we have

E[
∏
i∈T

fi(zi)
∏
j∈S

zj − p

p

∏
j∈S′

−zj + p

1− p
] =

∏
T\(S∪S′)

E[fi]
∏

(T∩S)\(S′)

(1− p)(fj(1)− fj(0))
∏

(T∩S′)\(S)

p(fj(0)− fj(1)) ×

∏
(T∩S′∩S)

−E[fi(1− zi)]
∏

(S′∩S)\T

−1I[S∆S′ ⊆ T ]

Proof. We first apply Lemma 2 on the above expression, and see that it is non-zero only if S ⊆ (T ∪S′). We can
also apply the second result from Lemma 2 and get that the expression is non-zero only if S′ ⊆ (T ∪ S). Since
S ∩ S′ ⊆ S, S′, the two conditions imply that for the expression to be non-zero we need S∆S′ ⊆ T

Next we need to identify the expected value of the combined function applied on a node as in Lemma 2.

• For indices in T \ (S ∪ S′) we get E[fi]

• For indices in S \ (T ∪ S′) we get 0. This is subsumed in S∆S′ ⊆ T

• For indices in S′ \ (T ∪ S) we get 0. This is subsumed in S∆S′ ⊆ T

• For indices in (S ∩ T ) \ S′ we get E[fi zj−p
p ] = (1− p)(fi(1)− fi(0))

• For indices in (S′ ∩ T ) \ S we get E[fi−zj+p
1−p ] = p(fi(0)− fi(1))

• For indices in (S′ ∩ S) \ T we get E[ zj−p
p

−zj+p
1−p ] = −1

• For indices in T ∩ S ∩ S′ we get E[fi zj−p
p

−zj+p
1−p ] = −pfi(0)− (1− p)fi(1) = −E[fi(1− zi)]

Theorem 4. Under assumptions A2-5 and assuming Mi ⊇ Ni, we have that Var[τ̂
β ] ≤ 1

nY
2
max(p(1−p))−βd2βMd2N

Proof. For simplicity of notation we denote by Ψ(S) and Ψ′(S) the products
∏

i∈S

zi − p

p
and

∏
i∈S

p− zi
1− p

. We

would also first ignore the additional noise ε while presenting the key derivation.

For any random variable X, Var[X] = E[X2]− E[X]2 ≤ E[X2] Applying the same on τ̂β we get,

Var[τ̂β ] ≤ E


 1

n

n∑
i=1

Yi

∑
S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

)
2

=
1

n2
E


n∑

i,i′=1

YiYi′

∑
S⊆Mi

|S|≤β

(∏
j∈S

zj − p

p
−
∏
j∈S

p− zj
1− p

) ∑
S′⊆Mi′
|S′|≤β

( ∏
j′∈S′

zj′ − p

p
−
∏
j′∈S

p− zj′

1− p

)

=
1

n2
E


n∑

i,i′=1

YiYi′

∑
S⊆Mi

|S|≤β

(
Ψ(S)−Ψ′(S)

) ∑
S′⊆Mi′
|S′|≤β

(
Ψ(S′)−Ψ′(S′)

)
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Putting in the value of Yi, we get

=
1

n2
E


n∑

i,i′=1

∑
T⊆Ni

|T |≤β

ci,TZ(T )
∑

T ′⊆Ni′
|T ′|≤β

ci,T ′Z(T ′)
∑

S⊆Mi

|S|≤β

(
Ψ(S)−Ψ′(S)

) ∑
S′⊆Mi′
|S′|≤β

(
Ψ(S′)−Ψ′(S′)

)

=
1

n2

n∑
i,i′=1

∑
T⊆Ni

|T |≤β

ci,T
∑

T ′⊆Ni′
|T ′|≤β

ci,T ′E

Z(T )Z(T ′)
∑

S⊆Mi

|S|≤β

(
Ψ(S)−Ψ′(S)

) ∑
S′⊆Mi′
|S′|≤β

(
Ψ(S′)−Ψ′(S′)

)
=

1

n2

n∑
i,i′=1

∑
T⊆Ni

|T |≤β

ci,T
∑

T ′⊆Ni′
|T ′|≤β

ci,T ′

∑
S⊆Mi

|S|≤β

∑
S′⊆Mi′
|S′|≤β

E
[
Z(T )Z(T ′)

(
Ψ(S)−Ψ′(S)

)(
Ψ(S′)−Ψ′(S′)

)]

=
1

n2

n∑
i,i′=1

∑
T⊆Ni

|T |≤β

ci,T
∑

T ′⊆Ni′
|T ′|≤β

ci,T ′

∑
S⊆Mi

|S|≤β

∑
S′⊆Mi′
|S′|≤β

E
[
Z(T )Z(T ′)

(
Ψ(S)Ψ(S′) + Ψ′(S)Ψ′(S′)+

−Ψ(S)Ψ′(S′)−Ψ′(S)Ψ′(S)
)]

By applying Lemma , we consider in the expectation only the terms with sets S, S′, T, T ′ such that S∆S′ ⊆ T∪T ′.
Moreover when these values are non-zero, they are upper bounded by (p(1− p))−β

Additionally we have the following

E[Z(T )Z(T ′)Ψ(S)Ψ(S′)] = p|T
′′\(S∪S′)|(

(1− p)2

p
)|T

′′∩S∩S′|(
1− p

p
)|(S

′∩S)\T ′′|I[S∆S′ ⊆ T ′′]

≤ (
1− p

p
)|(S

′∩S)\T ′′|I[S∆S′ ⊆ T ′′]

Similarly,

E[Z(T )Z(T ′)Ψ′(S)Ψ′(S′)] ≤ (
(p)

1− p
)|(S

′∩S)\T ′′|I[S∆S′ ⊆ T ′′]

E[Z(T )Z(T ′)Ψ(S)Ψ′(S′)] = p|T
′′\(S∪S′)(1− p)|T

′′∩S∩S′|(−1)|(S
′∩S)\T ′′|I[S∆S′ ⊆ T ′′] ∈ (−1, 1)

where T ′′ = T ∪ T ′

Since the first two terms E[Z(T )Z(T ′)Ψ(S)Ψ(S′)] E[Z(T )Z(T ′)Ψ′(S)Ψ′(S′)] add together in the variance, this

leads to a bound of
(
( 1−p

p )|(S
′∩S)\T ′′| + ( (p)

1−p )
|(S′∩S)\T ′′|

)
I[S∆S′ ⊆ T ′′].

Next note that none of the sets T, T ′, S, S′ can be bigger than β elements. Under this constraint the bound in
the previous equation is maximized by setting S = S′ and S ∩ S′ disjoint from T ′′. Putting the corresponding
sizes of the sets, we get a bound of (

(
1− p

p
)β + (

(p)

1− p
)|β|
)

≤ (p(1− p))−β

Putting these in the equation for variance we get

Var[τ̂β ] ≤ 1

n2

∑
i,i′

∑
T⊆Ni

|T |≤β

ci,T
∑

T ′⊆Ni′
|T ′|≤β

ci,T ′

∑
S⊆Mi

|S|≤β

∑
S′⊆Mi′
|S′|≤β

(p(1− p))−βI[S∆S′ ⊆ T ∪ T ′]
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Let M2
i denote the set of indices j that are neighbours of neighbours of i as per model M. Similarly, one can

consider N 2
i and dN . If i′ /∈ M2

i then the sets S, S′ in the expectation have no overlap, and hence can be ignored.
Furthermore |M2

i | ≤ d2M, where dM is the max degree of a node. Similarly, the coefficients c can only occur

from N 2. We also see that the number of T, T ′ is bounded by dβN . Finally for any cluter of sets S, S′, T, T ′ that
contribute, they can be enumerated by choosing a set corresponding to T ∪ T ′ of size k, and seperately counting
the elements in S, S′. Hence this sum is upper bounded by

Var[τ̂β ] ≤ 1

n2

∑
i

Y 2
max

∑
i′∈N 2

i

∑
S⊆Mi

|S|≤β

∑
S′⊆Mi′
|S′|≤β

(p(1− p))−β ≤ 1

n
Y 2
max(p(1− p))−βdβ+1

M dβ+1
N (7)

Next, we add back the additional uncertainty in Yi due to ε. If ε is an entirely independent error with variance

σ2, we get an additional term of the form E
[
ε2
(
Ψ(S)Ψ(S′) + Ψ′(S)Ψ′(S′)−Ψ(S)Ψ′(S′)−Ψ′(S)Ψ′(S)

)]
. By

replace ci,T/T ′ by ε, and working through the same derivation we have this additional term being bounded above

by σ2

n dβ+1
M dβ+1

N (p(1− p))−β

If Ymax and dM are bounded, then the above variance asymptotes to 0 as n → ∞. Thus as n → ∞, the estimator
τ̂β is a.s. constant. Thus the previous theorem on variance bound combined with the earlier proves unbiasedness
shows the asymptotic consistency of the estimators τ̂Lin and τ̂β . (i.e. Theorems 4 and 1)

Theorem 5. (same as Theorem 7 of main text) For the non-linear model 6, if gi is k + 1 times differentiable
and the k + 1th derivative is bounded by C, then the absolute bias

∣∣∣E[τ̂β ]− τ (⃗1, 0⃗)
∣∣∣ ≤ Cmax(p, 1− p)

(k + 1)!
.

Proof. By Taylor’s theorem Yi(z) can be written as a polynomial of order k in z[Ni] with a k+ 1 order residual
term

Yi(z) = g0i +
∑
zj

∂zjgizj +
∑
zj ,zk

∂2
zj ,zk

gizjzk + ..+Rk+1 = Yi,k(z) +Rk+1

where Rk+1 = ∂k+1

k+1!Yi(z
∗)poly(z[Ni], k + 1) for some z∗ ∈ [0, 1]|Ni|

For simplicity we denote
(∏

j∈S
zj−p
p −

∏
j∈S

p−zj
1−p

)
as ΨS) Now we use the result S2 from the previous theorem

with S′ being a set of size k + 1 and β = k we get

E[z1z2..zk+1

∑
S⊆Mi

|S|≤k

ΨS ] = pk+1
∑
r≤k

(
k + 1

r

)[
(
1

p
− 1)r − (−1)r

]

= pk+1

(
1

p

k+1

− (
1

p
− 1)k+1 + (−1)k+1

)

Since Yi,k(z) is estimated without bias by our method, the bias of using the k order approximated is given by
Hence
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|E[Rk+1

∑
S⊆Mi

|S|≤k

ΨS)]| = |E[ ∂
k+1

k + 1!
Yi(z

∗)poly(z[Ni], k + 1)ΨS ]|

≤ | C

k + 1!
|E[poly(z[Ni], k + 1)ΨS ]|

≤ | C

k + 1!
|pk+1

(
1

p

k+1

− (
1

p
− 1)k+1 + (−1)k+1

)
|

= O| Cp

k + 1!
|

Similarly Yi(z) can be expanded around 1⃗ and a similar derivation follows with zi replaced by 1 − zi, and p
replaced by 1− p. Putting both together derives the bound in the theorem

C Proof of Self-Normalized and Doubly Robust Estimators

Since the linear estimator is just a subcase of the general estimate τ̂βWIS , we focus on the more general version.

Theorem 6. Under assumptions A2-5 and Mi ⊇ Ni, then τ̂βWIS is asymptotically consistent

Proof. Let ρi = zj/p and ρ′i =
1−zj
1−p . Moreover let ρ̄j and ρ̄′j be the corresponding self normalized values of ρ

and ρ′, as in 4. The self-normalized estimate for τ̂β is given by:

τ̂βWIS =
1

n

n∑
i=1

Yi

∑
S⊆Mi

|S|≤β

(∏
j∈S

(
ρ̄j − 1

)
−
∏
j∈S

(
− 1 + ρ̄′j

))

Note that as all zi are independent, so are all ρ, ρ′. As such we can apply Kolmogorove’s strong law of large
numbers to any linear combination of these variables and get the following

lim
n→∞

1

n

∑
j

∑
k∈Mj

1

M′
k

ρk
a.s.−→

∑
j

∑
k∈Mj

1

M′
k

E[ρk] = 1 lim
n→∞

1

n

∑
j

∑
k∈Mj

1

M′
k

ρ′k
a.s.−→

∑
j

∑
k∈Mj

1

M′
k

E[ρ′k] = 1

Since 1/t is a continuous function at t = 1, we can apply Slutsky continuous mapping theorem on 4 to get that

as lim
n→∞

: ρ̄i → ρi and ρ̄′i → ρ′i.

This proves the consistency of τ̂βWIS (Theorems 2 and 5 of main text). Moreover as ρ̄ ̸= ρ, the expected value of

τ̂βWIS will not generally equal τ̂β .

Next we demonstrate the unbiasedness and consistency of the DR estimator. Once again we focus on the general
β case, as the linear case is a corollary.

Theorem 7. Under assumptions A2-5, and assuming Mi ⊇ Ni , E[τ̂βDR] = τ (⃗1, 0⃗) and τ̂βDR
a.s.−→ τ (⃗1, 0⃗).
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Proof. Since X⊥⊥Z E[f(X)g(Z)] = E[f(X)]E[g(Z)]. Applying this on Equation 5, we get

E[τ̂βDR] = E

 1

n

n∑
i=1

Ỹi

∑
S⊆Mi

|S|≤β

(∏
j∈S

(
ρj − 1

)
−
∏
j∈S

(
− 1 + ρ′j

))+
1

n

∑
i

E[f1(Xi)− f0(Xi)]

= E

 1

n

n∑
i=1

(Yi − zi(f1(Xi))− (1− zi)f0(Xi))
∑

S⊆Mi

|S|≤β

(∏
j∈S

(
ρj − 1

)
−
∏
j∈S

(
− 1 + ρ′j

))
+

1

n

∑
i

E[f1(Xi)− f0(Xi)]

a
= E

 1

n

n∑
i=1

Yi

∑
S⊆Mi

|S|≤β

(
Ψ(S)−Ψ′(S)

)− E[(f1(X))]E[zi
∑

S⊆Mi

|S|≤β

(
Ψ(S)−Ψ′(S)

)
]

− E[(f0(X))]E[(1− zi)
∑

S⊆Mi

|S|≤β

(
Ψ(S)−Ψ′(S)

)
] +

1

n

∑
i

E[f1(Xi)− f0(Xi)]

= τ (⃗1, 0⃗]− E[f0(X)](1)− E[f1(X)](−1) +
1

n

∑
i

E[f1(Xi)− f0(Xi)] = τ (⃗1, 0⃗)

Effectively, τ̂DR, replaces ci,{i} by ci,{i} − fzi(X). As long as these f0/1(X) are bounded, the same analysis of

variance holds with the modified c. Thus τ̂βDR inherits consistency from τ̂β

Proposition 1. If the outcome models f(X) are accurate, the DR estimator τ̂βDR have lower variance than τ̂β.

This can be seen from the bound for variance in Eqaution 7. Note that the bound is in terms of the variance
of the independent noise σ and the magnitude of the outcome max |Y |. The DR estimates center the outcomes
at the outcome models, f(X) , the bound for the DR estimator is determined by max |Y − f(X)|, which if the
outcome models are good should be smaller than max |Y |.

This term provides support for the idea that with a good model so that Yi − f(Xi) has smaller coefficients ci
(and hence lower Ymax) or a lower error in ε, the variance of the DR estimator can be lower than the standard
estimate.
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D Relationship with HT Estimator

τ̂HT =
1

n

∑
i

Yi

∏
j∈Ni

zj
p

−
∏
j∈Ni

(1− zj)

(1− p)

 (8)

E[τ̂HT] =
1

n

∑
i

E

Yi

∏
j∈Ni

zj
p

−
∏
j∈Ni

(1− zj)

(1− p)

 (9)

=
1

n

∑
i

E

(∑
k∈Ni

cikI[zk = 1]

)∏
j∈Ni

zj
p

−
∏
j∈Ni

(1− zj)

(1− p)

 (10)

=
1

n

∑
i

∑
k∈Ni

E

cikI[zk = 1]

∏
j∈Ni

zj
p

−
∏
j∈Ni

(1− zj)

(1− p)

 (11)

=
1

n

∑
i

∑
k∈Ni

E
[
cikI[zk = 1]

zk
p

]
E

 ∏
j∈Ni,j ̸=k

zj
p


︸ ︷︷ ︸

=1

− 1

n

∑
i

∑
k∈Ni

E
[
cikI[zk = 1]

1− zk
1− p

]
E

 ∏
j∈Ni,j ̸=k

(1− zj)

(1− p)


︸ ︷︷ ︸

=1

(12)

=
1

n

∑
i

∑
k∈Ni

cikE
[
I[zk = 1]

(
zk
p

− (1− zk)

(1− p)

)]
(13)

= E

[
1

n

∑
i

∑
k∈Ni

cikI[zk = 1]

(
zk
p

− (1− zk)

(1− p)

)]
(14)

(a)
= E

[
1

n

∑
i

(∑
k∈Ni

cikI[zk = 1]

)(∑
k∈Ni

zk
p

− (1− zk)

(1− p)

)]
(15)

= E

 1

n

∑
i

Yi

(∑
k∈Ni

zk
p

− (1− zk)

(1− p)

)
︸ ︷︷ ︸

τ̂Lin

 (16)

where (a) follows from observing that the sum of cross product terms is 0,

E

∑
k∈Ni

cikI[zk = 1]
∑

j∈Ni,j ̸=k

zj
p

− (1− zj)

(1− p)
)

 = E


∑
k∈Ni

cikI[zk = 1]E

 ∑
j∈Ni,j ̸=k

zj
p

− (1− zj)

(1− p)


︸ ︷︷ ︸

=0

 = 0. (17)
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E Additional Experiment Results

(a) Direct/indirect effects: r (b) Population size: n (c) Treatment budget: p

Figure 6: Performance of GATE estimators under Bernoulli design on Erdos-Renyi networks. Y-axes represent
the MSE. The rows correspond to different generative model for the potential outcomes. Columns correspond to
different parameters being varied: (a) Strength of interference, where the x-axis corresponds to the average ratio

of indirect to direct effects r = 1
n

∑
i,j

|cij |
cii| . (b) Population size, where the x-axis corresponds to the number of

nodes n (c) Treatment budget, where the x-axis corresponds to the probability of treatment 1 (p).

(a) Bias graphs (b) RMSE

Figure 7: Visualization of the impact of neighbourhood sizes on GATE estimation. Negative fraction of neigh-
bours indicate the case when M(i) ⊂ Ni i.e. we missed pertinent neighbours. The bias tends to be high when
gives small neighbourhoods, as they miss pertinent edges. As the neighbourhood sizes increase, the bias reduces,
but the uncertainty widens.

F Checklist

1. For all models and algorithms presented, check if you include:

(a) A clear description of the mathematical setting, assumptions, algorithm, and/or model. [Yes]

(b) An analysis of the properties and complexity (time, space, sample size) of any algorithm. [Yes]

(c) (Optional) Anonymized source code, with specification of all dependencies, including external libraries.
[Yes]

2. For any theoretical claim, check if you include:
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(a) Statements of the full set of assumptions of all theoretical results. [Yes]

(b) Complete proofs of all theoretical results. [Yes]

(c) Clear explanations of any assumptions. [Yes]

3. For all figures and tables that present empirical results, check if you include:

(a) The code, data, and instructions needed to reproduce the main experimental results (either in the
supplemental material or as a URL). [Yes]

(b) All the training details (e.g., data splits, hyperparameters, how they were chosen). [Yes]

(c) A clear definition of the specific measure or statistics and error bars (e.g., with respect to the random
seed after running experiments multiple times). [Yes]

(d) A description of the computing infrastructure used. (e.g., type of GPUs, internal cluster, or cloud
provider). [No]

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets, check if you
include:

(a) Citations of the creator If your work uses existing assets. [Yes]

(b) The license information of the assets, if applicable. [Not Applicable]

(c) New assets either in the supplemental material or as a URL, if applicable. [Not Applicable]

(d) Information about consent from data providers/curators. [Not Applicable]

(e) Discussion of sensible content if applicable, e.g., personally identifiable information or offensive content.
[Not Applicable]

5. If you used crowdsourcing or conducted research with human subjects, check if you include:

(a) The full text of instructions given to participants and screenshots. [Not Applicable]

(b) Descriptions of potential participant risks, with links to Institutional Review Board (IRB) approvals if
applicable. [Not Applicable]

(c) The estimated hourly wage paid to participants and the total amount spent on participant compensa-
tion. [Not Applicable]
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