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Abstract

Despite the impressive numerical performance
of the quasi-Newton and Anderson/nonlinear
acceleration methods, their global conver-
gence rates have remained elusive for over 50
years. This study addresses this long-standing
issue by introducing a framework that de-
rives novel, adaptive quasi-Newton and non-
linear/Anderson acceleration schemes. Un-
der mild assumptions, the proposed iterative
methods exhibit explicit, non-asymptotic con-
vergence rates that blend those of the gradi-
ent descent and Cubic Regularized Newton’s
methods. The proposed approach also in-
cludes an accelerated version for convex func-
tions. Notably, these rates are achieved adap-
tively without prior knowledge of the func-
tion’s parameters. The framework presented
in this study is generic, and its special cases
include algorithms such as Newton’s method
with random subspaces, finite differences, or
lazy Hessian. Numerical experiments demon-
strated the efficiency of the proposed frame-
work, even compared to the I-BFGS algorithm
with Wolfe line-search. The code used in the
experiments is available on https://github.
com/windows7lover/QN_With_Guarantees.

1 Introduction

Consider the problem of determining the minimizer x*
of the unconstrained minimization problem

% f@*) = min f(a),
z€R4
where d is the problem dimension, and the function f
has a Lipschitz continuous Hessian.
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Assumption 1. The function f(x) has a Lipschitz
continuous Hessian with constant L:

vy zeRLV2(2) = V() < Lllz =yl (1)
In this study, ||.|| stands for the maximal singular value
of a matrix and the ¢5 norm for a vector. Numerous
twice-differentiable problems, such as logistic or least-
squares regression, satisfy Assumption 1.

The Lipschitz continuity of the Hessian is crucial when
analyzing second-order algorithms because it extends
the concept of smoothness to second-order. The ground-
breaking work by Nesterov et al. [61] revealed the re-
markable convergence rate of Newton’s method for
problems satisfying Assumption 1 when augmented
with cubic regularization. For instance, if the problem
is convex, the accelerated gradient descent typically
achieves O(t%), whereas accelerated second-order meth-
ods achieve O(t%) Recent advancements achieved even
faster convergence rates, up to O(ﬂ%) using hybrid
methods [57, 17], or the direct acceleration of second-
order methods [59, 34, 53].

However, second-order methods are not scalable, par-
ticularly for the high-dimensional problems common in
machine learning. The limitation is that exact second-
order methods require the solution of a linear system
involving the Hessian V2f. This has motivated al-
ternative approaches that balance the efficiency of
second-order methods with the scalability of first-order
methods, such as quasi-Newton methods or Ander-
son/nonlinear acceleration methods (which are equiv-
alent to quasi-Newton methods [29]). Due to space
limitation, the results of this study are presented under
the prism of quasi-Newton methods, but their links
with Anderson acceleration is explained extensively in
appendix D.

Quasi-Newton (qN) methods minimize differentiable
functions by iteratively updating an approximate Hes-
sian matrix using previous gradients, effectively bal-
ancing scalability and efficiency. This approach makes
them highly suitable for large-scale optimization prob-
lems across diverse fields. For instance, I-BFGS is a
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widely used and effective optimization method for un-
constrained functions (e.g., fminunc from Matlab) and
is often considered state-of-the-art [1].

Despite the impressive performance of quasi-Newton
methods and nonlinear acceleration schemes, the fol-
lowing long-standing question has remained unan-
swered for over 50 years.

What are the nonasymptotic global convergence rates
of quasi-Newton and Anderson acceleration methods?

This question is challenging: Over the years, extensive
research has catapulted the popular I-BFGS algorithm
to an exceptionally high level of efficiency, as attested
by various studies (e.g., [56, 89, 58]). However, its theo-
retical convergence guarantees are notably lacking and
do not accurately reflect its actual numerical perfor-
mance. Therefore, additional numerical improvements
or obtaining fast rates without arming the numerical
convergence may be increasingly difficult or infeasible.

1.1 Contributions

Theoretical guarantees This study presents
generic updates that are novel quasi-Newton methods
or nonlinear acceleration schemes with cubic regular-
ization that meet the following requirements.

1. The assumptions for the theoretical analysis are
simple and verifiable (section 3.1).

2. The algorithm is suitable for large-scale problems,
as for a fixed memory budget N < d, its per-
iteration cost is linear in the dimension.

3. The algorithm exhibits explicit, global, and
nonasymptotic convergence rates that inter-
polate between those of the first and second order
methods (section 3 and appendix C):

o Convergence on Nonconvex problems (Theo-
rem 5): ming<, |V f(z;)|| < O(t~5 +¢73),

o (Star-)convex problems (Theorems 6 and 7):
flz) = f* <02 +t71),

o Accelerated rate on convex problems (Theo-
rem 8): f(z) — f* <O +t72).

4. The algorithm is adaptive to the problem’s
constants (algorithms 4 and 7): both acceler-
ated and classical methods require only an initial
estimate of the Lipchitz constant (appendix F.1).

Novel Analysis To address these points, this study
explores a novel paradigm, rethinking from scratch the
framework underlying N methods (section 2).

Numerical Efficiency The algorithm outperform
I-BFGS in many scenarios (section 4).

Practicability A particular focus have been put on
making the method simple, generic and adaptive, to
make it suitable for practical applications. The method
is simple to implement, and requires fewer hyperpa-
rameters than classical N schemes.

Generic Framework The framework can be instan-
tiated as many kinds of previously known methods
(section 3.3.2), and recovers the cubic regularization of
Newton’s method in its most extreme case.

1.2 Limitations in Current qIN Schemes

In most classical gN methods, a (Wolfe) line search
algorithm (often in addition to other techniques such
as secant equation filtering or re-scaling) is required
to ensure global convergence. Without such a line
search, the performance of qN methods is poor, even
in a simple quadratic case in two dimensions [64].

Nevertheless, some previous work already attempted to
determine rates for qN methods (or to derive new ones),
but often violates at least one of the previous points:
1) the analysis requires non-verifiable assumptions, 2)
the algorithm is not suitable for large-scale problems
as the per-iteration cost is at least O(d?), 3) the rates
are local or do not interpolate between first and second
order rates, 4) the algorithm depends on potentially
unknown parameters. See appendix B for a detailed
literature review.

Violates 1: For instance, the ARC method [18, 19] or
proximal gN methods [92, 68] show accelerated rates for
quasi-Newton under similar assumptions. However, the
authors state that the convergence rate is derived under
a nonverifiable assumption, and typically, their rates
do not rely on or exploit the accuracy of second-order
approximations.

Violates 2: By using online algorithms and the
Monteiro-Svaiter acceleration technique, [50] achieves
accelerated rates O(min{ 7%, 725 }) for gN methods, but
require the storage and inversion of a d X d matrix,
which does not scale well in high dimension, and does
not perform well compared to BFGS.

Violates 3: Recent research on quasi-Newton updates
has unveiled explicit and nonasymptotic rates of conver-
gence [65, 67, 66, 54, 55]. Nonetheless, these analyses
suffer from several significant drawbacks, as they are
local, full-memory (hence require storing a d x d matrix
and the per-iteration cost is O(d?)) and sometimes
require access to the Hessian matrix.

Violates 4: Kamzolov et al. [52] introduced an adap-
tive regularization technique combined with cubic reg-
ularization, but the method relies on the knowledge of
L in Assumption 1.
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2 Rethinking Quasi-Newton Methods

The starting point is the cubic upper bound on the ob-
jective function f and the upper bound on the gradient
variation derived from Assumption 1 [61]:

IV£(y) = V(@) = V(@) - o) < 5lly— =] (2)
Fw) < F(&) + V() — )
F - V@ -+ -l @

which holds for all z,y € R%. Minimizing (3) over y
yields the cubic regularization of Newton’s method [61].

The main steps in deriving this algorithm are as follows:
1) The minimization will be constrained to a subspace
of dimension N < d, reducing the per-iteration compu-
tation cost. 2) The Hessian (in the subspace) will be
approximated using differences of gradients. 3) From
the previous points, an upper bound for the objective
function and the gradient norm will be constructed,
leading to a Type I and Type IT method. 4) To ensure
convergence, the update of the subspace will be cho-
sen such that it spans the gradient (deterministic) or
spans a portion of the gradient in expectation (random
subspace).

2.1 First Ingredient: Subspace Minimization

Minimizing the upper bound (3) is expensive in high
dimensions because it requires an eigenvalue decompo-
sition of the Hessian V2 f(z) [61]. Rather, let D; be an
d x N matrix of directions (the construction of D; is
described in section 2.4). By constraining the update
Z¢y1 — o4 in the columns span of Dy, that is,

Tip1 = Ty + Dyoy, (4)

where a; is a vector of N coefficients, the minimization
problem is simplified to
a; = argmin f(z;) + Vf(2:)" Diox
a€eRN
+ $(Da)TV2 f(2) Dyer + £ || Dy
Hence, the complexity of the eigenvalue decomposition

of DI'V? f(x)D; is now O(N?d + N3).

2.2 Second Ingredient: Multisecant
Approximation of the Hessian

Typically, quasi-Newton methods approximate the Hes-
sian using the properties of the secant equation:

V2 f (@) (i — 1) = Vf(x;) — Vf(wio1).

Usually, those updates are performed recursively, that
is, by updating an approximation of the Hessian one
secant equation at a time.

This study approximates the Hessian using the secant
equations simultaneously by using a finite-difference
approximation between two sets of points Y; and Z;.

More formally, let the matrix of directions D; and the
matrix of normalized gradient differences G; be

t t
P G L B
t (t) ® _ _® '
llyy” — ll2

207 g - 2
o | Ve - Vi)
t= ® _ _® A
Hyz e ||2

and let the matrices Y;, Z; be defined as:

Yt = [ygt)vﬁg](\?]a

A naive approach can be Y; = [z4_n,...,2:—1] and
Zy = [®4—N+1,-..,2¢] (this will not be the case in
this study; see section 2.4). Intuitively, the matrix
G is a finite-difference approximation of the Hessian
matrix product V2f(z;)D;. More precisely, the next
theorem states a bound on the approximation error of
this product as a function of the error vector e;:

Zy = [zgt), cey ZJ(\?)] (6)

def t t t) def t t t
e, el], e Ly ) 422 — gy

(7)
Theorem 1. Let the function f satisfy Assumption 1.

Let matrices Dy, Gy be defined as in (6) and vector e
as in (7). Subsequently, for allw € R? and oo € RV

€t

(W (V2 f(2) Dy — Gra| < Helja|Te,,  (8)
[T (V2 f(2) Dy — Gl < ZLel e, . (9)

Proof sketch The detailed proof can be found in
appendix G. The main idea of the proof is as follows.
The superscript ) has been removed for clarity. From
(2) with y = y;, z = 2;, then Assumption 1,
IVf(yi) = VI (z) = V2 f@e)(yi — 2]
lyi — zil

L L
< Sllys =zl + V25 @) = V420 < e

The first term in e; bounds the error of (2), whereas the
second term originates from the distance between (2)
and the current point x; where the Hessian is estimated.
Subsequently, it suffices to combine the inequalities
with the coefficients «; to obtain Theorem 1.

2.3 Third Ingredient: Objective Function and
Gradient Norm Upper bounds

As the approximation error between V?2f(z;)D; and
G, can be explicitly bounded, carefully replacing the
term V2 f(x;)Dyay in eqs. (2) and (3) with Gyay, along
with an appropriate regularization, leads to Type I
and Type II bounds.
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Algorithm 1 "Orthogonal forward estimate only"
Require: First-order oracle for f, step-size h, matrices
Dy_1, Gi—1, Yi—1, Z¢—1, new point x;.
1: If # columns of Dy_1, Gy_1, Y;_1, Z;_1 is larger
than IV, then remove their first column.

ISHY

2: Compute g; = Vf(z;), then compute dy = — Tk
where d = g, — Dy_1(DF ;).

3: Compute Tyl =T+ hd;, the orthogonal forward
estimate.

4: Upda'te }/;5 = th—hwt+%]7 Zt = [Zt—hxt]a
Dt = [Dt—ladt]a Gt = (5), E = (7) .

5: return Vf(x;), Dy, Gy, Yy, Zy, ;.

Theorem 2. Let the function f satisfy Assumption 1.
Let x4 be defined as in (4); Dy, Gy be defined as in
(6) and e; be defined as in (7). Subsequently, Vo € RN,

3
Flzesr) < () +Vf(:ct)TDtoz+ aTéita + L||D6ta\| 7
(Type I bound)

IVF @)l < IV F) + Grall + & (Jaf= + | Do),
(Type II bound)

where H, def

(GT Dy + DGy + 1L|| Dy ||ec]]) /2.

The proof can be found in appendix G. Minimizing
egs. (Type I bound) and (Type II bound) leads to
algorithms 4 and 5, respectively, whose constant L
is replaced by a parameter M determined by a back-
tracking line search. Type I methods often refer to
algorithms that aim to minimize the function value
f(z), whereas type II methods minimize the gradient
norm ||V f(x)] [29, 95, 14].

Solving the sub-problems In algorithms 4 and 5,
the coeflicients « are computed by solving a minimiza-
tion sub-problem in O(N3 + Nd), where in practice N
is smaller than d (see all the details in appendix E). In
algorithm 4, the subproblem can be formulated as a
convex problem in two variables, by using an eigenvalue
decomposition of the matrix H € RV* [61], while for
algorithm 5, the subproblem can be cast into a linear-
quadratic problem of O(N) variables and constraints
that can be solved efficiently with SDP solvers.

2.4 Fourth Ingredient: Direction Update Rule

One critical theoretical property in the analysis is the
alignment of the gradient V f(z;) with the directions
in D;. This section presents updates that ensure good
theoretical properties of D; (see summary in table 1).

Below are some assumptions for updating Y;, Z;, Dy,
which are called requirements. While not overly

Algorithm 2 "Orthogonal random dir." (example)

Require: First-order oracle for f, step-size h, memory
N, new point x;.
1: Generates N random orthonormal directions, for
example, [Dy,| = qr(Rand(d, N)).
2: Create Z; = [xy,...,x4], Yy = Zy + hDy, then up-
date Gy = (5), e = [h,...,h] .
3: return Vf(z;), Ds, G, Vs, Zs, ;.

restrictive, naive methods, such as keeping only the
previous iterations, will not satisfy these requirements.

All convergence results rely on one of these conditions
on the projector onto span(D;),

def

P, S D(DTD,)~'DT. (10)

la. For all t, projector P of stochastic matriz D;
satisfies E[P] = 4 T.

1b. For allt, P,V f(xy) = V f(xy).

The first condition guarantees that D; partially
spans the gradient Vf(z;) in expectation because
E[PVf(z)] = ZVf(2;). The second condition re-
quires the possibility of moving toward the current
gradient when taking the step x; + Div.

The norm of the relative error must be bounded.
2. For allt, (|let]|/||De]l) < 6.

The Requirement 2 is also nonrestrictive, as it simply
prevents the secant equations at y; — 2z; and z; — x;
from diverging significantly. Generally, ¢ satisfies the
(very) crude bound § < O(||zg — x*])).

Finally, the condition number of the matrix D must
also be bounded. The following section provides explicit
updates for ensuring that this condition is satisfied.

3. For all t, the condition number kKp, =

VIDED|||[(DT Dy)~1]| is bounded as kp, < k.

2.4.1 "Orthogonal Forward Estimate Only"

Update Rule (Recommended)

The "orthogonal forward estimate only" update main-
tains D; orthonormal, that is, Df D; = I for all ¢, while
ensuring that V f(x;) belongs to the span of columns
of D; (see algorithm 1). These conditions are ensured
thanks to an intermediate iterate x;, 1 which is used to
estimate V2 f(z4)V f(z;); this is called the orthogonal
forward estimate:

Vf(we) = Dy_1 (D], V f(x))
IV f(z) = Doy (DI, V f )|

xﬂ_%:xt — hdt, dt:
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Complexity # Grads & 1)
Forw. est. O(Nd) 2 1 O(R)
Random Atleast O(d) N+1 1 O(h)
Pruning O(Nd+ N?) 2 ? O(R)
Orthogonal.  O(N?2d) N+1 1 O(h)

Table 1: Comparison between different updates rules:
"forward estimates only," "orthogonal random direc-
tions," pruning or orthogonalization. If the gradient
computation is costly or if IV is large, the forward esti-
mate is probably the best method as it only requires
the computation of two new gradients, V f(x;) and
Vf(zy;1). Otherwise, the orthogonalization or ran-
dom directions might be the methods of choice given
their small constants § and k.

where h > 0 is a small step size and D,_; is simply
the matrix D;_; whose first column has been removed
if its number of columns equals N. This estimate is
a gradient descent step projected onto the orthogonal
space of span(D;_,), and is inexpensive because the
orthogonality of D, is maintained over the iterations.

After computing the forward estimate, the matrices
Y; and Z; are updated as the moving history of the
previous forward iterates and previous iterates:

Yt:[xt_N+%7...,act+%], Zp = [Tt N1y - Tt).

Matrices D; and G then follow (5). See algorithm 1
for a detailed implementation. This method has several
advantages; it ensures good theoretical performance,
particularly because £ = 1 (see Theorem 3), at the cost
of only one extra gradient evaluation.

Theorem 3. The “orthogonal forward estimate only”

update described in algorithm 1 satisfies Require-
ments 1b and 3 with k = 1.

2.4.2 "Random Orthogonal Directions"

The "random orthogonal direction" update (see algo-
rithm 2) generates a batch of N random orthogonal
directions at each iteration, such that
N
E[D,D}] = ik

Subsequently, it remains to update the matrices
}/t7 Zt7 Gt7

Zt = [.’I)t, e 7$t]7

N times

Y; =Zi+hD;, Gi=(5).

For instance, D; could be the () matrix of a qr de-
composition of a random N x d matrix (complexity:
O(N?2d)), or even simpler, an aggregation of random
canonical vectors (e.g., see [44], where the complexity
is O(Nd)). The major advantages of this approach are
that kK = 1 and 6 = VN - h. However, N additional
gradient calls are required to computes G;.

Algorithm 3 Generic iterative type I method

Require: First-order oracle f, initial iterate and
smoothness xq, My, number of iterations 7.
fort=0,...,T—1do

Update Yz, Z;, Dy, Gt, and &; (see section 2.4).
aj‘t+1,Mt+1 — [Alg 4] (f, Gt,Dt,st,xt,%)
end for
return xp

2.4.3 Other Matrix Updates: Pruning or
Orthogonalization

It is possible to create other matrix updates, e.g., the
iterates only (stores the last forward estimate and pre-
vious iterates) or greedy (stores all previous forward
estimates and iterates) strategies, as detailed below:

Yi =21, 2,21, , Te—N42
[eeg, 2, Y ) (Iterates only)
Zy = [xtvl'tfhxthnthfNJrl
i =[mpp1,m, 7, 1 T, N2
tHis bty by Ly by NE2|,
2 2 2 (Greedy)
Zt = [xt7xt_%,$t,17...,xt_Nrjl]

where, this time, z,, 1 e - RV f(x¢), with h small.
However, the directions in D; are not orthogonal, hence,
k in Requirement 3 may be large [88, 72]. Nevertheless,
the condition number can be controlled via pruning or
orthogonalization.

Pruning. It is sufficient to verify the condition
number of D; and then prune the columns of
Y:, Zi, Dy, and G until kp, is sufficiently small, for
instance, until xp, < 103. The advantage is that this
method requires only one extra gradient computation
V f(z41) to construct Gi.

Orthogonalization From the matrices Y;, Z;, the
matrix D; is computed as D; = qr(Z; — Y;). Subse-
quently, the rest of the procedure follows steps 2 and
3 from algorithm 2. It ensure the orthogonality of Dy,
but requires N extra gradients to evaluate G;.

The pruning strategy is more cost-effective than orthog-
onalization but sacrifices its control over the history
size. The orthogonalization technique resembles the
"random orthogonal directions" rule but potentially
offers more relevant directions than random ones.

2.5 Miscellaneous

Link with qN and Anderson acceleration The
algorithms 4 and 5 are strongly related to known quasi-
Newton methods and Anderson acceleration technique,
see appendix D.3.
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Algorithm 4 Type I subroutine with backtracking

line-search

Require: First-order oracle for f, matrices G, D, vec-
tor g, iterate x, initial smoothness M.

1: Initialize M <+ %

2: do . .

3 M+« 2M and H ¢+ SDED7G 1, MIDl]
4: a*<—minf(a;)+Vf(x)TDa+aT%+%aH3
5: Ty ¢ x+ Da*

6: while

f(x+) > f($)+Vf(x)TDa*+ [Oz*]’;H(l" 4 MH[éoé*Hs

7: return x, M

Algorithm 5 Type II subroutine with backtracking
line-search
Same as algorithm 4, but minimize and check the
upper bound (Type II bound) instead of (Type I
bound) on lines 4 and 6.

Backtracking Line-Search The smoothness param-
eter is replaced by My, found by backtracking [61]. The
parameter M is estimated by finite-difference, see ap-
pendix F.1.

3 Convergence Rates for Iterative
Type I Methods

This section analyzes the convergence rates of the meth-
ods that use algorithm 4 as a subroutine; see algo-
rithm 3. An analysis of methods that use algorithm 5
is left for future work.

3.1 Assumptions

This section lists the important assumptions regarding
the function f. Subsequent results require a bound on
the radius of the sublevel set {z : f(x) < f(z0)}.

Assumption 2. The radius of the sub-level set
{z: f(z) < f(mo)} is bounded by R < co.
Some results require f to be star convex or convex to

ensure convergence toward f(z*).

Assumption 3. The function f is star convex if, for
all z € RY and V7 € [0, 1],

f((A=m)z+727) < (1 =7)f(2) + 7f(27).

Assumption 4. The function f is convez if, for all
y, 2 €RY, fy) = f(2) + VI(2)(y - 2).

3.2 Rates of Convergence

When f satisfies Assumption 1, algorithm 3 ensures a
consistent minimal decrease in function at every step.

Theorem 4. Let f satisfy Assumption 1. Subsequently,
at each iteration t > 0, algorithm & starting at xo with
Moy > 0 achieves

f(l‘t+1) < f(l‘t) - ]Vllt;l ||-77t+1 - $t||35 (11)

M,
with Myy1 < max {QL ; 0} .

2t

Moreover, the total function evaluation is bounded by
2t + log, (%)

Under some mild assumptions, algorithm 3 converges to
a critical point for nonconvex functions and converges
to an optimum when the function is star-convex.

Theorem 5. Let f satisfy Assumption 1 and assume
that f is bounded below by f*. Let Requirements 1b
to 3 hold, and My > M. Subsequently, algorithm 3
starting at xo with My > 0 achieves

flao) — f*)”‘ _
Mmin ’

C Flao) — f\?
() (2750.7) )

C1 = 6L (%) + maxeo (T — P)V2f(a:) Pyl

. 3L
Jnin [V f(z:)| <max {W <12

Theorem 6. Let f satisfy Assumptions 1 to 3. Let
Requirements 1b to 8 hold. Then, fort > 1, algorithm 3
starting at xo with My > 0 achieves

* f(‘r)_f*
f(xt)_f SGMW
1 L(3R)? 1 C2(3R)?
+(t+1)(t—|—2) 2 t+2 4

def 2
Co = SLEE25 4 maxcqo 4 || V2 (i) — V2 f(a;) P
The next theorem shows that when random directions
(that satisfy Requirement la) are used, f(x;) also con-
verges in expectation to f(z*) when f is convex.

Theorem 7. Assume f satisfy Assumptions 1, 2 and /.
Let Requirements 1a, 2 and 3 hold. Then in expectation
over the matrices D; and fort > 1, algorithm 8 starting
at xg with My > 0 achieves

* 1 o) — F*
EDt[f(‘rt)_f]Sl—‘ri[%t]?,(f( o) = f*)
1 L(3R)3 N 1 C5(3R)?
(M 2 (& 2

d

def t2k2 —
Cs = 5L% + 4 dN) max;e[o,t] V2 f ()]
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Accelerated method Due to space limitation, the
accelerated algorithm 3 is presented in appendix A,
see algorithms 6 and 7. Indeed, while the algorithm is
theoretically intriguing, it underperforms numerically,
likely because it trades-off its adaptivity for better
worst-case convergence rates.

Theorem 8. Assume [ satisfies Assumptions 1, 2
and 4. Let Requirements 1b to 3 hold. Subsequently,
for t > 1, the accelerated algorithm 7 starting at xg
with My > 0 achieves

(3R)? 3R \*
<Oy Y My; 2L} [ ==
flx) = f _C4(t+3)2+9max{ 0; 2L} T3
AWR? | 3@ pe
2 6
L I ) B

:\(l) = % (LKZ + M1I€2) + HVQf(xo) — Povzf(l‘o)P()H,
A2 =M, + L,

a perturbed version of the rate of coordinate descent.
The perturbation is not surprising, as this study did
not assume that f has a Lipchitz continuous gradient.

3.3.2 Special Cases

The framework presented in this study can be reduced
to some known methods, such as the cubic regulariza-
tion of Newton’s method. This section explores some
special/extreme cases of this study’s framework when
the update rule reads Y; = Z; + hD; for some D; that
satisfy the requirements listed in section 2.4. Consider
the following three extreme cases.

a) The stepsize h tends to 0, hence y; — z; and

Gi— [, V2D, iz N

This requires a second-order oracle, but makes ¢
smaller, that is, § = O(||z; — 27|)).

C, =30kp ((5 max{4L, My} + max ||(I — Pi)Vf($i>Pi)|> b) The forward estimates are all centered in z, hence
i<t

3.3 Interpretation, Comparison With
First-Order Methods and Special Cases

The rates presented in Theorems 5 to 8 combine the
rates of the cubic regularized Newton’s method and
gradient descent (or coordinate descent, as in Theo-
rem 7) for functions with Lipschitz-continuous Hessian.
As C1,Cs, Cs, and Cy decrease, the rates approach
those of second-order methods. For simplicity in this
section, those constants are denoted as C, and k is
assumed to be equal to 1.

3.3.1 Interpretation and Comparison

The constant C' quantifies the estimation error of
DIV?f(x)Dy by Hy in (Type I bound) into two terms:

C < O(SL +maxic, ||(I = P)V2f (@) )

The first term is the error caused by approximating
V2 f(z)D; by Gy and the second is the subspace approx-
imation error of V2 f(z;) in the span of the columns of
Dy. This approximation is more explicit in C3, where
increasing N reduces the constant to N = d.

The rate associated with the constant C' is a perturbed
version of the rate of first order methods (appendix C):
if the function has Lipchitz-continuous gradients with
constant £ (appendix C, (12)), in the worst case over
P;, the constant C' is bounded as C' < O(6L + L).
Hence, the rates of Theorems 5, 6 and 8 are perturbed
versions of the rates of gradient descent and accelerated
gradient descent, respectively, whereas Theorem 7 is

Zy = [x4,...,x¢]. Then, at each iteration ¢, com-
puting G; requires IV additional gradients, but
makes 0 smaller, that is, § = O(h).

c¢) The algorithm’s memory equals d (full memory
version), hence P, = I; for all ¢. This raises the
complexity of each iteration to O(d®), but this
makes (I — P)V f(xy) =0.

The combinations of these special cases are summarized
in table 2.

4 Numerical Experiments

This section compares the methods generated by this
study’s framework to the I-BFGS algorithm from
minFunc [69], see fig. 1. Additional experiments are de-
scribed in appendix F. The tested methods were type-I
iterative algorithms (algorithm 3 using the techniques
from section 2.4). The step size of the forward estima-
tion was set to h = 1079, and the condition number & p,
was maintained below x = 10° using iterate-only and
greedy techniques. The accelerated algorithm 7 is used
only with the forward estimate-only technique. These
methods are evaluated on a logistic regression problem
on the Madelon UCI dataset [42]. The code used in
the experiments is available on https://github.com/
windows7lover/QN_With_Guarantees.

Regarding the number of iterations, the greedy orthog-
onalized version outperformed the others owing to the
orthogonality of the directions (resulting in a condition
number of one) and the meaningfulness of the previ-
ous gradients/iterates. However, in terms of gradient
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Satisfies a)  Satisfies b)  Satisfies c)

Limited Memory QN with guarantees (this paper)
Quasi-Newton with Second Order Oracle [67, 66, 65] v

Subspace Newton with finite-difference (this paper)
Full-Memory QN with guarantees (this paper, [50])

Random Subspace [26, 39, 44]

Cubic Newton with finite-difference [40]
Cubic Newton with Lazy Hessian [25]
Cubic Newton [61, 59]

v
v

v v
v v
v v
v v v

Table 2: By considering the extreme cases a), b), and ¢) from section 3.3.2, the algorithm presented in this study
reduces to known methods, up to the Cubic regularization of Newton’s method in the most extreme setting.

oracle calls, the recommended method, orthogonal for-
ward estimate only, achieved the best performance by
balancing the cost per iteration (only two gradients
per iteration) and efficiency (small and orthogonal di-
rections, reducing theoretical constants). Surprisingly,
the accelerated method underperforms, likely owing to
its tightened theoretical analysis reducing its inherent
adaptivity.

5 Conclusion and Future work

This study introduces a generic framework for develop-
ing novel quasi-Newton and Anderson/nonlinear accel-
eration schemes that offer a global convergence rate in
various scenarios, including accelerated convergence on
convex functions, with minimal assumptions.

The proposed approach requires an additional gradient
step for the forward estimate, as discussed in Section 2.4.
However, this forward estimate is crucial for enabling
the algorithm’s adaptivity.

Studying the special case N = d (although unsuitable
for large-scale problems) could highlight super-linear
convergence rates in future research. Moreover, using
the average-case analysis framework from existing liter-
ature [63, 74, 27, 21, 62] can also improve the constants
in Theorems 5 and 6 to match those in Theorem 7.
Furthermore, exploring the convergence rates of the
type-2 method is also worthwhile.

Ultimately, the results presented in this study open new
avenues of research. It may also provide a potential
foundation for investigating additional properties of
existing quasi-Newton methods. This may even lead to
the discovery of convergence rates for adaptive cubic-
regularized BFGS variants.

Main limitation Despite its strong theoretical con-
vergence rates and its ability to recover cubic regular-
ization in the limit, the algorithm’s complexity rises
to O(d®) when N approaches d owing to the cubic
minimization subproblem. This contrasts with current
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Figure 1: Comparison between the type-1 methods pro-
posed in this study and the optimized implementation
of I-BFGS from minFunc [69] with default parameters,
except for the memory size. All methods use a memory
size of N = 25.

full-memory qN methods, which have a complexity of
O(d?) but offer local superlinear convergence rates [65,
66, 67]. Solving the cubic regularized model is an ac-
tive research topic [16, 15, 51, 33, 48], and its study is
out of the scope of this paper. Nevertheless, it is very
likely that future researchs may reduce the complexity
to O(d?) by updating the solution of the subproblem
with low-rank perturbations, or by solving inexactly
the cubic subproblem like in [50].



Damien Scieur

References

1]

Hari Om Aggrawal and Jan Modersitzki. “Hes-
sian Initialization Strategies for -BFGS Solving
Non-linear Inverse Problems”. In: International
Conference on Scale Space and Variational Meth-
ods in Computer Vision. Springer. 2021, pp. 216—
228.

Donald G Anderson. “Iterative procedures for
nonlinear integral equations”. In: Journal of the
ACM (JACM) 12.4 (1965), pp. 547-560.

Kimon Antonakopoulos, Ali Kavis, and Volkan
Cevher. “Extra-Newton: A First Approach
to Noise-Adaptive Accelerated Second-Order
Methods”. In: arXiv preprint arXiw:2211.01832
(2022).

Claude Brezinski. “Application de I’e-algorithme
a la résolution des systémes non linéaires”. In:
Comptes Rendus de I’Académie des Sciences de

Paris 271.A (1970), pp. 1174-1177.

Claude Brezinski. “Sur un algorithme de résolu-
tion des systémes non linéaires”. In: Comptes
Rendus de I’Académie des Sciences de Paris
272.A (1971), pp. 145-148.

Claude Brezinski and Michela Redivo—Zaglia.
“The genesis and early developments of Aitken’s
process, Shanks’ transformation, the e-algorithm,
and related fixed point methods”. In: Numerical
Algorithms 80.1 (2019), pp. 11-133.

Claude Brezinski, Michela Redivo-Zaglia, and
Yousef Saad. “Shanks sequence transformations
and Anderson acceleration”. In: SIAM Review
60.3 (2018), pp. 646-669.

Claude Brezinski and M Redivo Zaglia. Fxtrap-
olation methods: theory and practice. Elsevier,
1991.

Claude Brezinski et al. “Shanks and Anderson-
type acceleration techniques for systems of non-
linear equations”. In: arXw:2007.05716 (2020).

Charles G Broyden. “The convergence of a class
of double-rank minimization algorithms: 2. The
new algorithm”. In: IMA journal of applied math-
ematics 6.3 (1970), pp. 222-231.

Charles George Broyden. “The convergence of
a class of double-rank minimization algorithms
1. general considerations”. In: IMA Journal of
Applied Mathematics 6.1 (1970), pp. 76-90.

Richard H Byrd and Jorge Nocedal. “A tool
for the analysis of quasi-Newton methods with
application to unconstrained minimization”. In:
SIAM Journal on Numerical Analysis 26.3 (1989),
pp. 727-739.

[13]

[14]

[15]

[17]

[18]

[19]

[20]

[23]

[24]

Richard H Byrd, Jorge Nocedal, and Ya-Xiang
Yuan. “Global convergence of a class of quasi-
Newton methods on convex problems”. In: STAM
Journal on Numerical Analysis 24.5 (1987),
pp. 1171-1190.

Marco Canini and Peter Richtarik. “Direct nonlin-
ear acceleration”. In: Operational Research 2192
(2022), p. 4406.

Yair Carmon and John Duchi. “Gradient descent
finds the cubic-regularized nonconvex Newton
step”. In: SIAM Journal on Optimization 29.3
(2019), pp. 2146-2178.

Yair Carmon and John C Duchi. “Analysis of
krylov subspace solutions of regularized non-
convex quadratic problems”. In: Advances in Neu-
ral Information Processing Systems 31 (2018).

Yair Carmon et al. “Recapp: Crafting a more
efficient catalyst for convex optimization”. In:
International Conference on Machine Learning.
PMLR. 2022, pp. 2658-2685.

Coralia Cartis, Nicholas IM Gould, and Philippe
L Toint. “Adaptive cubic regularisation meth-
ods for unconstrained optimization. Part I: mo-
tivation, convergence and numerical results”.
In: Mathematical Programming 127.2 (2011),
pp. 245-295.

Coralia Cartis, Nicholas IM Gould, and Philippe
L Toint. “Adaptive cubic regularisation methods
for unconstrained optimization. Part II: worst-
case function-and derivative-evaluation complex-
ity”. In: Mathematical programming 130.2 (2011),
pp. 295-319.

Andrew R Conn, Nicholas IM Gould, and Ph L
Toint. “Convergence of quasi-Newton matrices
generated by the symmetric rank one update”.
In: Mathematical programming 50.1-3 (1991),
pp. 177-195.

Leonardo Cunha et al. “Only tails matter:
Average-Case Universality and Robustness in the
Convex Regime”. In: 2022.

Alexandre d’Aspremont, Damien Scieur, Adrien
Taylor, et al. “Acceleration methods”. In: Founda-
tions and Trends® in Optimization 5.1-2 (2021),
pp. 1-245.

William C Davidon. “Variable metric method for
minimization”. In: SIAM Journal on Optimiza-
tion 1.1 (1991), pp. 1-17.

Nikita Doikov, El Mahdi Chayti, and Mar-
tin Jaggi. “Second-order optimization with lazy
Hessians”. In: arXiv preprint arXiv:2212.00781
(2022).


https://openreview.net/pdf?id=VKtGrkUvCR
https://openreview.net/pdf?id=VKtGrkUvCR
https://openreview.net/pdf?id=VKtGrkUvCR

Adaptive Quasi-Newton and Anderson Acceleration with Global Convergence Rates

[29]

[34]

[35]

[36]

Nikita Doikov, Martin Jaggi, et al. “Second-order
optimization with lazy Hessians”. In: Interna-
tional Conference on Machine Learning. PMLR.
2023, pp- 8138-8161.

Nikita Doikov, Peter Richtarik, et al. “Random-
ized block cubic Newton method”. In: Interna-
tional Conference on Machine Learning. PMLR.
2018, pp. 1290-1298.

Carles Domingo-Enrich, Fabian Pedregosa, and
Damien Scieur. “Average-case acceleration for
bilinear games and normal matrices”. In: arXiv
preprint arXiw:2010.02076 (2020).

John R Engels and Hector J Martinez. “Local
and superlinear convergence for partially known
quasi-Newton methods”. In: SIAM Journal on
Optimization 1.1 (1991), pp. 42-56.

Haw-Ren Fang and Yousef Saad. “Two classes of
multisecant methods for nonlinear acceleration”.

In: Numerical Linear Algebra with Applications
16.3 (2009), pp. 197-221.

Roger Fletcher. “A new approach to variable
metric algorithms”. In: The computer journal
13.3 (1970), pp. 317-322.

Roger Fletcher and Michael JD Powell. “A
rapidly convergent descent method for mini-
mization”. In: The computer journal 6.2 (1963),
pp. 163-168.

William F Ford and Avram Sidi. “Recursive algo-
rithms for vector extrapolation methods”. In: Ap-
plied numerical mathematics 4.6 (1988), pp. 477
489.

Yihang Gao, Man-Chung Yue, and Michael Ng.
“Approximate Secular Equations for the Cubic
Regularization Subproblem”. In: Advances in
Neural Information Processing Systems 35 (2022),
pp. 14250-14260.

Alexander Gasnikov et al. “Near optimal methods
for minimizing convex functions with lipschitz
p-th derivatives”. In: Conference on Learning
Theory. PMLR. 2019, pp. 1392-1393.

Eckart Gekeler. “On the solution of systems of
equations by the epsilon algorithm of Wynn”.
In: Mathematics of Computation 26.118 (1972),
pp- 427-436.

Saeed Ghadimi, Han Liu, and Tong Zhang.
“Second-order methods with cubic regularization
under inexact information”. In: arXiv preprint
arXiv:1710.05782 (2017).

Hiva Ghanbari and Katya Scheinberg. “Proximal
quasi-Newton methods for regularized convex op-
timization with linear and accelerated sublinear
convergence rates”. In: Computational Optimiza-
tion and Applications 69 (2018), pp. 597-627.

[38]

[41]

[42]

[43]

[48]

Donald Goldfarb. “A family of variable-metric
methods derived by variational means”. In: Math-
ematics of computation 24.109 (1970), pp. 23-26.

Robert Gower et al. “Rsn: Randomized subspace
newton”. In: Advances in Neural Information
Processing Systems 32 (2019).

Geovani Nunes Grapiglia, Max LN Gongalves,
and GN Silva. “A cubic regularization of New-
ton’s method with finite difference Hessian ap-
proximations”. In: Numerical Algorithms (2022),
pp. 1-24.

Andreas Griewank and Ph L Toint. “Local conver-
gence analysis for partitioned quasi-Newton up-
dates”. In: Numerische Mathematik 39.3 (1982),
pp. 429-448.

Isabelle Guyon. “Design of experiments of the
NIPS 2003 variable selection benchmark”. In:
NIPS 2003 workshop on feature extraction and
feature selection. Vol. 253. 2003.

Isabelle Guyon et al. “Design and analysis of
the causation and prediction challenge”. In: Cau-
sation and Prediction Challenge. PMLR. 2008,
pp. 1-33.

Filip Hanzely et al. “Stochastic subspace cubic
Newton method”. In: International Conference
on Machine Learning. PMLR. 2020, pp. 4027—
4038.

K Jbilou and H Sadok. “Vector extrapolation
methods. Applications and numerical compari-
son”. In: Journal of Computational and Applied
Mathematics 122.1-2 (2000), pp. 149-165.
Khalide Jbilou and Hassane Sadok. “Analysis
of some vector extrapolation methods for solv-
ing systems of linear equations”. In: Numerische
Mathematik 70.1 (1995), pp. 73-89.

Khalide Jbilou and Hassane Sadok. “Some results
about vector extrapolation methods and related
fixed-point iterations”. In: Journal of Compu-
tational and Applied Mathematics 36.3 (1991),
pp- 385-398.

Ru-Jun Jiang, Zhi-Shuo Zhou, and Zi-Rui Zhou.
“Cubic regularization methods with second-order
complexity guarantee based on a new subprob-
lem reformulation”. In: Journal of the Operations
Research Society of China 10.3 (2022), pp. 471—
506.

Ruichen Jiang, Qiujiang Jin, and Aryan Mokhtari.
“Online Learning Guided Curvature Approxima-
tion: A Quasi-Newton Method with Global Non-
Asymptotic Superlinear Convergence”. In: arXiv
preprint arXiv:2302.08580 (2023).



Damien Scieur

[54]

[58]

[59]

Ruichen Jiang and Aryan Mokhtari. “Accel-
erated Quasi-Newton Proximal Extragradient:
Faster Rate for Smooth Convex Optimization”.
In: arXiv preprint arXiv:2306.02212 (2023).
Rujun Jiang, Man-Chung Yue, and Zhishuo Zhou.
“An accelerated first-order method with complex-
ity analysis for solving cubic regularization sub-
problems”. In: Computational Optimization and
Applications 79 (2021), pp. 471-506.

Dmitry Kamzolov et al. “Accelerated Adaptive
Cubic Regularized Quasi-Newton Methods”. In:
arXiv preprint arXiv:2302.04987 (2023).
Dmitry Kovalev and Alexander Gasnikov. “The
first optimal acceleration of high-order meth-
ods in smooth convex optimization”. In: arXiv
preprint arXiv:2205.09647 (2022).

Dachao Lin, Haishan Ye, and Zhihua Zhang. “Ex-
plicit convergence rates of greedy and random

quasi-Newton methods”. In: Journal of Machine
Learning Research 23.162 (2022), pp. 1-40.

Dachao Lin, Haishan Ye, and Zhihua Zhang.
“Greedy and random quasi-newton methods with
faster explicit superlinear convergence”. In: Ad-

vances in Neural Information Processing Systems
34 (2021), pp. 6646—-6657.

Dong C Liu and Jorge Nocedal. “On the lim-
ited memory BFGS method for large scale opti-
mization”. In: Mathematical programming 45.1-3
(1989), pp. 503-528.

Renato DC Monteiro and Benar Fux Svaiter.
“An accelerated hybrid proximal extragradient
method for convex optimization and its implica-
tions to second-order methods”. In: STAM Jour-
nal on Optimization 23.2 (2013), pp. 1092-1125.
José Luis Morales. “A numerical study of limited
memory BFGS methods”. In: Applied Mathemat-
ics Letters 15.4 (2002), pp. 481-487.

Yurii Nesterov. “Accelerating the cubic regular-
ization of Newton’s method on convex problems”.
In: Mathematical Programming 112.1 (2008),
pp- 159-181.

Yurii Nesterov. Introductory lectures on convex
optimization. Springer, 2004.

Yurii Nesterov and Boris T Polyak. “Cubic regu-
larization of Newton method and its global per-

formance”. In: Mathematical Programming 108.1
(2006), pp. 177-205.

Courtney Paquette et al. “Halting Time is pre-
dictable for large models: A universality property
and average-case analysis”. In: Foundations of
Computational Mathematics (2022).

[63]

[64]

[75]

Fabian Pedregosa and Damien Scieur. “Acceler-
ation through spectral density estimation”. In:
Proceedings of the 37th International Conference
on Machine Learning (ICML). 2020.

MJD Powell. “How bad are the BFGS and
DFP methods when the objective function is
quadratic?” In: Mathematical Programming 34
(1986), pp. 34-47.

Anton Rodomanov and Yurii Nesterov. “Greedy
quasi-Newton methods with explicit superlinear
convergence”. In: SIAM Journal on Optimization
31.1 (2021), pp. 785-811.

Anton Rodomanov and Yurii Nesterov. “New
results on superlinear convergence of classical
quasi-Newton methods”. In: Journal of optimiza-
tion theory and applications 188 (2021), pp. 744—
769.

Anton Rodomanov and Yurii Nesterov. “Rates
of superlinear convergence for classical quasi-
Newton methods”. In: Mathematical Program-
ming (2021), pp. 1-32.

Katya Scheinberg and Xiaocheng Tang. “Practi-
cal inexact proximal quasi-Newton method with
global complexity analysis”. In: Mathematical
Programming 160 (2016), pp. 495-529.

Mark Schmidt. “minFunc: unconstrained differ-
entiable multivariate optimization in Matlab”. In:
Software available at http://www. cs. ube. ca/”
schmidtm /Software/minFunc. htm (2005).
Robert B Schnabel. Quasi-Newton Methods Us-
ing Multiple Secant Equations. Tech. rep. COL-
ORADO UNIV AT BOULDER DEPT OF COM-
PUTER SCIENCE, 1983.

Damien Scieur. “Generalized framework for
nonlinear acceleration”. In: arXiw preprint
arXiv:1903.08764 (2019).

Damien Scieur, Alexandre d’Aspremont, and
Francis Bach. “Regularized nonlinear accelera-
tion”. In: Advances in Neural Information Pro-
cessing Systems (NIPS). 2016.

Damien Scieur, Alexandre d’Aspremont, and
Francis Bach. “Regularized nonlinear accelera-
tion”. In: Mathematical Programming (2020).
Damien Scieur and Fabian Pedregosa. “Universal
Asymptotic Optimality of Polyak Momentum?”.
In: Proceedings of the 37th International Confer-
ence on Machine Learning (ICML). 2020.
Damien Scieur et al. “Generalization of Quasi-
Newton methods: application to robust symmet-
ric multisecant updates”. In: International Con-
ference on Artificial Intelligence and Statistics.
PMLR. 2021, pp. 550-558.

Damien Scieur et al. “Online Regularized Nonlin-
ear Acceleration”. In: arXiv:1805.09639 (2018).


https://arxiv.org/pdf/2006.04299.pdf
https://arxiv.org/pdf/2006.04299.pdf
https://arxiv.org/pdf/2006.04299.pdf
https://arxiv.org/pdf/1606.04133.pdf
https://arxiv.org/pdf/1606.04133.pdf

Adaptive Quasi-Newton and Anderson Acceleration with Global Convergence Rates

[82]

[83]

[84]

[89]

[90]

[91]

David F Shanno. “Conditioning of quasi-Newton
methods for function minimization”. In: Math-
ematics of computation 24.111 (1970), pp. 647
656.

Avram Sidi. “Convergence and stability prop-
erties of minimal polynomial and reduced rank
extrapolation algorithms”. In: STAM Journal on
Numerical Analysis 23.1 (1986), pp. 197-209.
Avram Sidi. “Efficient implementation of minimal
polynomial and reduced rank extrapolation meth-
ods”. In: Journal of Computational and Applied
Mathematics 36.3 (1991), pp. 305-337.

Avram Sidi. “Extrapolation vs. projection meth-
ods for linear systems of equations”. In: Journal
of Computational and Applied Mathematics 22.1
(1988), pp. 71-88.

Avram Sidi. “Minimal polynomial and reduced
rank extrapolation methods are related”. In:
Advances in Computational Mathematics 43.1
(2017), pp. 151-170.

Avram Sidi. Vector extrapolation methods with
applications. STAM, 2017.

Avram Sidi. “Vector extrapolation methods with
applications to solution of large systems of equa-
tions and to PageRank computations”. In: Com-
puters & Mathematics with Applications 56.1
(2008), pp. 1-24.

Avram Sidi and Jacob Bridger. “Convergence and
stability analyses for some vector extrapolation
methods in the presence of defective iteration ma-
trices”. In: Journal of Computational and Applied
Mathematics 22.1 (1988), pp. 35-61.

Avram Sidi and Yair Shapira. “Upper bounds for
convergence rates of acceleration methods with
initial iterations”. In: Numerical Algorithms 18.2
(1998), pp. 113-132.

Andrzej Stachurski. “Superlinear convergence of
Broyden’s bounded #-class of methods”. In: Math-
ematical Programming 20.1 (1981), pp. 196-212.
Alex Toth and CT Kelley. “Convergence analysis
for Anderson acceleration”. In: SIAM Journal on
Numerical Analysis 53.2 (2015), pp. 805-819.
Evgenij E Tyrtyshnikov. “How bad are Han-
kel matrices?” In: Numerische Mathematik 67.2
(1994), pp. 261-269.

Gerhard Venter. “Review of optimization tech-
niques”. In: (2010).

Homer F Walker and Peng Ni. “Anderson acceler-
ation for fixed-point iterations”. In: SIAM Jour-
nal on Numerical Analysis 49.4 (2011), pp. 1715—
1735.

Zhe Wang et al. “A Note on Inexact Condition for
Cubic Regularized Newton’s Method”. In: arXiv
preprint arXiv:1808.07384 (2018).

[92]

(93]

[95]

Zengxin Wei et al. “The superlinear convergence
of a modified BFGS-type method for uncon-
strained optimization”. In: Computational op-
timization and applications 29 (2004), pp. 315—
332.

Hiroshi Yabe, Hideho Ogasawara, and Masayuki
Yoshino. “Local and superlinear convergence of
quasi-Newton methods based on modified secant
conditions”. In: Journal of Computational and
Applied Mathematics 205.1 (2007), pp. 617-632.

Hiroshi Yabe and Naokazu Yamaki. “Local
and superlinear convergence of structured quasi-
Newton methods for nonlinear optimization”. In:
Journal of the Operations Research Society of
Japan 39.4 (1996), pp. 541-557.

Junzi Zhang, Brendan O’Donoghue, and Stephen
Boyd. “Globally convergent type-I Anderson ac-
celeration for nonsmooth fixed-point iterations”.
In: SIAM Journal on Optimization 30.4 (2020),
pp. 3170-3197.



Damien Scieur

Contents
1 Introduction 1
1.1 Contributions . . . . . . . . . . e 2
1.2 Limitations in Current qN Schemes . . . . . . . . . . . . ... 2
2 Rethinking Quasi-Newton Methods 3
2.1 First Ingredient: Subspace Minimization . . . . . . . . . . . . L oL o 3
2.2 Second Ingredient: Multisecant Approximation of the Hessian . . . . . . . . ... ... ... ... 3
2.3 Third Ingredient: Objective Function and Gradient Norm Upper bounds . . . . . . . .. ... .. 3
2.4 Fourth Ingredient: Direction Update Rule . . . . . . . . ... .. . ... ... ... 4
2.4.1 "Orthogonal Forward Estimate Only" Update Rule (Recommended) . . . ... ... ... 4
2.4.2 "Random Orthogonal Directions” . . . . . . . . . ... .. L o 5
2.4.3  Other Matrix Updates: Pruning or Orthogonalization . . . ... ... ... ... ..... 5
2.5 Miscellaneous . . . . . . L e e 5
3 Convergence Rates for Iterative Type I Methods 6
3.1 Assumptions . . ... ... e 6
3.2 Rates of Convergence. . . . . . . . . . . e e e e 6
3.3 Interpretation, Comparison With First-Order Methods and Special Cases . . . . ... ... ... 7
3.3.1 Imterpretation and Comparison . . . . . . . . . . .. Lo 7
3.3.2 Special Cases . . . . . . . 7
4 Numerical Experiments 7
5 Conclusion and Future work 8
A Accelerated Algorithm 15
B Related work 17
B.1 Inexact, Subspace, and Stochastic Newton Methods . . . . .. ... .. .. ... ... ... . 17
B.2 Nonlinear and Anderson Acceleration . . . . . . . . . . .. L e 17
B.3 Quasi-Newton Methods . . . . . . . . . . e 17
B.4 Close Related Work . . . . . . L L 0 0 e 17
B.4.1 (Accelerated) Quasi-Newton with Secant Inexactness . . . . . . . . ... ... ... .... 17
B.4.2 ARC: Adaptive Regularization algorithm using Cubics . . . . . . .. ... ... ... ... 17
B.4.3 Proximal Quasi-Newton Methods . . . . . . . . . . ... ... ... ... .. ... 18
B.4.4 Proximal Extragradient Quasi-Newton Methods with Online Estimation . . . . . . .. .. 18
C Known rates of convergence and Comparison 19

C.1 (Accelerated) Gradient Descent . . . . . . . . . . ... L 19



Adaptive Quasi-Newton and Anderson Acceleration with Global Convergence Rates

C.2 (Accelerated) Cubic Regularized Newton’s Method . . . . . .. ... .. ... ... .. ......
C.3 Relation Between Parameters . . . . . . . ... .. Lo

C.4 Comparing rates of convergence . . . . . . . . . .. L L L

D Link with quasi-Newton and Anderson/Nonlinear Acceleration
D.1 Anderson Acceleration and Nonlinear Acceleration . . . . . . . . .. .. ... ... ... ...,
D.2 Single-secant and Multisecant Quasi-Newton Methods . . . . . . .. .. ... ... ... ...,
D.2.1 The Ideas Behind Single-Secant and Multisecant Hessian Approximation . . . . . . . . ..
D.2.2 Davidon-Fletcher-Powell (DFP) Formula . . . . . . .. .. ... ... ... . ...,
D.2.3 Multisecant Broyden Methods . . . . . .. .. . .. . oo
D.2.4 Link with Anderson Acceleration . . . . . . . . . ... .. L
D.3 Links with Algorithms 4 and 5 . . . . . . . . . . . e

E Solving the sub-problems
E.1 Solving the Type 1 Subproblem . . . . . . . . . . ...
E.2 Solving the Type 2 Subproblem . . . . . . . . . .. . .
E.2.1 Fundamentals of SOCP . . . . . .. . ...
E.2.2 SOCP Formulation of the Type 2 Subproblem . . . . .. ... ... .. ... .......

F Additional Numerical Experiments

F.1 Initial Parameter for the Backtracking Line search . . . . . . . . ... . ... ... ... ..
F.2 Scalability w.r.t. Dimension and Memory . . . . . . . ... .. ... 0o
F.3 Influence of h . . . . 0 o o 0
F.4 TImpact of the memory parameter N . . . . . . . . ... L
F.5 Nonconvex optimization . . . . . . . . . . . . e
F.6 Comparison of Type 1 Methods on Convex Problems . . . . . . .. ... .. ... .. .. .....

F.6.1 Square loss and cubic regularization . . . . . . . ... .. L 0L oo

F.6.2 Logistic regression . . . . . . . . . . . L e
F.7 Comparison of Type 2 Methods on Convex Problems . . . . . . ... ... ... ... .......

F.7.1 Square loss and cubic regularization . . . . . . ... .. ... L 0 L

F.7.2 Logistic regression . . . . . . . . L

G Missing proofs
G.1 Technical Result: Hessian Approximation . . . . . . ... .. ... ... .. ... ...,
G.2 Technical Results: Cubic Subproblem . . . . . . . . .. ...
G.3 Technical Results: Decrease Guarantees . . . . . . . . . . . . .. .
G.4 Technical Results: Accelerated Algorithm . . . . . . ... . ... .. o

G.5 Missing proofs from Sections 2 and 3 . . . . . . . . ...

21
21
22
22
23
23
23
24

25
25
26
26
27

29
29
30
30
31
31
32
32
33
34
34
35



Damien Scieur

Supplementary Materials

A Accelerated Algorithm

This section introduces algorithm 7, an accelerated variant of algorithm 3 for convex functions, designed using
the estimate sequence technique from [59]. It consists in iteratively building a function ®;(z), that reads

s (S b (Flar) + V(i) — ) 4+ A0 el g A2 lemgll )

The parameters b; > 0, /\El), /\,(52 and the iterates X; are designed by theory to ensure the following properties,

(I)t(x) =

PORIPYS PNORIPIS
ft”x _ xOHQ + %

where By = EE:O b; and AW, X® are constants determined by the theory.

Bif(w) <mingy(z),  ¢(x) < Bif(w) + [

Once the parameters are set, the accelerated algorithm operates as follow:

1. The accelerated algorithm combines linearly v;, the optimum of ®;, and the previous iterate x;.
2. It uses a slight modified version of algorithm 4, see algorithm 6.

3. There is a distinction between small and large step sizes, identifying which A needs to be updated. The step
size is considered "large" if it resembles a cubic-Newton step.

Algorithm 6 Type-I subroutine with backtracking for the accelerated method

Require: First-order oracle f, matrices G, D, vector ¢, iterate x, initial smoothness parameter M

Initialize M «+ %, ExitFlag < None
def , 1-P)G
Define 1y = 5y (31l + 2152 )
do . .
M+ 2-M and H,+ ¢2E2-¢ 4 pTpMm
* ~ T 1.7 M| Dal?®
a* <+ argmin,, f(z) + Vf(z)" Da+ 50" Hya + =%
x4y +—x+ Da
. v 3/2
if L% < -Vf(z;)'Da then

33/4
ExitFlag < LargeStep

end if

. Vfx 2

if s < —Vf(z1)"Da And ||Dal| < (V3 1)ya then
ExitFlag < SmallStep

end if

while ExitFlag is None

return z,, o, M, vpr, ExitFlag

Proposition 1. Let v; be the minimizer of

PO ¢ o)
61(0) = 67 + [ (7] v+ S0 — o2 + Z= o — o]

where )\El) >0, )\?) > 0. Let ry = ||ve — xo||. Then,

0 if A =2 =9
M . 1 2

ry = ||Ut _ 1U0|| _ ”/\(1)“ i /\E ) >0 and )\E ) =0
2P/ 24223 4|

if AP >0

©)
AQ
. i
vy = argmin &, (z) = xg — Tt”éf—l)”
t
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Algorithm 7 Adaptive Accelerated Type-I Iterative Algorithm

Require: First-order oracle f, initial iterate and smoothness o, My, number of iterations 7T .
AV 0,208 o0
Initialize Gy, Dy, 9 (see section 2.4)
{x1, M1} + [algorithm 41(f, Gy, Dy,c0,zo, Mo)
Initialize Kéo) = f(x1), Eél) =0

fort=1,...,T—1do
Update Gy, Dy, e¢ (see section 2.4)

Set by - (I g e 5 s

Update 40) — Eg(i)l +bia[f () — Vf(z)T 2], Egl) — zﬁljl + b1V f(zy)

do
ValidBound < True
Set vy <— argmin,, ¢.(v) (See proposition 1).
3

t
Let Yt < H—th + mﬁt

M,
{I‘t+1, g, Mt+1a Yt EXltFlag} — [Alg6] (f7 Gt> Dta Ety Yt Tt)

%% Check if the next ¢ is still a lower bound for Bif(x¢41)

Define ¢4 () = ¢e(z) + be[f(ze41 + Vf(2e41) (2 — 2441)]-
Set vy « argmin, ¢ (v) (See proposition 1).

if &, (vy) < Bif(x¢q1) then %% Parameters adjustment if needed
ValidBound < False %) Unsuccessful iteration: ¢u41(vet1) > f(@eg1).
if ExitFlag is LargeStep then

4 b3
If A% =0 then \? v .
t

else 7 Exitflag is SmallStep
2

M,1. Else, A « 222,

b
If \\) =0 then S Mig1 (4 | D). Else, AD o),
t

end if
else
{/\ﬁfl,/\ﬁ)l} — {/\ﬁl),)\f)} %% Successful iteration
end if
while ValidBound is False
end for
return zp
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B Related work

B.1 Inexact, Subspace, and Stochastic Newton Methods

Instead of explicitly computing the Hessian matrix and the Newton step, inexact methods compute an approxima-
tion using sampling [3], inexact Hessian computation [36, 24|, or random subspaces [26, 39, 44]. These approaches
substantially reduce per-iteration costs without significantly compromising the convergence rate. The convergence
speed in such cases often represents an interpolation between the rates observed in gradient descent methods and
(cubic) Newton’s method.

B.2 Nonlinear and Anderson Acceleration

Nonlinear acceleration techniques, including Anderson acceleration [2], have a long standing history [4, 5, 35].
Driven by their promising empirical performance, they recently gained interest in their convergence analysis [80,
32,79, 47, 85, 83, 90, 87, 72, 81, 82, 7, 76, 9, 73]. In essence, Anderson acceleration is an optimization technique
that enhances convergence by extrapolating a sequence of iterates using a combination of previous gradients and
corresponding iterates. Comprehensive reviews and analyses of these techniques can be found in notable sources
such as [47, 8, 46, 45, 6, 22]. However, these methods do not generalize well outside quadratic minimization
and their convergence rate can only be guaranteed asymptotically when using a line-search or regularization
techniques [78, 84, 72].

B.3 Quasi-Newton Methods

Quasi-Newton schemes are renowned for their exceptional efficiency in continuous optimization. These methods
replace the exact Hessian matrix (or its inverse) in Newton’s step with an approximation updated iteratively
during the method’s execution. The most widely used algorithms in this category include DFP [23, 31] and
BFGS [77, 38, 30, 11, 10]. Most of the existing convergence results predominantly focus on the asymptotic
super-linear rate of convergence [86, 41, 13, 12, 20, 28, 94, 92, 93]. However, recent research on quasi-Newton
updates has unveiled explicit and non-asymptotic rates of convergence [65, 67, 66, 54, 55]. Nonetheless, these
analyses suffer from several significant drawbacks, such as assuming an infinite memory size and/or requiring
access to the Hessian matrix. These limitations fundamentally undermine the essence of quasi-Newton methods,
typically designed to be Hessian-free and maintain low per-iteration cost through their low memory requirement
and low-rank structure.

B.4 Close Related Work

B.4.1 (Accelerated) Quasi-Newton with Secant Inexactness

Recently, Kamzolov et al. [52] introduced an adaptive regularization technique combined with cubic regularization,
with global, explicit (accelerated) convergence rates for any quasi-Newton method. Based on the secant inexactness
inequality, the technique introduces a quadratic regularization whose parameter is found by a backtracking line
search. However, this algorithm relies on prior knowledge of the Lipschitz constant specified in Assumption 1.
Unfortunately, the paper does not provide an adaptive method to find jointly the Lipschitz constant as well,
as it is a priory too costly to know which parameter to update. This aspect makes the method impractical in
real-world scenarios.

B.4.2 ARC: Adaptive Regularization algorithm using Cubics
In [18, 19] is proposed a generic framework for inexact cubic regularized Newton’s steps,
. 1 M 3
Ter = min f(ze) + VF(2e) (@ —20) + 5 (@ — @) He(w — 20) + == lo — @l

where H; is assumed to be an approximation of the Hessian V2 f(z;). However, the theoretical analysis presents
numerous problems, in particular, the assumption that the norm of the current step bounds the approximation

IV2f (@) = Hell < Cllwegr — el
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for some constant C. Follow up works, such as [91], relaxed this assumption into
V2 f () = Hi|| < Cllay — 2ol

which is much weaker since it can be verified while computing the step z;11. Nevertheless, those are assumptions
on the matrix Hy, but those works do not explicitly construct such a matrix. Even worse - the assumption might
not be met in practice, especially if H; is a subspace estimation of the matrix V2 f(x;).

B.4.3 Proximal Quasi-Newton Methods

The work of [68, 37] combined qN methods with proximal schemes and provided sublinear and accelerated
convergence rates. However, the rates in [68] are based on a technical assumption [68, Assumption 2|, for
which the authors commented that "Ezploring different conditions on the Hessian approximations that ensure
Assumption 2 is a subject of a separate study", and acknowledge in their conclusion that "Our framework does not
rely on or exploit the accuracy of second-order information, and hence we do not obtain fast local convergence
rates."

In a follow-up work, [37] proposed accelerated convergence rates under similar assumptions. However, the
authors acknowledge the following: "In our numerical results, we construct Hy via L-BFGS and ignore condition
Ok+1Hg 1 = ok Hy, since enforcing it in this case causes a very rapid decrease in o. It is unclear, however, if a
practical version of Algorithm 5, based on L-BFGS Hessian approximation, can be derived, which may explain
why the accelerated version of our algorithm does not represent any significant advantage." In addition, their
theoretical convergence results are based on an upper bound on the sequence o, which current qN schemes
cannot ensure.

B.4.4 Proximal Extragradient Quasi-Newton Methods with Online Estimation

Based on the technique in [49], [50] developed a novel quasi-Newton method with the global accelerated rate of

. dlogt

convergence of O(min{;; ¥>5—1}). The main ideas are as follows: the authors used the framework of inexact
proximal method from [57], used an online algorithm to estimate the Hessian, and then solved a linear system
involving this approximation using conjugate gradients.

The paper focuses on a different regime than this study: [50] explicitly show that it is possible to break the O(tiz)
barrier for first order methods using full memory qN methods but this implies storing a full d x d matrix, and
using it in a linear system, leading to per-iteration complexities of at least O(d?).

From a practical point of view, the algorithm requires numerous hyperparameters such as a1, as, 3,..., whose
impact on the efficiency is rather unclear. Moreover, numerically, the algorithm improves over Nesterov’s
acceleration but is slower than I-BFGS on toy experiments.
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C Known rates of convergence and Comparison

C.1 (Accelerated) Gradient Descent

This section study the rate of gradient decent when function is smooth (i.e., has Lipschitz continuous gradients):

F) < F@) + V@) — ) + 5y — . (12)

Note that the class of functions considered in this paper is not the class of smooth functions. However, if the
function satisfies Assumption 1, the Lipchits constant can be bounded as

L <|IV2f(2)| + LR forall z € {x: f(x) < f(z0)}. (13)

The rates of plain gradient descent and its accelerated version read [60] (after replacing £)

join 197G < o LT L) = 1), (plain, non-conves) (14
f(@e) = f(a¥) < [HVQf(UU)H + LR] H%RQ, (plain, convex) (15)
flze) = f(a*) < [IV*f(@)] + LR] R?. (accelerated) (16)

(t+2)2
C.2 (Accelerated) Cubic Regularized Newton’s Method

When the function has a Lipschitz-continuous Hessian, the cubic regularized Newton method and its accelerated
version converge with the following rates [61, 59, 44]:

Orgu<1t IV f(z:)] < 1(;L (W) ) (plain, non-convex)  (17)

fla) = fla®) < 9L t fz)g, (plain, convex)  (18)

E[f (2] ) < ( ) LBR)? + (Ji) L(gg)g +0 (7513) . (Random Subspace, convex)  (19)
14R3

fxe) = f(2") S L——F——5 T Di12) (accelerated)  (20)

C.3 Relation Between Parameters

Given that this paper does not make the assumption of Lipchitz-continuous gradients, it becomes necessary to
establish connections between various quantities to facilitate the comparison of rates. To streamline the notation,
all numeric constants are substituted with the big O notation, and the subsequent equations are derived for the
"orthogonal forward estimate only" update rule, hence ||D|| =1 and k = 1.

Relation between 6 and R. The constant ¢ represents the upper bound on the relative error (see Require-
ment 2):

el
vt, <.
Dy |

For a fixed memory, and assuming h small, since ¢ is the norm between iterates, ¢ is upper-bounded as

§ < O(R). (21)

Relation between the different C; and £ The Cy,C5, and C4 in Theorems 5, 6 and 8 quantifies the
estimation error of DI V2f(z;)D; by H; in (Type I bound) into two terms:

Ci < O(SL + maxi<; ||(I — Pi)VQf(xi)H).
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The first term is the error caused by approximating V2 f(z)D; by G}, and the second is the subspace approximation
error of V2 f(x;) in the span of the columns of D.

Intuitively, the constants C; can be seen as an approximation of an upper bound on £ in a neighborhood of size
0. This is similar to (13) but the norm of the Hessian is taken in a subspace, hence the C;’s are smaller. Indeed,
using (21), in the worst case, if all iterates satisfies ||z; — z*|| < R,

C; = O(RL + max;<¢ ||(I — PZ)VQf(.’L‘l)H) (22)
Other updates Note that egs. (21) and (22) are valid only for the "orthogonal forward estimate only" update

rule. If the random orthogonal forward estimate, or the orthogonalization of the "greedy" or "iterates only" update
rules were used, the results would have been

§=0(h),  C;j=O0(hL+maxi< (I — P)V*f(zi)ll),

where h is small. However, the comparison with gradient descent or Newton’s method wouldn’t have been fair as
the orthogonalization update rules requires N additional gradient calls.

C.4 Comparing rates of convergence

Non convex The rate from Theorem 5 reads

. 3L f —f* 2/3 C f _f* 1/3

where C; = 3L + max;e(o 4 ||(I — P;)V2f(2;) P In the case where Cy is small, the rate matches exactly (17).
In the other case, using the approximation from (22),

O(RL + max<; ||(T — PYV2F@)) (- F(zo) — F*\°

ey

which differs significantly from (14), as the rate is O(%) However, this might be an artifact of the theoretical
analysis, since the function was not assumed to be smooth.

Star convex After using the approximation from (22), the rate from Theorem 6 reads

Flz) - f* <0 (W) L0 (LR?’) 40 ([RL + max; < H(It— Pi)v2f($i)||]R2) )

The term in t~2 is ezactly the one from (18), while the term is ¢! has the same dependency in R® compared to
(15). However, ||(I — P)V2f(z;)| could be much smaller than ||[V2f(x)].

Convex with random coordinates or random subspace The rate from Theorem 7 reads

[0(6L) + X max ||V f(2)[|](3R)?
. 1 . 1 L(3R)3 1 d el

The rate is similar to (19)7 up to an additional O(6L/t) term. This extra term comes from the estimation of the
Hessian with finite difference, while the method presented in [44] uses exact Hessian-vector products.

Convex, accelerated rates After using the approximation from (22), and ignoring the terms A X for
clarity, the rate from Theorem 8 reads

flzy) — f* <[RL+ max, ||(I P)Vf(xz)H](if;) + 9max {Mp ; 2L}< ?3)

The rate is exactly a combination of (20) and (16), but the constant ascociated to the 1/t? rate is smaller in
practice: (21) is a conservative bound and [|(I — P;)V2f(z)|| < [[V2f(z)].
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D Link with quasi-Newton and Anderson/Nonlinear Acceleration

This section presents the fundamentals of Anderson/nonlinear acceleration (appendix D.1), quasi-Newton schemes
(appendix D.2), and their relationship with the method proposed in this paper (appendix D.3).

D.1 Anderson Acceleration and Nonlinear Acceleration

Anderson acceleration, also known as nonlinear acceleration, is a powerful technique that enhances the convergence
speed of fixed point iterations and optimization algorithms. Initially developed for solving linear systems, Anderson
acceleration has gained popularity due to its effectiveness in accelerating iterative methods, including the ones
in optimization. The method leverages previous iterations to construct an improved estimate of the objective
function’s minimizer.

The Anderson acceleration algorithm employs the following approximation to compute weights:

N
vf (Zﬁm) Z/Wf ;) Zﬁl—l
=0

When the function f is quadratic, this approximation becomes an equality. The underlying idea is as follows:
since the optimum satisfies V f(z*) = 0,

N N N
=0

i=0 i=0

The Anderson acceleration steps are thus given by

N
Tor =Y Bluiip, B = argmlnH Zﬁzvf ze—ig)|?

=0 =0

Over the past decades, the ideas behind Anderson acceleration have been refined. For example, the constraint
can be eliminated by considering the step x;1 — x; instead:

N
Tip1 — Tt = E BiTi—it1 | — T4
i=0
N
= g 5i$t—i+1~

i=0
The vector 3; has the property that its sum equals zero. Hence, it can be rewritten as

Ti41 — Tt = Zai(%ﬂ'ﬂ - xtﬂ‘)

o= arg min

V f (¢ +Zaz Vf(@e—iv1) —Vf(l‘ti))H

i=1

where a € RY has no constraint. By writing d; = xy_i11 — 2¢—i, 95 = Vf(zi—ir1) — Vf(xi_;), and D =
[de, ... di—n+y1], G =gt -- -, gi—n+1], the step becomes

Tpy1 — 2 = Dy, o= argmin |V f(x¢) + Gral|.
(0%
However, this version of Anderson acceleration is non-convergent because there is no contribution from V f(x;) in

the step x44+1 — x¢y. The most popular solution to this problem is introducing a mixing parameter that combines
gradient steps, resulting in the following expression:

Tpy1 = 2 — WV f(x¢) + (D — hG)a, « = argmin ||V f(z;) + Gal|. (AA Type II)
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Following a similar idea, recent works have introduced a type I variant of the algorithm [29, 90, 95, 14] that
minimizes the function value instead of the gradient norm:

1
i1 =2t — WV f(x) + (D — hG), « = argmin f(xy) + V f(x:) D + iozTDtTGta, (AA Type )

By incorporating regularization [72, 14], globalization techniques [95], or performing a line search on the parameter
h, the algorithm converges towards z*.

D.2 Single-secant and Multisecant Quasi-Newton Methods

Quasi-Newton methods, such as the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, approximate the Hessian
matrix to solve unconstrained optimization problems efficiently. These methods avoid the expensive computation
of the exact Hessian by using iterative updates based on previous iterates and gradients of the objective function.

This section focuses on other commonly used quasi-Newton methods: the Davidon-Fletcher-Powell (DFP) and

Broyden type-1 and type-2 updates.

D.2.1 The Ideas Behind Single-Secant and Multisecant Hessian Approximation

In quasi-Newton methods, the Hessian approximation is updated using the secant equation, which relates the
gradients and Hessian at two different points. For a twice continuously differentiable function, the secant equation
is given by:

Vi) = Vi) =V (&)Y —a),

where £ is a point on the line segment connecting x and y. This equation serves as the basis for updating the
Hessian approximation.

Based on this remarkable identity, quasi-Newton methods update an approximation of the Hessian B; or its
inverse H; such that the approximation satisfies

Vf(xt) - Vf(l'tfl) = Bt(xt - xtfl)a H, (Vf(xt) - Vf(l'tfl)) =Tt — Tg—1-

What distinguishes the different updates is how to fix the remaining degrees of freedom. For instance, the simple
SR-1 method updates H; such that

min |0 — Hy||p - H = HT, H(Vf(x:) = Vf(ri_1)) =2 — 24 1. (24)
Those methods are called single-secant as they update H; only one secant equation at a time. Hence, in general,
H,; only satisfies the latest secant equation.

Multisecant updates, on the other hand, approximate the Hessian using a batch of secant equations. By introducing
matrices Dt = [xt—N—i-l —Tt—Ny--ey Tt — mt—l] and Gt = [Vf(xt_N+1> — Vf(xt_N), ceey Vf(ZIIt) — Vf(ﬂft_l)], the
multisecant updates satisfy

Gt = BtDt, or Hth = Dt.

Unfortunately, when imposing symmetry, it is impossible to satisfy multiple secants at a time [70]. However,it is
possible to enforce symmetry while approximating the secant equation in a least square sense [71, 75].

When symmetry is not imposed, the solution for B, and H; can be obtained as:
By = Gy[Di)' + Bo(I — D,D}), H, = D,[Gy]" + Ho(I — G,G1), (25)

where By and Hy are the initial approximations, and [A]" denotes the pseudo-inverse of matrix A. Different
choices of pseudo-inverse lead to different methods.

The inversion of B; can be computed using the Woodbury matrix identity, which provides an efficient way to
compute the inverse. The update for B; ! is given by:

-1 -1
B! = B! <I -G (DB;'G,) DIB()l) + D, (DB7'G:)  DiBg".
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This update is equivalent to the update for Hy, given that
-1
By'=Ho, and G} =(DB;'G)) DiB;" (26)

In summary, quasi-Newton methods update the Hessian approximation using the secant equation. Single-secant
methods update the approximation using the secant equation one by one, while multisecant methods use a batch
of secant equations. The choice of updating strategy and pseudo-inverse affects the behavior of the method.

D.2.2 Davidon-Fletcher-Powell (DFP) Formula

The DFP formula is a Quasi-Newton update rule used to iteratively refine an approximation of the inverse Hessian
matrix. It is defined as follows:

dtdtT B Ht—lgtgtTHt—l

Hy=H; 1+
dtTgt gtTthgt

(27)

In the above equation, g; = V f(x:) — V f(z;—1) represents the difference in gradients, and d; = x; — 241 denotes
the difference in parameter values. The DFP formula updates the matrix H; using a rank-two matrix such that it
remains symmetric and positive definite.

D.2.3 Multisecant Broyden Methods

The multisecant Broyden methods utilize the update equation from (25), where At is chosen as the Moore-Penrose
pseudo-inverse of A, given by AT = (AT A)~'A. In this equation, By and Hy are scaled identity matrices. After
simplification, the two types of updates can be expressed as follows:

-1 -1
B! =D, (DIGt) D} + B! (I e (DJGt) DI) , (28)
H, = Dy(GTG)~'GT + H, (1 — Gy (GTGy) ™ GtT) . (29)
Both updates are quite similar, differing mainly in the choice of the pseudo-inverse of the matrix G.

D.2.4 Link with Anderson Acceleration

The connection between quasi-Newton methods and Anderson Acceleration is strong, as, for instance, Broyden
methods and Anderson acceleration are equivalent. To illustrate this, let’s closely examine the update of « in

(AA Type I):
1
Dy — hGy)a, « =argmin f(x¢) + Vf(zy) D + §aTD?Gta

Tep1 = x¢ — WV f(ay (
(D — hGy)e, a: DEVf(zy) + DIGia=0
(
(Dy

(z¢) +
Srip1 =x — hV f(y) +
(z1) + (Dy — hG ), a:a=—(DFG) DIV f(x,)
S =1y — WV f(x;) — (Dy — hG) (D] Gy) ' DIV f ().
Sz =0 — (Dy(DY Gy) ' D + h (I — G(D{ Gy) "' D)) V ()

STyl = Tt — th Tt

The above step is precisely the quasi-Newton step x;y1 = 2+ — B 'V f(x,), where B, ! corresponds to the Broyden
update given by Equation 28, with By 1'— hI. A similar reasoning can be applied to Equation 29.

When considering the single-secant updates, following the same reasoning as in Section 3 leads to the same
conclusion for the SR-1 and DFP updates.

This result is expected since the approximations H; or B, ! satisfy the single or multisecant equation:
HGy = Dy

This indicates that the matrix H; maps vectors from the span of previous gradients to the span of previous
directions. This observation justifies the construction in (4).
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D.3 Links with Algorithms 4 and 5

Both Algorithms 4 and 5 can be viewed as quasi-Newton and Anderson/nonlinear acceleration schemes. The

update formulas are

aTH,a n M||D;a?
2 6

def GI'D; + DIG, + IM| Dy |||
5 )

m{in f(xy) + Vf(x,) T Dy + . Hi (Type I)

N
M
min ||V () + Gral + 2(; ailleds + I Dwall?). (Type 1)

The resemblance with Anderson/nonlinear acceleration is strong, as the objective function is similar. If the
function is quadratic, L = 0 and therefore M can also be set to 0; hence, the coefficients « are exactly the type I
and type IT Anderson steps eqs. (AA Type I) and (AA Type II).

The same idea holds when compared to quasi-Newton methods. In both cases, the optimal solution a* can be
written implicitly:

o = <Ht n MDtTDéHDta*H

—1
> DIV f(xy), (Type I - solution)

Mt
2

o =— (GI G+ MD;th)il (G;FVf(m) + 8(|a*|)> , (Type II - solution)

where 3 % IV f(z:) + Gral|M and 9(Ja*|) is a subgradient of |a*|. The step then reads

g1 = ¢ + Da* (Generic step)
MDTDy|| Dy |\
Tyr1 = ¢ — Dy (Ht + té”tH> DIV f(xy), (Type I - step)
_ T r T -1 T MHEtH * .
241 = 2, — Dy (GF Gy + MDI'D,) ™ ( GEV f(2) + —5 9™} |, (Type II - step)

Type I is a quasi-Newton step with a symmetrization of GTD and a regularization. In contrast, the type II
step can be seen as a quasi-Newton method with a regularization on G, with a correction term on the gradient.
Therefore the Hessian approximation reads

MD{ D[ Dy

-1
: ) DT, Ht:Dt(GtTGt+MD;[Dt)_1GtT.

B! =D, <Ht +

Again, when the objective function is quadratic, L = 0 and therefore M = 0. Moreover, when f is quadratic, the
matrix multiplication DTG satisfies DTG + GTD = 2DTG as DTG becomes symmetric. Hence,

Tip1 =2 — Dy (DtTG,g)_1 DIV f(xy), (Type I - quadratic)

Tip1 =2 — Dy (G?Gt)_l GTV f(x), (Type II quadratic)

The steps are ezactly the type I and type IT multisecant Broyden methods from egs. (28) and (29), with the only
difference that there is no initialization Hy or By.
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E Solving the sub-problems

Solving the Type 1 Subproblem The Type 1 subproblem is a well-studied problem that involves minimizing
a specific objective function. A method proposed by [61] has proven to be efficient for solving this problem. The
method utilizes eigenvalue decomposition on a matrix to find the optimal solution. In this paper, the matrix
involved in this problem is relatively small, therefore eigenvalue decomposition is not a concern even for large-scale
problems. The subproblem aims to determine the norm of the solution, and this can be achieved through solving
one nonlinear equation using bisection or secant method.

Solving the Type 2 Subproblem The Type 2 subproblem can be formulated as a Second-Order Cone Program
(SOCP). The objective function of this subproblem consists of three terms: a norm term, a sum of absolute values
term, and a quadratic term. The norm term can be transformed using singular value decomposition, and the sum
of absolute values term can be expressed as with linear constraints. The quadratic term can be simplified using a
rotated quadratic cone. By utilizing these techniques, the Type 2 subproblem can be effectively solved using
existing SOCP solvers.

E.1 Solving the Type 1 Subproblem

The Type 1 subproblem can be expressed as follows:

1

min V f(z)Da + 5

M
aTHa + FHD&HB,

where H is symmetric but not necessarily positive definite. This problem has been well-studied, and [61] proposed
an efficient method to solve it using eigenvalue decomposition on the matrix H. Although eigenvalue decomposition
may be challenging for large-scale problems, it is not a concern here since H € RV*V | with a relatively small N
(e.g., N =25 in the experiments).

In essence, the subproblem involves determining the norm of the solution r = ||a|. This can be accomplished
through a simple bisection on the following system of nonlinear equations:

T
(H ; MDQDI) o= -D'Vf@), lal=r = —Aun(H). (30)

Interestingly, this problem is equivalent to the following formulation, as shown in Proposition 2:

M
(A + 27"1) a=-VI(DT'D)V2D'V f(x), llall =7, 7 > —Amm(H), & =VT(DTD)"?a, (31)
which involves the eigenvalue decomposition (DT D)~Y/2H(DTD)=1/2 = VAVT.

Proposition 2. Problems (30) and (31) are equivalent.

Proof. The first step is to split D7D = (DTD)l/2 (DTD)I/2 and then employ an eigenvalue decomposition on
(DTD)~Y2H(DTD)~'/2 = VAVT (where V is orthonormal due to the symmetry of the matrix):
MDTD
(H + 2’“1) a=—D'Vf(z)
M
& (DT D)2 <(DTD)1/2H(DTD)1/2 + ;I) (DTD)?2a = —D'V f(x)

= (DTD)YV?y (A + A?I) VT(DTD)Y?a = —D'V f(x)

& (A + A?I) VI(DTD)Y2a = —vT(DTD)"Y2D'V f(x)

& (A + A?I) a=-VI(DTD) V2DV f(x).
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O

Once the eigenvalue decomposition is performed, the subproblem (31) becomes relatively simple since it involves
solving a diagonal system of equations for a fixed value of . The main objective is to find an interval [Fmin, "max]
that encompasses the optimal value r = ||r||. Once this interval is identified, a straightforward bisection or secant
method can be employed to obtain the optimal solution.

Finding initial bounds Starting with ryin = max{0, —Ayin(g)} and rmax = max{2ryin, 1},
do Tmax < 2rmax  while ||&]| > rmax-

where & = — (A + %I) ! VT(DTD)~Y2D'V f(x). Increasing rmayx increases the regularization, hence reduces
the norm of @&.

Finding o After r* has been found such that |r* — ||&||| is sufficiently small, the best « is simply

Mr*

-1
a=(D'D)y"YV?*va=—(DT'D)"V?V (A + 1) vI(DT D)"Y D'V f(x).

In the case where the diagonal matrix is not invertible, which happens when r* = 7y, it suffices to use the
pseudo-inverse instead.

Note that DT D is an N x N matrix, where N is small, therefore, computing its inverse is inexpensive. Moreover,
when D is orthogonal, DTD = I, therefore there is no need to invert it. In addition, (A + 2=1)~! can be
computed in O(N) complexity since the matrix is diagonal.

E.2 Solving the Type 2 Subproblem

The Type 2 subproblem is given by:

N
. L 2
min | Vf(2) + Gal| +2(;|ai|si+ |Dal?). (32)
(a) N— — (C)

(b)

Although it may not be immediately apparent, this subproblem can be formulated as a Second-Order Cone
Program (SOCP) with O(N) variables and constraints.

E.2.1 Fundamentals of SOCP

SOCP solvers handle the following conic problems:

Imnul) cox + Z ci[ti;w;]  subject to

k
Aoz + Z Ailti;wi] =b (SOCP Standard Matrix Form)
i=1
x>0
(ti,wi) c ICZ St > ||UJ1||, t>0.

Here, k represents the number of cones, and the cone K refers to the second-order cone, also known as the Lorenz
cone.

A useful transformation is the rotated quadratic cone, defined as follows:
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[a,b,c] € K, < 2ab> |||

The rotated quadratic cone can be reformulated as a second-order cone using a linear transformation:

1 1
o [ » O
it |b| = % —% 0| |w®] then (t,w® w)ek & [a,b ek,
¢ 0 0 Ix w

Thanks to this transformation, the rotated quadratic cone can be included in SOCP solvers.

E.2.2 SOCP Formulation of the Type 2 Subproblem

The SOCP of (32) is composed of the three terms a, b, and c.

Term (a) Let ngng be the singular value decomposition of G. Write Pg = UgUg as the projector onto
the columns of G. Then,

IV () + Ral| = [PaV f(x) + PoGa+ (I — Pe)V(x)|
= IIPaV£(2) + Ral® + | (I - Po)Vf ()2

= Ve (UEV £(z) + SaVEa) | + I - Pe)V ()2

= JIUEV (@) + SeVEal? + (T - Po) Vi @)

Let the vector w1 = [ULV f(z) + ZaVa; ||(I — Pg)V f(z)]. Hence,

IVf(z)+Gal = min t:(t,w1) €KL, wi = [UsVf(z)+EcVa; | —Pe)Vi(a)|]-

t1, o, wy
Term (b) This term is standard in linear programming. Let o = ay — a—, with ay,a >0,

N

N
Z |oviles = Z(a+ +a_)e;.
i=1

=1

Term (c) Let UpX DVE be the singular value decomposition of D. Using the rotated cone, the constraint can
be written as

1
2t3b > |UpXpVpal® = [EpVpel?, b= ok

Using the transformation into a Lorenz cone, this is equivalent to

1 1
- == 0 t
10 0 t3 2 V2 (20) 1 (0)
0 1 0 b| = 2 2 0 Wsy , b= 5’ (t27 [w2 ’ wQ]) ekK.
0 0 EDVE « 0 0 Iy, w2

Simplification. Note that, since b = %, the value can be immediately replaced. Same idea with t3: the constraint
is written as
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t3 > 0.

Since, by construction, to > wéo) and ty > 0, t3 always satisfies the condition, which means both ¢3 and its
constraint can be removed. The constraints thus simplify into

t
% + 0 T [a] = % _% 0 w(QO) (tQ [w(o) LUQ])EIC.
0 EDVD 0 0 Ik (j ’ ’ 20
2

Final formulation Gathering all terms, the final SOCP formulation reads

L
minimize ¢; + 3 ((a+ + oL)Tg + t2>

subject to w1 = [UgV [f(z) +ZacVga; (I - Pe)VI(@)]],
oap, a0 >0

o=y —o_

a
0
O1xn —% % 0 t2 | |
SpVE Onxi Onxi —In wéo) 0N>2<1
wa

(t1, w1) €K, (2, [wéo);wz]) €Kr, t22>0.

Standard matrix formulation The SOCP can be written under the standard matrix form (SOCP Standard
Matrix Form). Let the variables

aq, a- >0, (tlawl) € K, (t27 [wé())wQ]) € Ky,

where t1, to, and wgo)

are scalars, ws, a4, and a_ are vectors of size N, and w; is a vector of size N 4+ 1. The
SOCP matrices read

co = [% LET] c1 = [1 01xN+1} 2 = [% 2% Oy
[—2eVE BeVE

Ao = 02><N 02><N

L ZDVE _ZDVE

A, = Oniix1 INyixn41
IOv+1x1 ONf1xN+1

Onviix1 Ongixi Oniyixwn
1 1

7% ﬁ 01><N
| Onx1 Onx1  —Inxn

b= [Vf(@)'"Us |(I-Pr)Vf(@)|l -3 Onxi]

Ag =

T

This completes the SOCP formulation of the type 2 subproblem.
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F Additional Numerical Experiments
This section presents additional numerical experiments.

Methods The methods compared are the type 1 and type 2 steps with the following strategies: Iterate only,
Forward estimate only, Greedy (refer to section 2.4), and the accelerated type 1 method with the strategy forward
estimate only. The batch methods are not included as they perform poorly regarding the number of Oracle calls.
The baseline is the I-BFGS method from minFunc [69].

Method parameters In all experiments, the memory of the methods is set to N = 25 and the h for the
forward estimates is set to h = 107?. The parameters of the -BFGS are left untouched except for the memory.
The initial point is g = V f(04).

Functions The minimized problems are square loss with cubic regularization, logistic loss with small quadratic
regularization, and the generalized Rosenbrock function. The regularization parameter of the square loss is set to
le — 3 times the norm of the Hessian, and the regularization of the logistic loss is set to le — 10 times the square
norm of the feature matrix.

Dataset The datasets for the square and the logistic loss are Madelon [42], Sido0 [43], and Marti2 [43] datasets.

Post-processing The dataset matrix is normalized by its norm, then a vector of ones is concatenated to the
data matrix.

F.1 Initial Parameter for the Backtracking Line search

The backtracking line search was used in all experiments. The estimation of the initial value My (see (33)) is
based on the following observation. Since the function satisfies Assumption 1,

L
IVF(w) = V@) = V(@) (y = 2D < S lly = =],
for some x, y. Hence, the parameter L can be estimated as

L oIV - Vf<|a;>_—xv|zf<x><y — )l

Now, define

sp & hV f(x0),
for some small h and 7 > 1, and let x = xg and y = g + s+,. Indeed, if h is small, then
7 [V f(2o 4 s1) — Vf(z0)] = 7V2f(2)sn, = V2f ()81
Therefore,
IV £ (o + sn) = Vf(wo) = 7[V (20 + s1) = Vf(20)] | # [V F(wo + sr1) = Vf(wo) = V2f(2)s7nll,

and hence, the Lipchitz constant can be estimated as

2

- W||vf($0 +8:0) — Vf(xo) — 7 [Vf(20 + 51) — V(o) || (33)

My

In the experiments, h is the same as the algorithm, and 7 = 10. Various choices of 7, h have been tested without
significantly impacting the numerical convergence.
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F.2 Scalability w.r.t. Dimension and Memory

-~ Type I method
Lo

log( time (s.) )

100,

107

log( dimension )

Figure 2: Scaling of the Type 1 method with the "orthogonal forward estimates only" updates rules w.r.t. N
and d to minimize a random logistic regression function. As predicted by the theory, the scaling is linear in the
dimension and quadratic w.r.t. N. The proposed method is suitable for large-scale problems, as it can quickly

solve problems with d ~ 10°.
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Figure 3: Distribution of the per-iteration time for three methods. The memory parameter of I-BFGS and the
type I method is set to (left to right) N = 5,25,100. The time required by the I-BFGS algorithm increases
slightly when IV grows, and the per-iteration computation time is approximately two times faster than the type I
method. Surprisingly, the total computation time of the type-1 method remains constant for different N because
the condition in the backtracking line search is more often satisfied. Note that the x2 factor between I-BFGS and
the type 1 method is expected since the type 1 method requires at least 2 gradient calls.

F.3 Influence of h

T 0
——h=10"" 10 »
P ——h =10"Y
0 \\\,\__+h =10
o 107 [ ‘\‘ —a—h =103 4 — ——h =101
% ——h=10" :i/ ——h =10
> | —=10° > —10-6
| | h 101 | 10.5 L ——h =10 ,
= | h =10 = —a—h=10"°
ST = —-h-107
| h=10°
h =10
10'10 — - . . 10-10 . h .
0 50 100 150 200 250 0 50 100 150 200 250

Iteration ¢ Iteration ¢

Figure 4: Influence of the step size h to compute the forward estimate x 1 in the "orthogonal forward estimates
only" updates rules on the Madelon dataset to minimize a (left) quadratic and (right) a logistic loss. The range of
acceptable h is rather large. For instance, this range is [107%,107!] when minimizing the logistic loss.
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F.4 Impact of the memory parameter N

1 0
R S— e [—N=2
——N=3 [
——N =5
o 10-5, —=—N =15 ]
= ‘ ——N =25 p—_|
T —5—N =50
= N =100
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Iteration ¢

—_—N =2
——N =3
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——N =25
——N =50

N =100

0 0.5 1 1.5 2 25
Time (sec)

Figure 5: Impact of the memory size N on the convergence rate of the type 1 method with the "Orthogonal
forward estimate" update rule to minimize a logistic loss on the Madelon dataset. Left: number of iterations versus
suboptimality, right: time versus suboptimality. Overall, it is always better to increase the memory parameter in
terms of the number of iterations, but there is an effect of diminishing returns.

F.5 Nonconvex optimization
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Figure 6: Comparison of type 1 methods on the Generalized Rosenbrock function in R0,
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Figure 7: Comparison of type 2 methods on the Generalized Rosenbrock function in R0
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F.6 Comparison of Type 1 Methods on Convex Problems

F.6.1 Square loss and cubic regularization
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Figure 10: Comparison of type 1 methods: Square loss
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F.6.2 Logistic regression
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Figure 11: Comparison of type 1 methods: Logistic loss and cubic regularization on Madelon dataset
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Figure 12: Comparison of type 1 methods: Logistic loss and cubic regularization on sido0 dataset
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Figure 13: Comparison of type 1 methods: Logistic loss and cubic regularization on marti2 dataset
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F.7 Comparison of Type 2 Methods on Convex Problems

The type-2 method was not the focus of this study. Its prototypical implementation is rather slow, hence, the
time VS suboptimality graph are not showed.

F.7.1 Square loss and cubic regularization

flx) =1~
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Figure 14: Comparison of type 2 methods: Square loss and cubic regularization on Madelon dataset
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Figure 15: Comparison of type 2 methods: Square loss and cubic regularization on sido0 dataset
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Figure 16: Comparison of type 2 methods: Square loss and cubic regularization on marti2 dataset
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F.7.2 Logistic regression
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Figure 17: Comparison of type 2 methods: Logistic loss and cubic regularization on Madelon dataset
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Figure 18: Comparison of type 2 methods: Logistic loss and cubic regularization on sido0 dataset
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Figure 19: Comparison of type 2 methods: Logistic loss and cubic regularization on marti2 dataset
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G Missing proofs

In this section, when not needed, the subscript ¢ has been removed for clarity. The following definitions simplify
the notations:

D; = (DTD)"' DT, (34)
D! = D(DTD)™! (35)
kp = | Di|l[ID]], (36)

Note that the pseudo inverse D+ exists under Requirement 3. Note that

DD=1, DD;=Pp=P.

G.1 Technical Result: Hessian Approximation

This section presents technical results related to the approximation of the Hessian V2 f(x). To simplify notations,
let the matrices Hy and Hy be

DT T D _ PGD; + DTGTP
HO:%, Ho = DT HoD; = f .

(37)

Intuitively, Hy is the Hessian approximation, while Hy is the approximation of the quadratic form DTV2f (z)D.

Proposition 3 (Subspace Hessian Approximation Error). Assume D satisfies Requirement 1b. Then, the
following holds:

. L
| (7o ~ PV $()P) Da| < < D] el Dal

Proof. Since D"D; = DI'D" = P, D.D =1, PD = D, |P|| = 1, and using (37),
t 1 f &

PGD; + DIGTP

2 — PV?f(x)P| Do
< 5(IPGD; = PY21(@)P)Dal| + |(DTGTP — PV?f(2)P)Dal))
< 3 (6o~ v*r@Dal + IDi] [(GT ~ DTV?f(x))Dal|)

Using inequality (8) for the first term and (9) for second gives

PGD; + DI'GTP 1 L D
| L = pep| Da| < 5 (Flale+ 101 A5 ey
Because o[ < [l <] < | Dyl||Dal ],
PGD; + D{G"P L
’ HE S PP Dal < ZID;lelDall

O

Proposition 4. [Out-of-subspace Error Estimation] Let the function f satisfy Assumption 1. Let the matrices
D, G be defined as in (6) and vector ¢ as in (7). Then, for all o € RV,

I(1 — P)V*f(x) Do
|1Daf

< (I = P)G|| + L]l ﬁ
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Proof. Indeed, using (9),

I = P)V?f(2)Dal| = (I = P)(G = G+ V*f(z) D)al|
< I = P)(V*f(2)D = G)al| + | (I — P)Gal|
<I(V*f(@)D = G)a|| + [|(I - P)Gal|
<|IV2f (@)D = Gllla]l + [I( = P)Ga

< (L”;”mn n <I—P>Ga|)

Hence,
Llle
|1~ P)V2f(x)Da]| _ (HeLjjal + 117 - PYGal)
| Dl - [ Dl
Moreover,
|(I = P)V*f(z) Dol <L|€
< + 1= P)GI) Jlall
Da] > )l
Llle «
< (551 1) g,
[l [l
< m.
<max (L4 - pyoy) o
Llle
(F5 1= PIGI ) ()
The desired result follows from the fact that kp = Dl O

O min (D)
G.2 Technical Results: Cubic Subproblem
This section presents results on the properties of the solution of the cubic subproblem

. 1 N M
a* % argmin V£ (2)7 (Da) + 5 (D) Hr (Do) + - |[Daf®,  w =+ Da® (38)

where Hp € R%*4 is a rank N matrix such that

RTD+DTR4+T

H=DIH,D;, & H=D"HrD, H,= 5 : (39)

and I" is a N x N matrix. For instance, setting I' = M]||e|||| D||I gives the H in algorithm 4.

Proposition 5. The first-order and second-order conditions of the subproblem (38) read
T M r
D Vf(l’)‘i’H]“Ol‘l’?D Da||Da| =0, (40)
M

Hr + 7DTD||D04|| = 0. (41)
Proof. See [59], equation (3.3), and [61], equation (2.7). O

Proposition 6. Let f satisfies Assumption 1 and B € R¥*? pe any matriz. Assume the matriz D satisfies
Requirement 1b, and « satisfies the first-order condition (40). Let Hr be defined in (39). Then,

M|[Dal
2

IVf(2) + BDa =V f(a4)|| = ||(Hr — B+ JDa+V f(zy ) (42)

< 21Dl + 1B - V*f(x) Dal. (13)
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Then, the following equation follows from the optimality condition multiplied by D(DT D)=, writing P = DD; =

DIDY, assuming PV f(z) = V f(z),

M|[Dal

Vf(z)+ (Hp + 5

)Da = 0.
Replacing V f(x) gives

IVf(2) + BDa — V f(z4)|| = || - (Hr )Da + BDar =V f(z)]|,

, MlDal
2
which is the desired result.

Proof. The inequality follows directly from (2),

IVf(z) + BDa = V f(z1)|| < IV f(z) + V2 f(2)Da = V f(z)| + || BDa — V* f(2) Do

IN

Zl1DalP + 1B ~ V£ ()] Dol

Proposition 7. Assume D satisfies Requirement 1b. Let H be defined in (39). Then, for all L, if
- -
B =Hr — §DTFDT

in proposition 6, the following holds:

| (G007 + MI220) Dot vt | < LiDal? + 13 - 9@l
where
L I—P)V? D 1 ~
115 - 2 (@)Dall < [1Dall ( F1rllel + LE=EEHEP L Ly £y )

Proof. From proposition 6,

M|[Dal

(e~ B+ 2

JDa+ Vf(zy)| < %IIDOLII2 +I[B - V()] Dal.

Replacing B in the left-hand-side gives

M| Dal DiTD{ M| Dal|
L
2

Hr — B
I|(Hr + 5 5

JDa+V f(xy )| = II( JDa+ V(x|

Since

V2f(x)Da = PV?f(z)PDa+ (I — P)V?f(x)PDa,
where P = D(DTD)~1D7T, and because PD = D, the inequality becomes

I[B - V2 (@)|Dal| =| [H ~ S DiEDT - v2f<x>] Dal|

=[|[P + (I — P)] [HF = %DTfDTT - V2f(x)} PDa|

<||(Ho — PV?f(z)P) Da|

+ (3 ot (e - Py + L=V (“>DO‘)”> I1Dal

[1Da

(44)
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Corollary 1 (Bound depending on f‘) In proposition 7,

o ifT =0 and T = M||D||||e||1,

M| D L L+M
|12 Dt vst0)| < Gipal 4 10l ({5 (B2 ) ko - PITH @) a0
. iff:F,
1 rpr s MiDal Lo Llel . I(=P)¥*f()Da
H(QDTFDT +2> Da+ Vf(zy) S;HD&H + || Dol (2 ||D||KD [ Dal] ) (50)
« IfT = D(M|Da])DT and T = M| D)<,
L+ M L+M
Vel < S5 1alP + el (5 (572 ) o+ - P @PI) 6D

G.3 Technical Results: Decrease Guarantees

This section presents two technical results on the minimal decrease of the function f.

Proposition 8. Let Assumption 1 and Requirements 1b to 3 hold. Then, Yy € R?, algorithm 4 ensures

_ 2 2
o) < £) + 2y = ol + I (192100) - PO pp) + 0250 )

Proof. The output of algorithm 4 ensures that
. T 1 T2 L 7 T2 M 3
flay) <min f(z) + V()" Do+ §(Da) V?f(xz)Da + 3@ (H-D'"V?f(2)D) oo+ F||Da||
However, by the definition of H (Type I bound),

ol (H-DT'V?f(z)D) a

r (GT'D+ DTG
2

T (GTD + DTG
2

IN

2

IN
N~ N~ N~ N

N T N TN
Q Q

M||Dl|||le
- D7 @D ) o+ [0 pal “IGE)

2

(D) (G~ V2f()D) a + ||DT||2||Da||M'“7””€”) |

2

The last equality comes from the fact that

DT ™D  DTG-GTD DT D
OZT(DTG)CY:CYT< G+G ¢ ¢ >Oé:OéT<M>O(.

2 + 2 2
Now, using (8) with w = Da gives
1 L||Da|l §- M|D]|ll
20" (H = DTV [(@)D) o £ =2 3 fafes + | D[ D =7
i=1

Finally, since
N

Y lailes < llalllell < DYl Dalle]

i=1
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the inequality becomes

1 Dal|?
LaT (- D72 f()D) o < L2 (1 pty ey + 21072 ) o))
Ipol? el
Lkp + Mk
T TR p):
All together,
fz4)
1 M
<min f(z) + Vf(x)"Da + 2(Doz)TVQf(x)Doz + iaT (H - D"V?f(2)D) a + FHDQH3

1Dall? Jlel

<min f(z) + Vf(2 )T Da + = (Da)Tv2f(x)Da+ (Lep + Mk3) + %HDaH?’

4 |Dj
Now, by Requirement 3, for all y, one can find « such that
Da = P(y —z) = DD'(y — x).

Indeed, multiplying both sides by DT gives
a=D'(y—z).

Therefore, the minimum can be written as a function of y instead of «,

flo2) < min f(@)+ VI Ply— o)+ 5(Ply - 2)T T @)Ply — )

1Py — )| llell

_|_
4 1Dl

M
(Lrp + M) + S 1Py — )P
Since PV f(x) = V f(z) by Requirement 1b, and using the crude bound ||P(y — 2)| < |ly — z|,
. 1
fley) < min f(z) + Vi@ (y—2)+ 50— 2) V@)Y - 2)

2= ) [P - PR F@P) (s - )

ly = =[* llell

+
4 |D|

(Lkp + MKD) + flly — |,
Using the lower bound (3),

F) + VI~ ) + 3y~ ) V2 @)y — ) ¢y~ < 7o),

(52)

the crude bound (y — z) [V2f(z) — PV2f(z)P] (y — z) < [|[V2f(2z) — PV?f(2)P|||ly — z||?, and Requirements 2

and 3 lead to the desired result,

M+ L

flas) < )+~

—_ 2|2 2
Iy = ol + B2 (19250 - Popp) + 62 )

2

Proposition 9. Let Assumption 1 and Requirements 1a, 2 and 3 hold. Then, Yy € R, algorithm J ensures

) < (157 ) )+ 70 + 5 By = af?

E”y_xHQ (6LK+M"<‘2 + (d_N)||V2f(x)||>

+d 2 2
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Proof. The proof is the same as for proposition 8, until equation (52),

flzy) < min fla) + V@) Py —z) + 1(P(y — )TV f(x)P(y — x)

2
[P(y —2)|I* [l 2y, M 3
L M —||P(y — .
+ 4 ||D|| ( kp + “D) + 6 1P(y — )|l

With Requirement 1la, the following relations hold (see [44, lemma 5.7])
2 T N 2
E[|P(y —2)I7] = (y — 2) E[P](y — 2) = —lly — I,

E[|P(y — 2)|°] < E[|P(y — 2)|]lly — =]l = %Ily — ||,

N2 N(d— N)

E[(y —2)" PV f(2)P(y = )] < —5 (y = 2) V2 (@)(y = 2) + —5— V2 F(@)llly - =I|”

Hence, removing the minimum and taking the expectation of (52) gives
N T
Ef(as) <f(x) + VI (5 —2)

1 /N? N(d—N
+5 (- 292 -0+ Y@l - of?)
N |ly —z|* ||| N M 3
L ed | I Lk Mk Sy =
T ||D|\( D+ M) + 55 lly = o
Using the lower bound from (3)

1

S~ DV H @)~ 2) < 1)+ ¢y~ ol ~ 5(@) - @)y~ 2)

in the inequality over the expectation gives

Ef(rs) <)+ V@) (- )

+ 2 (10 + Bl ol — ) - Vs - o))
+ 2 192 gy 2l
+ % ly _4‘””2 |:|D| (Lip + Mrd) + E—Hy — 2|
After simplification,
Bften) < (1-37) 10 + s+ 3 (1- D) v -»)
M 92 gy — 2
# St g+ ar) o+ (S + 2 ) o

To simplify the expression, since N < d,

(NQL NM)I < N(M + L)
y—zoff £ ————

TE:
6z T 6d 6a =l

Finally, since the function is convex,

-3 werv-a<5 (1-5) gw - e,
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From this last relation, Requirement 2 and Requirement 3 comes the desired result,

N N N(M+ L
Bfes) < (1= ) £@)+ o100+ 2Oy = af?
ly —a||> (N L+ Mr* N(d—N)
e e e )

G.4 Technical Results: Accelerated Algorithm

Notations The following functions define the estimate sequence,

Co() =Y bioa (f(x:) + V(@) (@ — 7)),
=2

AR
$r(2) = fla1) + be(x) + == llz = @0l + ==l — @]

(bt(l') = %f),

1,2 . . .
where )\E ) are non-negative and increasing, and the sequences b;, B; are

HE+1)(t+2) <
By=——"—">=) b,
} 5 ;
t+1)(t+2
th( )2( ):Bt+1_Bt~

Moreover, the following quantities will be important later,
vy = arg min ¢4 (x) = arg min P4 (z),
x xT

by
ﬁt - Bt+1’

Y = (1 — By)zs + Broy.

Lemma 1. From [59, Lemma 4]. The Bregman divergence of the function ||z||* satisfies, for i > 2,

1
9i—2

" = 1lyl* = Vgl @ = y) > S llz =yl

Proposition 10. The function ¢; is lower-bounded by

\O \@
bt > Pr(vr) +—lz — vel]* + Tl — ve)?
AR 12

=9

where vy = argmin, ¢¢(z).

Proof. The first order condition on ¢; reads,
AW A@
4+V<;IM%W+ZHMMW ~o0.

Multiplying both sides by (z — v;) gives

NG L@
(i = v) + V(= lloe = woll* + ==l = zol” | (@ = ve) = 0.

(65)
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Note that, since ¢; is an affine function, ¢;(z — v;) = £;(z) — £(v;). Hence,

NS NS
li(x) — Le(vg) + V tTHUt—onz-i- t6 Hvt—a:o||3 (x —vy) = 0.

A2 . ..
— xo||? + 2t~ |lz — xo||* on both sides and after reorganizing the terms,

AM
v(2

From lemma 1 with z = ¢ — 2o, y = v; — xo, and after reorganizing the terms,

Finally,

¢r(z) = Li(vr)

— xo|? +

- x0|3) (x —v).

. . 1 . .
lz = @oll* = V(llve = 2oll*)(z = ve) 2 S5 lle = well* + o — zo]l"
Therefore, using the previous inequality with ¢ = 2 and ¢ = 3, (66) becomes

(1) o 4@ NG
0u(2) 2 Lulve) + Z oy — o> + “i oy — ol + 2o — 2l + 2oy —

By definition of ¢} = ¢¢(vs),

W A

Proposition 11. Let

LI~ P)G]
7= Slell +25=———.
||DH ( M
Then, under the assumptions of proposition 4 the condition
ILf ()1 T
— < -Vf Do
M+ Daf) =

is guaranteed as long as M > 2L.

Proof. The starting point is (50) combined with proposition 4:

LI, W= PV o)D)
Z||Da? + || Dex (m +
gI1DalP + 1Dal (F5rmn oo

1 M||D
H (QDTPD$ + ”20‘”> Da+ Vf(zy)|| <

—Da2+ Da( le] +(|(I —= P)G|| + L )
2|| I+ [ De|] 2||DHD (II( )Gl + Ljle H)HDH

L 3L ||€||
||Da||2+||Da||( ko + (I - P)G]| 2
2 2 D] D]

\ /\

IN

To simplify, let I' = M DyDT. Hence,

HM <”DO‘£|+7> Do+ Vf(xy)

L 3L lell ez
< —||D 2 D — P

Elevating to the square this inequality gives

(v (”f‘*')) Dl + 19w + 2 (31 (Z2) ) v s

Llel, ||<I—P>v2f<x>Da|>2
2]D] [Dal]

L
< IDal? (5100l +
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The desired result holds if the following condition is satisfied,

7+Da))2 ) 2 (L 3L |lell I~ P)Glisp)*
M (L2220 ) Dall? > |[Dal? ( [ Dal| + b+
( ( 2 2 2 D" |1D]]

After simplification of the squares,

7+ [ Dall 3L el (I = P)G||xp
M—— > —||D | +— KEp + ———=—.
2 2 ||D|l 1D
Replacing v by its value gives
3 IZ=P)GI|
IIDaII DT (gllfll + 2T) L 3L llell Il = P)Clxp
2 2 51Dl + 2 ||D b
(22 1D
The condition is simplified into
[ D]l 3 |lellxp
(M —-L)——+ (M —-2L)= > 0.
2 2 | D

This condition is implied by M > 2L.

Proposition 12. Under the same assumptions as proposition 7, if M > 2L, and if

kp (3 (1 = P)G]| (V3 —1)||Dal
:1§”<2||g||+2 i )g 1 ,

then
2 [Vl

T
33/4 \/M S _Vf(.'lf+) Da.

Proof. The starting point is (50),

HM |D +Vf(xy)

Liple| My [ P)¥2f(@)Da]
< SIDal? +1Dall ( 5 =
2 o] T2 |Dal

Therefore, to obtain

B s g6 | < 2 (2245 ) ya

The following is sufficient,

| Do ) L Leplle| , My , ||[(I = P)V*f(z)Da|
M( ) IDall = Zipal? + Doy | ZERIEL, My -
1 2 2 o] 2 B

Using proposition 4, the condition can be strengthened into

M (Dol + 4
3 (22) 10wl

L Lkple|l| My
> — || Do + || Dal ( + = + I = P)G + Lllell) 77
2 D] ||DH

L 3L k|||
= < |[Dal* + || Dal| ( LMy (I - P)G| 2
2 2 [ID] 2 IIDII

Defining

v (3solel U~ P)Glfg
2 4 ||DJ M
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simplifies the condition into

||D0‘|| L 2 3(L 2 ) “DHEH
M + Dal| > =||Dal|* + ||Dal| | M~ +

which is satisfied when M > 2L. Now, assume that

_ (V3-1)|Da|
- 4
Then,
HM”DQO‘”Da + Vf(m)H < \/§7MHZ&H2.
Elevating both sides to the square gives
3M?||Dal|*

IV f@)l” + < —M|Da||Vf(z4) Da

16
Writing r = || Da||,

IVl |, 337

< — TDa.
Mr 6 = V/@) Da

Using
c1 3 1/4 ( c1 ) 3/4
. + cor” = 4y 3 ,
the inequality becomes

MY V)] 4

~Vf(z4)"Da >

2 M3/4 33/
_ 2 V()]
FAVM

O

Proposition 13 (Termination of algorithm 6). Let f satisfies Assumption 1. Assume that Requirements 1b to 3
holds. Then, once M > 2L, algorithm 6 terminates with ExitFlag equals to either SmallStep or LargeStep.
Moreover, if My < L, then the algorithm terminates with M < 4L. Moreover, if the algorithm terminates with
EzitFlag equals to SmallStep, then

i ko (3, I =Pl
Dol < = = 2 .
IDall < S s = 2 (Sl + 215

Proof. Let

ko (3, I =Pl
= T (Sl + 2 )
iz (; i

Assume that M > 2L. If v, < w, then, by proposition 12, the following condition is satisfied:

T /
2 VI gt T

33/4 VM

In this case the algorithm terminates with ExitFlag = LargeStep. In any case, by proposition 11, the following
conditions is always satisfied when M > 2L:

FEDIP ot
My + [Dal) = VI Do

Then, if vy > w, the algorithm terminates with ExitFlag = SmallStep (otherwise the algorithm
would have been terminated with ExitFlag = LargeStep).

Since the algorithm doubles M until one of the two condition is satisfied, in the worst case, M = 4L. O
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Proposition 14. If )\El) and )\Ez) satisfy

(1) b%—&-l (2) 4 b?+1
A7 > = Mer (e + | Deal), N > —=

B, V3 B?

where vy, = ”'})%tu (%H&:H + 2”“%?“”) . Then, the function ¢ satisfies

Mt+17

AL 43
2

, AP 13

Bif(z) < ¢¢(x), ¢i(r) < Bif(x) + |z — zol|® + 6

[l = ol|?,
where
Lk + M k>

A = ||V f(x0) — PoV f (o) Pyl + 6 ( 2

), A2 =My + L.

Proof. The result is proven by recursion. At ¢t = 1, the condition By f(z;) < ¢:(x) is obviously satisfied since
f(x1) <min gy (v) = f(z1).
On the other hand, by proposition 8,
(2 (¢!

. A A
f(z1) < mxlnf(x) + 7H$*9€0||3 + 7”96 — x|

A2 A
< flz) + THSU — ao® + THff — zo|*.
Therefore, the second condition holds by definition of ¢,
(1) /\§2)
Bu = F@) + - llw — ol + 2z — ol
AP+ 30
< AL 4 ST

Now, assume ¢t > 1, and By f(x¢) < ¢¢(z). Hence,
min ¢r.41()
(1)1 (2)1
=min () + b, [f(@i41) + V(i) (@ — 240)] + t; |z — zol* + %Hx — xol|®
=min ¢ (2) + b [f(we41) + VI (@e11) (@ = 2441)]
1 1 2 2
WA
2 6
>min ¢;(x) + by [f(2e11) + VI (@e41) (@ = 241)]
(65) (1) N X
> min ¢y + tTHI —ul? + ﬁ”fﬂ —g||” + ¢ [f(we41) + V(@e31)(2 — 2441)]
M NG
>min By f(x¢) + t7||17 —ue|® + 11;2”13 —vel® 4 by [f (@eg1) + VI (@41) (@ — To41))]

|z — zo* + |z — 2o]|?

A4
> min By f(ze41) + Vf(@e01) (@0 = 2e1) + b [f(@041) + V(@) (@ = 2041))]
(1) \@
+ tTHfU —ve|® + ﬁ”x —ue?
(1) \@
=min By f(zr41) + VI (2041) (Bewy + by = Briadsn) + tTHl“ —ue* + ﬁ“x —ue?
64) .
@ min Biiif(xeq1) + Bepa Vi (@eg1) (Y — Teg1)
(1) \@
+ 0V (@) (x — ) + tTHw —u]|* + f72||$ —u?
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The inequality is satisfied if either

)\(2)
(a) 0< B i Vf(@i1)(ye — Teg1) + 0V f(weg1) (@ — vg) + 1%”93 — v, or

NG
(b) 0< B aVf(xig1)(ye — xpg1) + 0V (@pg1) (@ —ve) + tTHI - ”tHQ-

It remains now to find sufficient condition such that one of the previous inequalities hold.

Define x4 to be the output of algorithm 6 starting from v, hence y; — 141 = —Dyay. The algorithm guarantees
that
2 | Vf(@e)]*?
a) —Vf(ry1) Doy > 20 and  or 67
() f( t-‘rl) t t_33/4 \/m ( )
2
( ) f( t+1) tet Mt+1 (7t ¥ ||DtatH) ( )
Combining the expressions (a) and (b) leads to the following sufficient conditions:
2 ||V f(ee)]* A :
0< By o WIHVN 4 ) (@ — v1) + 2l — vpJ2, 69
< Bagyn o b S~ ) + Yy el (69)
(1)
1 @) A )
0<B + b0 Vf(x T —v) + — |z — v 70
> Dt41 Mt+1 (’)/t + ||Dt0{t||) t f( t+1)( t) 2 || t” ( )
Case 1: equation (69). Starting from the first order condition of the minimum of (69) over z,
/\(2)
bV f(zei1) + == lle = vl (@ =) = 0. (71)
Multiplying (71) by (z — v;) gives
A 3
bV f(@eq1)(x — vp) = —T”x — vl
Hence, when x satisfies (71),
A@ A®
bV f(w41)(@ — vp) + ﬁ”x — v’ = —tTHﬂc — . (72)
Going back to (71), after isolating z — vy,
Ab, 1

r—v) = ——==V[f(x T
e A PR

Therefore, after taking the norm and changing the power,

i 3/2
o — v = (}\(;)HVJC(%HH) )
t

3/2
A A2 gy,
6 ve||” = FHVJC(%H—I)H

= BV

WA

After using (72) and injecting the minimal value makes the condition (69) stronger:

(bellV £ (wer) NP

>~ t+1
B VMo 3/ A%
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Hence, if )\?) satisfies

2 4 4 b
Bt+1 > b(3/2) o )\(2) t

334/ My~ 4 /)\gz) t =~ V3B%,

then (69) is satisfied.

Case 2: equation (70). Starting from the first order condition of the minimum of (70) over z,

bt+1Vf($t+1) + )\gl)(x — ’Ut). (74)
Hence,
bV f(x
(1‘ — 'Ut) = ERAT Al fgl)t+1).
At

Injecting the value back in (70) gives

B ||f($t+1)H2 o bf va(xtﬂ)”2 lbf va($t+1)||2_
M (72 + [| Drave]) AM 2 AM

Therefore, if the following condition holds,

2
By bit - /\(1) > b?
2Myy1 (e + HDtatH) ) 2B+

Mt+1 (v + | Deae]l)

then (70) is satisfied.
O

Proposition 15. Let f satisfies Assumption 1. Then, under Requirements 1b to 3, )\El) and )\§2) in algorithm 7
are bounded by

AL <30 bB KD (6max{4L Mo} + max [[(I = P)V f(x;) 1-)”) (75)

L
AP < S5+ max (1= P)V () P, (70)

Proof. Since algorithm 7 doubles )\El), )\EQ) until ¢} > f(z41), then by proposition 14, both )\El), /\E2) achieves at
most
4 bi 1

'\/§BQ

b?
N 22 M (e D), AP <2

There are three cases to distinguish:

1. The algorithm finishes with ExitFlag = LargeStep,

2. The algorithm finishes with ExitFlag

SmallStep.

Case 1. In this case, )\g_)l may be updated. By proposition proposition 13, M; < 4L (unless My > 4L). Hence,
)\?) is bounded by

b3
max{ My, 4L} < 5L max{My,4L}.

R 2
> BB T B

| /\
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Case 2. In this case, )\S_)I may be updated. By proposition 13, and by Requirements 2 and 3,
V3+1
M + || D) < —— M,
t+1 (e + || Dy t||)_\/§71 t+17t

V3+1 kp (3 )

= — | —|les[|Myy1 + 2||(I — PG ,
RN T 5 lleell Merr + 2[|( )Gl
V3+1 (3 ||(I—Pt)Gt||)

< —drkpmax{4L, My} + 26p———"— | .

< a1 \fromaxtdl Moj+ 250

In addition, by Theorem 1 and Requirement 2,
I = PG|l I = P)(Ge = V() Do)l + (T = )V f (i) Dy )|
1D~ ([ D]
Lllecl + (I = P)V f(z¢) Dy)|
[ D¢l ’
Slled + (I = PV f () PDy) |
1D ’

IN

IN

L
50+ max [[(I = P)V f(zi)F)|.-
Hence,

M1 (e + || Deae|])
- V3+1
3—1
V341

<
V3 -1
< 756D (5 max{4L, Mo} + max ||(1 - P,-)Vf(xi)Pi)H) .

(35/@3 max{4L, My} + 2kp <§5 + max (I — PZ)Vf(xZ)PZ)H)) ,

<Z5HD max{4L, My} + 2kp max, (T — PZ)Vf($l)PZ)|> )

Therefore,

b2
)\gl) <2. %MH—I (’Yt + ||Dtat||)
t

b2
<30+ L p (Smax{4L, Mo} + max ||(I = P)V ()P,

t

G.5 Missing proofs from Sections 2 and 3

Theorem 1. Let the function f satisfy Assumption 1. Let matrices Dy, Gy be defined as in (6) and vector € as

in (7). Subsequently, for all w € R and o € RN

[wT (V2 f () Dy — G)a| < Hlja|Te,,
T (V2 f(2:) Dy — Gl < ZLel e, .

Proof. Using Cauchy-Schwartz with (2) gives that, for all v,

VT (VH() - V() - V2 - ) < Ay g

Let v =v;, y = y;, and z = z;. By the definition of Y, Z, D, G in (6),

L|jvi |

v (9 — V3 f(zi)d;) < 5

I 1.
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Introducing V2 f(x) gives

vl (9: — V2 f(zi)di) = o] (9: — V2 f(2)di) + o] (V2 f(2:) — V f(x))d;.

Since the Hessian is L-Lipchitz-continuous Assumption 1, (V2f(z;) — V2f(z))d; < L||d;||||z; — z||. Therefore, by
the definition of ¢;,

Llville:
oF (g~ V() < AL (77)
Let v; = sign(o;)w. Summing all inequalities multiplied by |a;| gives the first desired result:
L i eilo
T(G*V?f(x)D)OZS H’U]H 25:15 |O( |
The second result is rather straightforward, since (77) with v; = w gives
L ,
W (g~ V2 () < U
Therefore,
- 7 ( ) 2 S ) 2 LIIwIIHEH
> (T (g = V2 (2)di)” < Jwlly| D llgi = V2 (@)il|” < ] ZL
i=1 =1
O

Theorem 2. Let the function f satisfy Assumption 1. Let xy1q be defined as in (4); Dy, Gy be defined as in (6)
and &; be defined as in (7). Subsequently, Yo € RV,

f(wii1) < fze) + V(z) T D + O‘Tgto‘ + L”Dga‘l:s, (Type I bound)
IVf @)l < IV (@) + Giall + & (ol + | Dia?), (Type 11 bound)

where Ht = (GTDt + DTGt + IL”Dt”HgtH)/
Proof. The inequality (Type II bound) is a direct consequence of (2) (with y = 24, z = z) combined with (9),
L
IV f(z4) = Vf(z) = V2 f(z)Dal| < §||DOf||2

& w” (Vf(ws) = Vf) - V27 Da) < T poye
L]

& wTVi(ay) < 0 Dall? +w” (Vf(x) + V3 f(z)Da)

~

& wTVie,) < MY <||Da||2+2|az|sz>+w (Vf(z) + Ga)

i=1

& wl'Vf(ry) < |l ( (IIDOéII2 +Y Iallé&) + VS )+Gall>

i=1
Setting w = V f(z4) gives (Type II bound).
The inequality (Type I bound) instead comes from (3) combined with (9). Indeed,

flzy) < f(@) + Vf(z) Do+ 5 (Da)TV2f(I)(Da) + %IIDQII3

9) 1 L||Dal| & L
< f(@)+V/(@)Da+ ((Da)TGa + M > |a1-|z-:i> + 5 I1Dal®

i=1



Damien Scieur

It remains to use the followings bounds:

N
> laile; = a” (sign(a) @ €) < Jlallfel,
[ Ded| < ([ D]ller]]-
All together,
1 T L, 2 L 3
f(z+) < f(@) + V(@) Da + 5(Da)” Ga+ Llel"[ Dllell + ¢ | Do

Finally, since (Da)?Ga is a quadratic form, only the symmetric counterpart of DTG counts. That means,
(Da)TGa = aTDTGigGTDa. Hence, writing H = % +I£||D|||le] gives the desired result,

oTHa

flas) < @) + VH@)Da + 2

L .
U

Theorem 3. The “orthogonal forward estimate only” update described in algorithm 1 satisfies Requirements 1b
and 3 with k = 1.

Proof. The proof is done by recursion.

Since D; is simply a vector of norm one, D{ Dy = 1. Moreover, D; = Hg%ﬁgu Hence, is obviously span V f(x).

Assume that D;_; is orthogonal. Then, potentially removing one column does not affect its orthogonality.
Therefore, D;_; is orthogonal. Now, consider the vector

(I = Dy (DL Dy 1) "*DF )V f(w1)
(I = Dy (DF ,Dy—1) "' DE )V f ()|
(
(

I =Dy DY)V (a )
H I— Dt 1Dt 1)Vf( )H

where the second equality is obtained using the orthogonality of D;_. This corresponds to a normalized orthogonal
projection of the vector V f(x;) onto the orthogonal columns span of D;_;. Since

Dt,]_(l — Dt,]_Dgll)Vf(xt) = O7

the matrix D; = [Et,lv] is orthogonal:

I 0
D;jFDt:[O J.

Finally, the matrix D, indeed spans V f(x;), since P,V f(xy) = V f(2y):

PV f(x) = DDV f(xy) = Dy 1 D\ V f () + 00" V f ()
(I — D1 DI )V f(2e)V f(2)"(I — Dy DI )
| Dyt DLV fe) P vt
V()T (I — Dy—1 D 1)V f(2y)
(I = Dy—1 DT )V f(4)]|?

—Dt 1D 1Vf<.'15t)

= Dt—1D?—1Vf($t) + (- Dt—lDtT—ﬂVf(xt)

= Dy1 D} |V f(x1) + (I = Dy DI 1)V f ()
= Vf(x).
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Theorem 4. Let f satisfy Assumption 1. Subsequently, at each iteration t > 0, algorithm & starting at xg with
My > 0 achieves

F(@eg1) < floe) — 252 2 — 2], (11)
. M,
with M1 < max {QL ; 2;)} .

Moreover, the total function evaluation is bounded by 2t + log, (%)

Proof. Using (40), at each iteration, after the while loop, the first-order condition of the subroutine algorithm 4
reads

DIV f(xy) + Hyap + %Dmamnm%ﬂn =0. (78)
The subscript ¢ is dropped for clarity. After multiplying by «,
Vf(x)"Da+ o’ Ha + %HDQHS =0.
In addition, multiplying both times by « the second-order condition (41) gives
oTHa > —¥||Da||3.

which gives, after replacing it in (78),

M M
Vf(e)" Da <~ Dl + | Dal* =0. (79)
Injecting egs. (78) and (79) into the while condition of algorithm 4 gives the desired result:
1 M| Da?
f(xy) < f(z) + Vf(z)' Da+ iaTHa—i— M, (80)
_ 1 T M||Dof?
= () = 5V ()" Da— =
M||Do?
< — .
Where (80) is guaranteed if M > L. Therefore, in the worst case, M < 2L. Finally, after ¢ iterations, the number
of total gradient calls is bounded by 2t + log, (%) as shown in [61]. O

Theorem 5. Let f satisfy Assumption 1 and assume that f is bounded below by f*. Let Requirements 1b to 3
hold, and My > M. Subsequently, algorithm 8 starting at xo with My > 0 achieves

. 3L Flwo) = F\*° .
min [V F ()] <max{ 57 (12 S Maw )

G (19 f(x0) = 1/3}
t1/3 Mmin ’
C1 = 6L (%) + maxeqo (T — P)V2f(a:) Pyl

Proof. The starting inequality is (51):

L+M
2

V()] <

llell L+ Mkp
|Dal? + | Dal (

1Dl 2 >"~D+|<I—P>V2f<x>P||>.

The result is obtained by decomposing the inequality using a maximum,

V()
< max {2+ 3)1Dal?  2al (15 (F5372 ) o + 12 - PP ) |
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In the first case,

IVf(z )l
> Sl
1Dall = 12 (s1)
while in the second case,
[V ()l
1Dl = e Tazen . > '
D] (H5552) kp + (I = P)V2f(2) P
Let C; be defined as
€ L+ M 116D,
Ct — H t” ( t+1 D> KD, 4 ||(IﬁPt)v2f(xt)Pt||
[ Dl 2
Then, using Requirements 2 and 3, and since M < 2L by Theorem 4,
142
C; <C=46L ( +2 “) K+ max (1 — P)V2 f(x) Pyl
Therefore,
IVf(z4)
Do > IV (52)

At each iteration ¢, combining eqs. (81) and (82) into Theorem 4 gives

3/2

=Diay

Therefore,
f(zo) = > f(zo) — f(xe)

t—1
= Z f(@i) = f(xis1)
_Z( HIH%H 9Cz'||3>
>zm Mos {(HW(azm)n)?’” . (|Vf<zi+1>|>3}
L+ M, ’ C
ot omm M (IVf($i+1)|>3/2 . (||Vf<xi+1>||>3
= Tiglog—1] 12 L+ M;1, ' C

M | (IVf@)\*? IV £ ()
> R a4 - S0
=ty min {féﬁ%( 3L o c

After analyzing separately each case of the minimum, either

min ||V 3/2 mln Vi(x
G[l t H f( )H - 12f(f11'()) _ f* o 26[1 H .f( t-‘rl)”

3L = tMomin C - tMmin

It remains to simplify to obtain the desired result,

. 3L (. f(zo) =\ [ C flxo) = F\°
ﬂlﬁt“wm””gm“{?“ (25 ) ) () )
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Theorem 6. Let f satisfy Assumptions 1 to 8. Let Requirements 1b to 3 hold. Then, for t > 1, algorithm 3
starting at xo with My > 0 achieves

f(zo) — f*

tt+1)(t +2)

N 1 L(3R)? N 1 C2(3R)?
t+1)(t+2) 2 t+2 4

flz) —f*<6

def

Cy = 6L ’“22"”“2 + max;e[o,4) IV2f(z5) — PV2f () Pl

Proof. Starting from the inequality in proposition 8,

Flaen) < )+ ety gy oo nlBon
where
O = 1921 z0) ~ PSP 4 5 2 Mt
and setting y = (1 — B¢)z¢ + Bia* and f(a*) = f* gives
Faren) = * < F(0 = B+ ) — 12+ el P L gy ooy Bl g0,
Because the function is star-convex,
Mt+1 +L

* H t
ST 2 B3y — | + o).

2 k12
fe) = 7 <A =B)(f (@) — f7) + Bt”xtfx

Since algorithm 4 ensure a decrease in the function value, the iterate x; satisfies
zp € {a: f(z < flwo))},
and therefore, ||x; —2*|| < R by Assumption 2. In addition, M < 2L by Theorem 4. The inequality now becomes

3 2(t)
(Floes) = 1) < (1= BT ) - F1)+ BT + 12 (53)

Finally, since M < 2L, the scalar C% is bounded over time by Cs:

. 2152
o < ¢y 5Lt +2 i

+ max V2 f(2e) — P2 f(20) Py
Now, let
L] Bt = W7

e b, : By =B;_;+ b, hence b, = t(tH), and

2
_ bipa
® ﬁt - Biy1’

Therefore, for t > 1,

B B b B B;_
T L= 1B, = =1
B, B B B B,

Injecting those relations in (83) gives

b1 )3 LR? n (bt+1 )2 R2C,

* By *
(f(@e41) = f7) < (fze) = f7) + (Bt+1 2 By 2

Bt+1
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hence the recursion

. LR® b2, R
Bia(f(wen) — £) < B(flar) - 1) + 1l T0 i G

t-‘rl 2 Bt+1 2
LR3 b, RO,
<BO( f* + z+1 i+ .
Zz; B2, ‘= Biy1 2
Zt bd 3 Zt +1
By i=0 B2 . LR i=0 BL R? C2
x - < x) — f*) + -
(f(@e41) = ) Bt+1(f( )= 1) Biy1 2 Biyr 2

Therefore, the rate reads By the definition of b; and By,

by 36 (i+1)%i+2°  9(i+1)(i+2) _9
B, 8 (i+1)2(i+2)2(i+3)2 2 (i+3)?2 2
biyn 6 (i+1)°(+2)° 3(i+2) . 3.
= - - - - +1) < =(i+1).
Biri 4G+1)(i+2)(i+3) 2(z+3)(l )= 5+
Hence,

Zt biy1 9

=0 Bi2+1 5(?5 + 1) < 27

Bt+1 - (t+1)(th2)(t+3) = (t+2)(t+3)7

t b .
im0 B < Yo sli+1) _ Ft+2)(t+1) _ 9

Bt+1 — (t+1)(t-gz)(t+3) (t+1)(t-gz)(t+3) 2(t + 3)'

Shifting from ¢ + 1 tp ¢ gives the desired result,

Fla) = f* I LBR® 1 C(3R)?
G+ 0(+2)  GrDG+r2) 2 ir2 4

(flz) - ") <6
O

Theorem 7. Assume f satisfy Assumptions 1, 2 and 4. Let Requirements 1a, 2 and 3 hold. Then in expectation
over the matrices D; and for t > 1, algorithm 8 starting at xo with My > 0 achieves

* 1 o) — f*
EDt[f(ﬁft)—f]SlJrH%t]g(f( 0) = %)

1 L(3R)3+ 1 C5(3R)?
[t 2 @2

def k42k2 —
Oy = ors2e 4 =0 max o V2 £ ().

Proof. The proof technique is similar to [44]. Starting from proposition 9 with = = x,

N N N (M, L .
Ef(zi11) < <1 - d> Jlxg) + Ef(y) + E%”y — x|
Ny —a||® (L4 My1k?  (d—N)
s sl (phre ey CoRyee )

where the expectation is taken with Dy, ..., D;_; fixed. Using the inequality M1 < 2L gives

2
) < (1- 5 ) s+ (s + 5200 4 Zyy )
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where ) N
e 2 -
Cs def 6LH+ r + ( ) max HV flx)ll
2 d  ieo,]

Let y = Bix* + (1 — Bi)at, Be € [0,1]. After using Assumption 4 and Assumption 2,

[0,1]
Ef (@r41) < (1 - ]C\;) fe) + ];[ (f (ﬁtaz + (1= By)ae) + B7 C3R v LR3>
< (1-3) s+ 3 (B + (1= s + 2 CSRZ 520
= (1 - ];) flae) + % (ﬁtf(x*) + (1= Be) f(ae) +/3t RQ 4B LR3> 7
= (1 - 6t]§) fa) + % (ﬁtf(a: )+ B¢ 03R + 6} LRS) :

Hence, the recursion

i) - )< (12807 (e - 1) + (ﬁtc?’Rz @LR?’).

Now, define
b, = t2,
t 3
4 (d
Bt:Bo+§bi, BO3(N>
d bt+1 N By
= — 1 _— = —_—
Br N Bin = d Br B

Replacing those relations in the recursion gives
Bip1 (Bf(xe41) — f7)
N d b \> C3R? d by \° LR3

<B — )+ = — — —_—
<Bi(1(0) 1)+ o ((NBM e

d b}, C3R?> d? b}, LR®
=By(f(xe) = )+ 55— o

N Biy1 2 N2 By, 2

Expanding the inequality gives

X N dt-‘rl bz2 CR2 d2 t+1 bf
Bt (Bf () = ) < Bolf o) = 1)+ 5 2 5220+ D g o ir
7 z+1

Since
3

t

t
B, = BO+§:>BO+/ x2dx:Bo+§
=1 0

t t .
b? i

2t < — <3t
;Bt _g 0+ZS/3 -
t t

bf 46

B2 = 22 By + #/3) =%,

the bound becomes

By (Ef (z141) — %) < Bo(f(x0) — f*) + N3t2 5t
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Dividing both sides by By gives

By d 3(t+1)? C3R* d*> 9(t+1) LR?
Ef(ze41) — f* < — 75 (f@o) = )+ : ~3 :
1 BO_;’_@ 0 NBQ‘F@ 2 N2Bo+@ 2

After the following simplifications,

By o 1
Bo+(t+1)%/3 14 8HE 4 LN q)*
3t+1)? 3 (t+1)° 1 _ 3 19
Bo+(t+1)*/3  Bo1+ L% i+1 " By %1+ 1
0
9(t+1) 9 (t+1)3 1 9 1 27

B A— . <733 - )
Bo+ G ~ By WD (412 = Byo P4 1R (b4 1P

the inequality finally becomes (after shifting from ¢ + 1 to t),

IS BT 1 LBRP® 1 C3(3R)?
Ef(z:) = f §1+%[%t]3(f( 0) f)+[%t]2 B +[%t] 5
O

Theorem 8. Assume f satisfies Assumptions 1, 2 and 4. Let Requirements 1b to 8 hold. Subsequently, fort > 1,
the accelerated algorithm 7 starting at xo with My > 0 achieves

(3R)? 3R
flxy) = f* 04(15—1—3) + 9max {My ; 2L} <t+3>
XD R2? + :\<2:3R3

2
R TE)E

A = 8 (Lk + Mk?) + | V2 f(z0) — PoV2f(z0) P,
A =M + L,

Cy =30kp <5 max{4L, My} + max [I(T — PZ)Vf(ml)Pz)H)

Proof. By construction of ¢.(x), from proposition 14 and Assumption 2,

Bif(a) < min b () (84)
< ¢i(x) (85)
LR IS
< Bif(x )+%H$ *$0||2+%HI —zo|? (86)
)\(1) 5\(1) )\(2) 5\(2)

< Buf(e) + SR SR (87)

AD LA AP L@

L QL _— .
= fzy) — fF < 5B, R” + 6B, R (88)

By proposition 15, the following bounds holds:
1 b1
AP < 30. b s . (5max{4L Mo} + max |[(I = PV f(x;) i)||) :

b3
A2 < 55 max{Mo,4L}.

t
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Since bg—tl = (ti3)7
bl _ 3 bi, _ 3 (89)
B (t+3)% B (t+3)%
Therefore,
flxy) — fF<30-k (5max{4L My} + max ||(I — P)Vf(x)P)H) (3R)?
' B b e g DO &+ 3)2

3R \°
+ 5max{My,4L} (tH’))

AD R2 + 12 Rp3

T S
HEESIE
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