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Abstract

Machine Unlearning (MU) is an increasingly
important topic in machine learning safety,
aiming at removing the contribution of a
given data point from a training procedure.
Federated Unlearning (FU) consists in ex-
tending MU to unlearn a given client’s con-
tribution from a federated training routine.
While several FU methods have been pro-
posed, we currently lack a general approach
providing formal unlearning guarantees to
the FedAvg routine, while ensuring scala-
bility and generalization beyond the convex
assumption on the clients’ loss functions. We
aim at filling this gap by proposing SIFU
(Sequential Informed Federated Unlearning),
a new FU method applying to both convex
and non-convex optimization regimes. SIFU
naturally applies to FedAvg without addi-
tional computational cost for the clients and
provides formal guarantees on the quality of
the unlearning task. We provide a theoret-
ical analysis of the unlearning properties of
SIFU, and practically demonstrate its e↵ec-
tiveness as compared to a panel of unlearning
methods from the state-of-the-art.

1 Introduction

With the emergence of new data regulations, such as
the EU General Data Protection Regulation (GDPR)
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(Voigt and Von dem Bussche, 2017) and the California
Consumer Privacy Act (CCPA) (Harding et al., 2019),
the storage and processing of sensitive personal data is
often the subject of strict constraints and restrictions.
In particular, the “right to be forgotten” states that
personal data must be erased upon request from the
concerned individuals, with subsequent potential im-
plications on machine learning models trained by using
this data. Machine Unlearning (MU) is an emerging
discipline that studies methods that aim at removing
the contribution of given data instances used to train a
machine learning model. Current MU approaches are
essentially based on routines that modify the model
weights in order to guarantee the “unlearning” of a
given data point, i.e. to obtain a model equivalent
to a hypothetical one trained without this data point
(Cao and Yang, 2015; Bourtoule et al., 2021).

Motivated by data governance and confidentiality con-
cerns, Federated Learning (FL) has gained popularity
in the last years to allow data owners to collabora-
tively learn a model without sharing their respective
data. Among the di↵erent FL approaches, federated
averaging (FedAvg) has emerged as the most popular
optimization scheme (McMahan et al., 2017). An op-
timization round of FedAvg requires data owners to
receive the current global model from the server, which
is updated by performing a fixed amount of Stochastic
Gradient Descent (SGD) steps before sending back the
resulting model. The new global model is then created
as the weighted average of the client updates. The FL
communication design ensures clients that their data
is solely used to compute their model update, while es-
tablished theory guarantees convergence of the model
to a stationary point of the clients’ joint optimization
problem (Wang et al., 2020; Li et al., 2020).

With the current deployments of FL in the real-world,
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it is of crucial importance to extend MU to Feder-
ated Unlearning (FU), for guaranteeing the unlearn-
ing of clients wishing to opt-out from a collaborative
training routine. This is not straightforward, since
most current MU schemes have been proposed in the
centralized learning setting, and cannot be seamlessly
applied to the federated one. Typical issues include
the need for exchanging high-order quantities related
to the model parameters, or additional and poten-
tially sensitive client information (Guo et al., 2020;
Izzo et al., 2021; Golatkar et al., 2020a,b, 2021). While
several Federated Unlearning (FU) methods have been
proposed, few are backed by theoretical guarantees on
the e↵ectiveness of unlearning (Liu et al., 2022; Jin
et al., 2023), or are compatible with typical FL as-
sumptions on data access or availability (Liu et al.,
2021).

To address these shortcomings, in this work we in-
troduce Sequential Informed Federated Unlearn-

ing (SIFU), a novel e�cient FU approach to remove
clients’ contributions from the federated model with
quantifiable unlearning guarantees. SIFU is compat-
ible with FedAvg-based training and requires mini-
mal additional computations from the server and none

from the clients. Specifically, at every round of FL
optimization, the server quantifies the norm of each
client’s contribution to the global model. Upon re-
ceiving an unlearning request from a client, the server
retrieves the iteration at which the client’s contribu-
tion exceeds a pre-defined unlearning budget from the
FL training history, and initializes the unlearning pro-
cedure from the associated intermediate global model.
Unlearning guarantees are provided by introducing a
novel randomized mechanism to perturb the selected
intermediate model with client-specific noise. We de-
velop a theory demonstrating the unlearning capabil-
ities of SIFU in both convex and non-convex FL op-
timization settings. We first introduce IFU (Informed
FU) to account for only one unlearning request, and
then generalize it to SIFU, which can handle an arbi-
trary number of sequential requests, as is done in Neel
et al. (2021); Gupta et al. (2021).

This manuscript is structured as follows. In Section
2, we provide formal definitions for MU, FL, and FU,
and introduce the state-of-the art of FU. In Section 3,
we introduce su�cient conditions for IFU to unlearn a
client from the FL routine (Theorem 2). In Section
4, we extend IFU to the sequential unlearning set-
ting with Sequential IFU (SIFU). Finally, in Section 5,
we experimentally demonstrate on di↵erent tasks and
datasets that SIFU leads to more e�cient unlearning
procedures as compared to basic re-training and state-
of-the-art FU approaches.

2 Background and Related Work

Sections 2.1 and 2.2 respectively introduce the basic
concepts of MU and FL. The state-of-the-art on FU is
discussed in 2.3.

2.1 Machine Unlearning

Let us consider a dataset D composed of two disjoint
datasets: Df , the cohort of data samples on which un-
learning must be applied after FL training, andDk, the
remaining data samples. Hence, we have D = Df tDk.
We also consider M(D), the ML model parameters re-
sulting from training with optimization scheme M on
dataset D. We introduce in this section the di↵er-
ent unlearning baselines and methods typically used
to unlearn Df from the trained model M(D).

MU through retraining. Within this setting, a new
training is performed from scratch with only Dk as
training data. Retraining from scratch is a typical MU
baseline as it provides unlearning by construction, al-
beit with a generally high computational cost.

MU through fine-tuning. Fine-tuning on the re-
maining data Dk has been proposed as a practical ap-
proach to unlearn the specificities of Df . This is a
common MU baseline (?), with however no unlearning
guarantees (Appendix A).

MU through model scrubbing. Another unlearn-
ing approach consists in applying a “scrubbing” trans-
formation h to the modelM(D) such that the resulting
model is as close as possible to the one that would be
trained with only Dk, i.e. h(M(D)) ⇡ M(Dk) (Gi-
nart et al., 2019). Existing work mostly relies on the
quadratic approximation of the loss function to define
the scrubbing method h as

hDk(✓) = ✓ �H
�1
Dk

(✓)rfDk(✓), (1)

where HDx(✓) is the Hessian of the loss function eval-
uated on the remaining data points Dk. With equa-
tion (1), h reduces to performing a Newton step, and
has been derived in previous MU works under di↵er-
ent theoretical assumptions that can be generalized by
considering a quadratic approximation of the loss func-
tion (Guo et al., 2020; Izzo et al., 2021; Golatkar et al.,
2020a,b, 2021; Mahadevan and Mathioudakis, 2021).
The main drawback behind the use of the scrubbing
function (1) is the estimation of the Hessian, which can
be both intractable for large models and prone to in-
formation leakage. Finally, the scrubbing function (1)
is often coupled with Gaussian noise perturbation on
the resulting weights, to compensate the quadratic ap-
proximation of the loss function, or the approximation
of the Hessian (Golatkar et al., 2020a,b, 2021).
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MU through noise perturbation. This unlearning
method consists in randomly perturbating the trained
modelM(D) to unlearn specificities from data samples
in Df (Neel et al., 2021; Gupta et al., 2021; ?). The
noise is set such that the guarantees of Definition 1 are
satisfied, where (✏, �) are parameters quantifying the
unlearning guarantees.

Definition 1. Let fm be a randomized mechanism tak-

ing model parameters as an input. (✏, �)-unlearning
trough fm of a data point {xm, ym} from a model

M(D) is achieved if, for any subset S of the model

parameters space and D�m := D \ {xm, ym}, we have

P(fm(M(D)) 2 S)  e
✏P(fm(M(D�m)) 2 S)+� (2)

and P(fm(M(D�m)) 2 S)  e
✏P(fm(M(D)) 2 S)+�.

(3)

(Guo et al., 2020) shows the relationship between Defi-
nition 1 and the randomized mechanism in Di↵erential
Privacy (Dwork and Roth, 2014; Chen et al., 2020).

2.2 Federated Optimization and FedAvg

In FL, we consider a learning setup with M clients,
and define I = {1, ...,M} as the set of indices of
the participating clients. Each client owns a dataset
Di composed of |Di| = ni data samples. We con-
sider a loss f(xi,l,yi,l,✓) assessed on each data sam-
ple (xi,l,yi,l) 2 Di, and define a client’s loss function
as fi(✓) := 1/ni

Pni

l=1 f(xi,l,yi,l,✓). We define for the
joint dataset DI := [i2IDi the federated loss function

fI(✓) :=
1

|DI |
X

i2I

|Di|fi(✓). (4)

FedAvg (McMahan et al., 2017) optimizes the loss
(4) with theoretical guarantees for FL convergence to
a stationary point (Wang et al., 2020; Li et al., 2020).
Following Algorithm 1, at each step n, the server sends
the current global model parameters ✓n to the clients.
Each client updates the model by minimizing its local
cost function fi(✓) with K SGD steps initialized with
✓n. Subsequently each client returns the updated lo-
cal parameters ✓n+1

i to the server. The global model
parameters ✓n+1 at iteration step n+ 1 are then esti-
mated by aggregating the clients’ contributions, i.e.

✓n+1 = ✓n + !(I,✓n), (5)

where !(I,✓n) = 1
|DI |

P
i2I |Di|

⇥
✓n+1
i � ✓n

⇤
.

In what follows, we consider FedAvg as reference FL
framework, due to the wide adoption of this scheme in
the literature, and the lower sensitivity to information
leakage as opposed to FedSGD (Geng et al., 2023).

Algorithm 1 FedAvg(I,N)

1: for n from 0 to N � 1 do

2: The server sends ✓n to every client in I.
3: Clients perform K SGDs to compute ✓n+1

i .
4: The server creates ✓n+1, equation (5).
5: end for

6: return the trained global model ✓N

2.3 Federated Unlearning

We first note that while MU through retraining and
fine-tuning naturally generalize to FU, this not the
case for most MU methods, because of typical data
access restrictions of FL. While a variety of FU meth-
ods have been recently proposed, only a few of them
o↵er theoretical proofs of their unlearning capabilities.
These include FU methods tailored to clustering tasks
(Pan et al., 2023), linear regressions (Li et al., 2021)
and class-unlearning (Wang et al., 2022). Concern-
ing the problem of FU compatible with the FedAvg
routine, some recent works develop theories for model
scrubbing (Liu et al., 2022; Jin et al., 2023). Nev-
ertheless, the working assumptions of these methods
may be too restrictive as they require the client-wise
computation and availability of the model’s Hessian,
or are based on the existence of independent data
available to the server. Other limitations of recent
FU methods concern the need for accessing the data
to be unlearned after the unlearning request (Halimi
et al., 2022). FedEraser (Liu et al., 2021) is a recent
method compatible with FedAvg based on adaptive
retraining. While this approach has been shown to
outperform the retraining baseline, it is not backed by
theoretical guarantees. The ensemble of working hy-
pothesis of these methods is summarized in Table 1.
As can be observed, there is a lack of a theoretically-
proven approaches working with FedAvg, especially
in the non-convex setting. With these limitations in
mind, in what follows we introduce our contribution.

3 Unlearning a single client with IFU

In this section, we develop our theory for the scenario
where a model is trained with FedAvg on the set of
clients I, after which a client c requests unlearning of
its data. In Section 3.1, we define the sensitivity of
the global model with respect to a client’s contribu-
tion, with an associated bound for both convex and
non-convex regimes. Using Theorem 1, we introduce
the perturbation procedure in Section 3.2 to unlearn
a client c from the model trained with FedAvg. Fi-
nally, using Theorem 2, we introduce Informed Feder-
ated Unlearning (IFU) (Algorithm 2).
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Table 1: Summary of FU methods from state-of-the-art, with related working assumptions.

FU does NOT require data fromFedAvg
compatible

Theoretical guarantees
convex non-convex the server the clients to unlearn

Liu et al. (2022) X X
Wang et al. (2023) X X
Gong et al. (2022) X X
Wu et al. (2022) X X

Halimi et al. (2022) X X
Liu et al. (2021) X X X
Jin et al. (2023) X X
SIFU (ours) X X X X X

3.1 Bounding the Model Sensitivity

In what follows, we define the joint dataset for a subset
of client Ix ⇢ I as DIx := [i2IxDi. Additionally, for
any given client c, we define I�c := I \ {c}.

We introduce the model sensitivity with respect to
client c after n aggregation rounds of FedAvg as

↵(n, c) := kFedAvg(I, n)� FedAvg(I�c, n)k2 , (6)

where FedAvg(I, n) it the global model obtained by
applying Algorithm 1 for n iterations over the data of
clients in I. While the model sensitivity is an ideal
measure of the impact of a given client on the feder-
ated optimization result at step n, the computation of
this quantity for each client is not feasible in a typ-
ical FL routine. We therefore introduce a proxy for
this quantity, to keep track at every FL round of each
client’s contribution to the aggregation (5):

�c(I,✓) := k!(I,✓)� !(I�c,✓)k (7)

In Theorem 1, we establish a bound for the model sen-

sitivity, relating this quantity to the history of updates
provided by the clients across FL rounds.

Theorem 1. For smooth client’s local loss functions

(i.e. with Lipschitz-continuous gradients), we have

↵(n, c)   (n, c), (8)

with the bounded sensitivity  defined as:

 (n, c) =
n�1X

s=0

B(fI , ⌘)
�s,n ·�c(I,✓

s), (9)

where ⌘ is the learning rate, �s,n = (n � s � 1)K,

and B(fI , ⌘) < 1, B(fI , ⌘) = 1 or B(fI , ⌘) > 1 if

the clients’ loss functions are smooth and, respectively,

strongly convex, convex, or non-convex. The exact for-

mula for B(fI , ⌘) is given in Appendix B, equations

(26) to (28).

Proof. We prove Theorem 1 in Appendix B.

3.2 From model sensitivity to certified

unlearning

In this section, we introduce a randomized mechanism
to provide guarantees for the unlearning of a given
client c, where the magnitude of the perturbation pro-
cess (Dwork and Roth, 2014) is defined based on the
sensitivity of Theorem 1. In practice, we define a
Gaussian noise mechanism to perturb each parame-
ter of the global model ✓n such that we achieve (✏, �)-
unlearning of client c, according to Definition 1. We
give in Theorem 2 su�cient conditions for the noise
perturbation to satisfy Definition 1.

Theorem 2. Under smoothness assumptions, ap-

plying to the global model ✓n
a Gaussian noise

N(0,�(n, c)2I✓), with I✓ the identity matrix and

�(n, c) := [2 (ln(1.25)� ln(�))]1/2 ✏�1 (n, c), (10)

achieves (✏, �)-unlearning of client c according to Def-

inition 1.

Proof. While a formal proof is given in Appendix
C, this statement follows directly from Theorem 1
coupled with Theorem A.1 of (Dwork and Roth,
2014).

We note that, according to Theorem 2, (✏, �)-
unlearning a client from a given global model requires
to prescribe a client-specific standard deviation for the
noise, proportional to the bounded sensitivity. This is
not an issue, as the bounded sensitivity is a scalar
quantity that can be easily computed and stored from
the clients’ contribution.

In what follows, the unlearning procedure will be de-
fined with respect to the sensitivity threshold  ⇤ re-
lated to the unlearning budget (✏, �) and standard de-
viation �:

 ⇤ := [2 (ln(1.25)� ln(�))]�1/2
✏�. (11)

3.3 Informed Federated Unlearning (IFU)
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Algorithm 2 Informed Federated Unlearning (IFU)

Learning with FedAvg

FedAvg(I,N) initialized on initial model ✓0.
for n from 0 to N � 1, and i from 1 to c do

Compute  (n, i), equation (9).
end for

Unlearning

Require: c, ✏, �, �, amount of retraining steps Ñ .
1: Get  ⇤ with equation (11).
2: Get T = argmaxn ( (n, c)   ⇤).
3: The new global model is ✓̃ = ✓T +N(0,�2I✓).
4: Run FedAvg(I�c, Ñ) initialized on ✓̃.

Using the bounded sensitivity (9) and Theorem 2, we
introduce Informed Federated Unlearning (IFU) to un-
learn the contribution of client c 2 I from a FL train-
ing procedure based on FedAvg. Algorithm 2 pro-
vides the implementation of IFU on top of FedAvg.
We note that during the FL training, IFU requires
the server to compute the bounded sensitivity metric
 (n, i) from each client’s contribution ✓n+1

i and cur-
rent global model ✓n. These quantities are tracked
throughout FL iterations and are used to identify the
optimal unlearning strategy after request from a client
c. We note that since the IFU procedure of Algorithm
2 relies on FedAvg, the convergence guarantees are
the same as in (Wang et al., 2020; Li et al., 2020).

To unlearn client c, the server identifies the unlearning
index T associated to the history of bounded sensitiv-
ity metrics, i.e. the most recent global model index
such that a perturbation of size � satisfies Theorem 2:

T := max{n :  (n, c)   ⇤} . (12)

The new global model is obtained after perturbation
✓̃ := ✓T + ⌫, where ⌫ ⇠ N(0,�2I✓). Our unlearn-
ing criterion 1 is therefore satisfied for ✓̃ (Theorem
2), and the server can perform Ñ new optimization
rounds with FedAvg initialized with ✓̃. Thanks to
the contribution of the remaining clients in ✓̃, the re-
training with IFU is generally faster than retraining
with a random initial model.

Since  (n, i) increases with n, the server can stop com-
puting the bounded sensitivity (9) for client i when-
ever the condition  (ni, i) >  ⇤ is verified after ni

optimization rounds. At this point, the model ✓ni�1

will be selected for the unlearning request of client i,
as the models at subsequent iterations do not comply
with the desired unlearning budget  ⇤. Thus, Eq 12
does not need the entire history of the global models
to be performed. Only one version of the global model
must be kept for each client potentially wishing to be
unlearned in latter stages. We also note that comput-
ing the bounded sensitivity (9) only requires to com-

Algorithm 3 Sequential IFU (SIFU)

Learning with FedAvg

1: FedAvg(I,N) initialized on initial model ✓0
0.

2: Compute  0(n, i), equation (15).

Unlearning the series of requests
{Wu}
Require: {Wu}Ru=1, ✏, �, �, and {Nu}Uu=1

1: Get  ⇤ with equation (11).
2: for u from 1 to U do

3: Iu = Iu�1 \Wu.
4: Compute (⇣u, Tu) with H(u), eq. (17) and (18).
5: The new global model is ✓0

u = ✓Tu
⇣u

+N(0,�2I✓).

6: Perform FedAvg(Iu, Nu) initialized on ✓0
u.

7: Update H(u + 1) with ⇣u, Tu, and H(u), eq.
(19).

8: Compute  u(n, Iu), eq. (16).
9: end for

pute the norm of sums of vectors already computed,
which can be done while the clients perform their lo-
cal updates. Hence, there is no added time required
to compute the bounded sensitivity.

If the clients wish to employ gradient masking tech-
niques to avoid revealing their full updates, each client
can compute �c(I,✓) for themselves. Indeed, Eq. 7
can be re-written as:

�c(I,✓
n) =

|Dc|
|DI |� |Dc|

��✓n+1 � ✓n+1
c

�� (13)

4 Sequential FU with SIFU

In this section, we extend IFU to the sequential un-
learning setting with Sequential IFU (SIFU). With Al-
gorithm 3, SIFU is designed to satisfy a series of U un-
learning requests expressed by set of indices Wu, cor-
responding to clients to unlearn at request 1  u  U .
SIFU generalizes IFU for which U = 1 and W1 = {c}.
We provide an illustration of SIFU in Figure 1.

The notations introduced thus far need to be gen-
eralized to account for series of unlearning requests
W1,W2, . . . ,WU . Global models are now referenced
by their coordinates (u, n), i.e. ✓n

u represents the
model after u unlearning requests followed by a re-
training made of n aggregation steps. Hence, ✓0

u is
the initialization of the model when starting to un-
learn the clients in Wu. Additionally, we define Nu

as the number of server aggregations on the remain-
ing clients required to reach the desired performance
threshold (i.e. perform successful retraining). There-
fore, by construction, ✓Nu

u is the model obtained af-
ter using SIFU to process the sequence of unlearn-
ing requests {Ws}us=1. Finally, we define Iu as the



SIFU: E�cient and Provable Client Unlearning in Federated Optimization

Training

Unlearning W1

Unlearning W2

Unlearning W3

Server aggregation

Noise perturbation

H(0) = (✓0
0, . . . ,✓

N0
0 )

H(1) = (✓0
0, . . . ,✓

T1
0 ,✓0

1, . . . ,✓
N1
1 ) ⇣1 = 0

H(2) = (✓0
0, . . . ,✓

T1
0 ,✓0

1, . . . ,✓
T2
1 ,✓0

2, . . .✓
N2
2 ) ⇣2 = 1

H(3) = (✓0
0, . . . ,✓

T1
0 ,✓0

1, . . . ,✓
T3
1 ,✓0

3, . . .✓
N3
3 ) ⇣3 = 1

✓0
0 ✓1

0

✓T1
0 ✓N0

0

✓0
1

✓T3
1

✓T2
1

✓N1
1

✓0
2 ✓N2

2

✓0
3

✓N3
3

Figure 1: Illustration of SIFU (Algorithm 3) when the server receives U = 3 unlearning requests, through the
evolution of the global model parameters ✓n

u after server aggregation and noise perturbation. After standard
federated training via FedAvg(I,N0) the training history is H(0) = (✓0

0, . . . ,✓
N0
0 ). At request u = 1, the un-

learning index is T1, and the training history becomes H(1) = (✓0
0, . . . ,✓

T1
0 ,✓0

1, . . . ,✓
N1
1 ) with ⇣1 = 0. At request

u = 2, the unlearning index is T2 and the training history becomes H(2) = (✓0
0, . . . ,✓

T1
0 ,✓0

1, . . . ,✓
T2
1 ,✓0

2, . . .✓
N2
2 )

with ⇣2 = 1. Finally, at request u = 3, the unlearning index is found at T3 < T2 in the branch of request u = 1.
The updated training history is now H(3) = (✓0

0, . . . ,✓
T1
0 ,✓0

1, . . . ,✓
T3
1 ,✓0

3, . . .✓
N3
3 ) with ⇣3 = 1.

set of remaining clients after unlearning request u, i.e.
Iu := I \ [u

s=1Ws = Iu�1 \Wu, with I0 = I.

In case of multiple unlearning requests, the bounded
sensitivity (9) for client i must be updated at each
unlearning index u to account for the new history of
global models resulting from retraining. With SIFU,
the selection of the unlearning index T for a request u
depends of the past history of unlearning requests. To
track of the evolution of the unlearning procedure, we
introduce the model history H(u), which keeps track
of each iteration of the global model across requests.
Please note that this object is here introduced solely
for illustration purposes, and is not actually stored
when running SIFU. With reference to Figure 1, we
start with the original sequence of global models ob-
tained at each FL round, i.e. H(0) = (✓0

0, . . . ,✓
N0
0 ).

Similarly to IFU, the first unlearning request requires
to identify the unlearning index T1 for which the cor-
responding global model ✓T1

0 must be perturbed to ob-
tain ✓0

1 and retrained until convergence, i.e. up to ✓N1
1 .

In this case, the bounded sensitivity is computed ac-
cording to equation (9).

After unlearning (i.e. Gaussian perturbation followed
by re-training), the current training history is now
H(1) = (✓0

0, . . . ,✓
T1
0 ,✓0

1, . . . ,✓
N1
1 ). More generally, we

define H(u) as the training history after u unlearning
requests and Nu FL iterations steps from ✓u

0 . We de-
fine the increment history of a given client c as the
sequence obtained by computing �c(Ik,✓s

k) on every

element of H, according to their order of appearance
in the training history:

⇤u
c = (�c(Ik,✓

s
k) for ✓

s
k 2 H(u)), (14)

The bounded sensitivity for client i should be updated
to account for this new history of global models. We
therefore generalize equation (9) to account for the
entire training history:

 u(n, c) :=
nX

s=1

B(fI , ⌘)
�s,n · ⇤u

c [s], (15)

where ⇤u
c [s] is the s-th element of the sequence ⇤u

c .
We extend this quantity to a set of clients S as

 u(n, S) := max
c2S

 u(n, c). (16)

For a given unlearning request u + 1, we evaluate
 u(n,Wu+1) along the clients’ history and we identify
the optimal parameters to initialize unlearning from:

✓Tu+1

⇣u+1
= H(u)[nu+1], (17)

where

nu+1 = max{n :  u(n,Wu+1)   ⇤} . (18)

We proceed by perturbing the parameters ✓Tu+1

⇣u+1
with

Gaussian noise defined in Theorem 2 to obtain ✓0
u+1.

A new FL routine is then operated with the remaining
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clients to obtain parameters ✓Nu+1

u+1 , and to update the
training history as

H(u+ 1) = (✓0
0, . . . ,✓

Tu+1

⇣u+1
,✓0

u+1, . . . ,✓
Nu+1

u+1 ). (19)

As for IFU, performing SIFU requires the server to
store the sensitivity associated to each client at each
round, and one global model checkpoint per client.
The computational cost for this operation is negligible.
Theorem 3 shows that with SIFU we achieve unlearn-
ing guarantees for every client in a sequential unlearn-
ing request Fu.

Theorem 3. The model ✓Nu
u obtained with SIFU sat-

isfies (✏, �)-unlearning for every client in current and

previous unlearning requests, i.e. in Fu = [u
s=1Ws.

Proof. See Appendix D.

5 Experiments

In this section, we experimentally demonstrate the ef-
fectiveness of SIFU through a series of experiments
introduced in Section 5.1. In Section 5.2, we illustrate
and discuss our experimental results. Results and re-
lated code are publicly available at this GitHub URL.

5.1 Experimental Setup

Datasets. We report experiments on adapted ver-
sions of CIFAR-10 (Krizhevsky, 2009), CIFAR-100
(Krizhevsky, 2009), MNIST (LeCun et al., 1998),
FashionMNIST (Xiao et al., 2017), and CelebA (Liu
et al., 2015). For each dataset, we consider M = 100
clients, with 100 data points each. For MNIST and
FashionMNIST, each client has data samples from only
one class, so that each class is represented in 10 clients
only. For CIFAR10 and CIFAR100, each client has
data samples with ratio sampled from a Dirichlet dis-
tribution with parameter 0.1 (Harry Hsu et al., 2019).
Finally, in CelebA, clients own data samples represent-
ing the same celebrity as done in LEAF (Caldas et al.,
2018). With these five datasets, we consider di↵erent
levels of heterogeneity based on labels and features
distribution.

Models. For MNIST, we train a logistic regression
model to consider a convex classification problem. For
the other four datasets, we train a neural network with
convolutional layers followed by fully connected ones.
Further details are provided in Appendix E.

Unlearning schemes. We compare a variety of
state-of-the-art FU schemes. First, we consider our
method SIFU as described in Algorithm 3 and set
B = 1. The choice for B is experimentally justified
in Appendix F. In addition to SIFU, we consider the

following unlearning schemes from the state-of-the-art:
Scratch, where retraining of a new model is per-
formed from scratch on the remaining clients; Fine-
Tuning, where retraining is performed on the current
global model with the remaining clients; DP (Dwork
and Roth, 2014), where training with every client is
performed with Di↵erential Privacy, and both Fed-
Eraser and FedAccum (Liu et al., 2021), where un-
learning is performed by using the gradient history of
clients to remove their contribution. Finally, we con-
sider a freely adapted version of Neel et al. (2021)’s
perturbed gradient descent by noising the final model
with a standard deviation calculated from SIFU’s the-
oretical analysis, which boils down to performing SIFU
without the ”roll-back” step.

Experimental scenario.

Since unlearning is about e�ciency of information
deletion, we first study the unlearning capabilities of
every method under di↵erent time constraints. We
limit the unlearning time allowed for each method to
respectively 25%, 33% and 50% of the training time,
and display the accuracy results both on the unlearned
clients (forget set) and the remaining ones (retain set).
Secondly, to account for the sequential unlearning set-
ting and the adversarial case of watermarked data, we
study the scenario proposed by (Sommer et al., 2020)
in Section 5.3. Each unlearning method is applied with
the same hyperparameters, i.e. local learning rate ⌘,
amount of SGD steps K and optimizer (Appendix E).

Unlearning quantification. We verify the success of
a FU scheme by evaluating its running time and dif-
ference in accuracy with Scratch on the retain and
forget set. When studying methods under a time con-
straint (Section 5.2), we compute: (a) The accuracy
di↵erence on the forget set, thus evaluating unlearn-
ing quality, and (b) the accuracy di↵erence on the re-
tain set, thus evaluating retained utility. When study-
ing methods under a utility constraint (Section 5.3),
we compute (a) The accuracy di↵erence on the forget
set, and (b) the number of required iterations to reach
the fixed utility threshold. The di↵erences are com-
puted with respect to the performance of Scratch to
identify the method associated with similar unlearning
properties and reduced computation time.

5.2 Experimental Results

The results for the first experimental setting described
in Sec. 5.1 are available in Fig 2. SIFU outperforms
its competitors on 4 out of 5 datasets. In particular,
on every experiment involving FU of a neural network,
SIFU is the only method to achieve a good trade-o↵
between forgetting quality and accuracy on the retain
set, while other methods fail either by lack of forgetting

https://github.com/Accenture/Labs-Federated-Learning/tree/SIFU
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Figure 2: Difference in accuracy (absolute value) between Scratch and the considered unlearning methods, on
both retain and forget sets (lower is better).

quality (Fine-Tuning, FedAccum) or by low retain set
accuracy (FedEraser, Last).

It is interesting to notice that while Last performs
quite well on very simple datasets such as CelebA and
MNIST, the introduced noise becomes too large in
more complex datasets such as CIFAR10(0), render-
ing it infeasible for the model to converge after noising.
This motivates our method and underlines the impor-
tance of the ”roll-back” step in SIFU. While FedEraser
tends to be a good performer in terms of retain set ac-
curacy, the imposed unlearning time limit forbids it
from recovering satisfying utility on the retain set, as
compared to SIFU. Thus, one can wonder whether the
method would perform better if provided with more
time. We answer this question in Section 5.3. Finally,
we excluded some methods when their poor perfor-
mances would hinder the figure’s readability: DP was
removed from Figures 2 and 3, and Last from Figure
3. See Appendix E for DP performances.

5.3 Verifying Unlearning with Watermarking

The work of (Sommer et al., 2020) proposes an ad-
versarial approach to verify the unlearning efficiency
through watermarking. We follow this approach by ap-

plying watermarking to each client’s data by randomly
assigning the maximum possible value to 10 given pix-
els of each data sample. To ensure that clients’ het-
erogeneity is only due to the modification of the pixels
intensities, we define data partitioning across clients
by randomly assigning the data according to a Dirich-
let distribution with parameter α = 1.

We consider a sequential unlearning scenario in which
the server performs FL training and then receives
U = 3 sequential unlearning requests to unlearn 10
random clients per request. In the special case of
MNIST and FashionMNIST, the server must unlearn
10 clients owning the same class. The server performs
unlearning with each method, before fine-tuning the
obtained model on the remaining data until the global
model accuracy on the remaining clients exceeds a
fixed threshold specific to each dataset, namely: 93%
for MNIST, 99.9% for CelebA, and 90% for Fashion-
MNIST, CIFAR10 and CIFAR100. We impose a min-
imum of 50 FL aggregation rounds, and a maximum
of 10000 rounds when the stopping accuracy threshold
is not reached.

Figure 3 shows our results for this experimental sce-
nario. On every dataset where a CNN is used, SIFU
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Figure 3: Total amount of aggregation rounds (1st row) and model accuracy of unlearned clients (2nd row) for
the unlearning of watermarked data from MNIST, FashionMNIST, CIFAR10, CIFAR100, and CelebA (the lower
the better).

outperforms every other method, confirming the con-
clusions drawn from Figure 2. Indeed, it o↵ers a
unique trade-o↵ between e�ciency and unlearning,
while FedEraser provides satisfying unlearning but is
even more costly than Scratch in terms of iteration
count, thus rendering the method of limited interest
in our experimental scenario.

5.4 Verifying the consistency of SIFU.

We provide additional experiments in Appendix E as-
sessing the unlearning results depending on varying
training conditions, including the choice of the clients
to be unlearnt, and the amplitude of the model per-
turbation. Our findings are consistent in showing that
SIFU is the best performing method in terms of com-
putational e�ciency and unlearning capabilities. In
particular, we note that when unlearning with low
(resp. high) values of �, SIFU has identical behavior
to Scratch (resp. Last), as the unlearning is applied
to the initial model ✓0

0 (resp. final ✓Nu
u ). Moreover,

independently from the chosen batch of clients to be
unlearnt, Supplementary Figure 6 shows that SIFU
consistently leads to e↵ective unlearning with lower

computational cost as compared to Scratch.

6 Conclusions

In this work, we introduce SIFU, a general FU scheme
allowing unlearning of clients contributions from a
model trained with FedAvg. Upon receiving an un-
learning request from a given client, SIFU identifies
the optimal FL iteration from which to re-initialise
the optimisation. We prove that SIFU accounts for
sequences of requests while satisfying the unlearning
guarantees. SIFU is scalable with respect to model size
and FL iterations, and generalizes beyond the convex
assumption on the local loss functions, thus relaxing
the strong assumptions typically adopted in the MU
literature.

A further contribution of this work consists in a new
theory for bounding the clients contribution in FL,
which can be computed by the server without major
overhead, and no additional communication nor com-
putation on the client side.
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A When fine tuning does not

guarantee unlearning: example on

linear regression

Let us consider a linear regression optimization, with
feature matrix X and predictions y such that the loss
function f is defined as

f(X,y,✓) =
1

2
[y �X✓]T [y �X✓] . (20)

In this example, we assume there are more features
than data samples, which makes XTX a singular ma-
trix. While f is convex, f has more than one global
optimum. Any model with parameter ✓⇤ such that

XTX✓⇤ = XTy (21)

is a global optimum. When XTX is non-singular,
we retrieve the unique optimum in close-form ✓⇤ =�
XTX

��1
XTy. We show with this simple example

that, upon unlearning a data sample, no amount of
fine-tuning on the model ✓⇤ can lead to the same model
obtained when retraining from a random initial model.
We di↵erentiate between (X,y) and (X�1,y�1) our
data with and without a given data point.

Optimizing f , as defined in equation (20), withN steps
of gradient descent, learning rate ⌘, and initial model
✓0 gives model parameters ✓N defined as

✓N =
⇥
I � ⌘XTX

⇤N
| {z }

A(X,N)

✓0 + ⌘

N�1X

n=0

⇥
I � ⌘XTX

⇤n
XTy

| {z }
B(X,y,N)

.

(22)

We first note that we retrieve the standard form
for the global optimum of linear regression when
XTX is non-singular as limn!1 A(X, n) = 0 and

limn!1 B(X,y, n) =
�
XTX

��1
XTy. In the gen-

eral form accounting for the singular case, at least one
eigenvalue ofA(X, N) is equal to 1 independently from
the amount of gradient descent steps N . Hence, the
parameters of the model obtained with gradient de-
scent optimization always depend from the ones of the
initial model ✓0. Hence, when unlearning our data
sample from ✓N , the resulting trained model still de-
pends of that data samples. Indeed, if we compare the
model ✓Ñ

�1 trained on the data samples (X�1,y�1),

to the model �Ñ
�1 obtained after fine-tuning the model

✓N with Ñ server aggregations, we have

�
Ñ
�1�✓Ñ

�1 = A(X�1, Ñ)A(X, N)✓0+A(X�1, Ñ)B(X,y, N).
(23)

B Forgetting a Single Client with

IFU, Theorem 1

In this section, we provide the proof of Theorem 1 and
derive 3 di↵erent results when considering 3 di↵erent
sets of assumptions: f is smooth, f is smooth and
convex, and f is smooth and strongly-convex.

B.1 Definitions

We define by ✓N = FedAvg(I,N) and �N =
FedAvg(I�c, N) the models trained with FedAvg
initialized at ✓0 with respectively all the clients, i.e.
I, and all the clients but client c, i.e. I�c, performing
K GD steps.

When clients perform K = 1 GD steps, two consecu-
tive global models can be related, when training with
clients in I as a simple GD step, i.e.

✓n+1 = ✓n � ⌘rfI(✓
n). (24)

Let us define the gradient step operator for function f

at learning rate ⌘:

G(f, ⌘,✓) = ✓ � ⌘rf(✓)

B.2 General case

B.2.1 Main observation

The following results use Lemma 3.7 of (Hardt et al.,
2016) under its 3 possible hypothesis. Let us first no-
tice that, with K = 1 and without any hypothesis on
f besides its di↵erentiability, we have:

�
n+1 � ✓

n+1 = �
n � ✓

n � ⌘[rfI\{c}(�
n)

�rfI\{c}(✓
n) +rfI\{c}(✓

n)�rfI(✓
n)]

= G(fI\{c}, ⌘,�
n)�G(fI\{c}, ⌘, ✓

n)

+ ⌘(rfI\{c}(✓
n)�rfI(✓

n))

Then, depending on the assumptions made on f , we
get 3 di↵erent results, all taking the same form:

k�n+1 � ✓
n+1k  B(f, ⌘)k�n � ✓

nk
+ ⌘krfI\{c}(✓

n)�rfI(✓
n)k

(25)

Where we consider 3 distinct cases, each with their
respective assumptions and definition of B:

1. If fi is �-smooth for every i 2 I, then

B(fI , ⌘) = 1 + ⌘.� (26)

2. If fi is �-smooth and convex for every i 2 I and
⌘  2/�, then

B(f, ⌘) = 1 (27)
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3. If fi is �-smooth and µ-strongly-convex for every
i 2 I and ⌘  2

�+µ , then

B(f, ⌘) = 1� ⌘�µ

� + µ
(28)

B.2.2 Generic proof

Let us prove the desired results with a generic function
B. The specific results in the 3 di↵erent cases will then
be derived directly by specifying B depending on the
hypothesis.

Let pi =
Ni
NI

and qi =
pi

1�pc
· (1� c(i)). Then,

k�n+1 � ✓
n+1k =

���
MX

i=1

qi�
n+1
i �

MX

i=1

pi✓
n+1
i

���

=
���

MX

i=1

qi(�
n+1
i � ✓

n+1
i )

+
MX

i=1

qi(✓
n+1
i � ✓

n)�
MX

i=1

pi(✓
n+1
i � ✓

n)

| {z }
�c(I,✓n)


MX

i=1

qik�n+1
i � ✓

n+1
i k+�c(I, ✓

n)

 max
i2I

k�n+1
i � ✓

n+1
i k+�c(I, ✓

n)

where the last inequality follows from the fact thatP
qi = 1.

Now, for any i 2 I, let us give an upper bound for
k�n+1

i � ✓
n+1
i k:

k�n,k+1
i � ✓

n,k+1
i k = kG(f{i}, ⌘,�

n,k
i )�G(f{i}, ⌘, ✓

n,k
i )k

 B(f, ⌘) · k�n,k
i � ✓

n,k
i k

(29)
where the last inequality follows from the contractivity
of one step of gradient descent (see Lemma 3.7 of Hardt
et al. (2016) for all 3 cases). By applying this equation
recursively K times, we get

k�n+1
i � ✓

n+1
i k  B(f, ⌘)K · k�n

i � ✓
n
i k (30)

From Eq. (29) and Eq. (30), we get:

k�n+1�✓
n+1k  B(f, ⌘)K ·k�n�✓

nk+�c(I, ✓
n) (31)

Now, let us prove via recurrence that:

k�n � ✓
nk 

n�1X

p=0

B(f, ⌘)(n�p�1)K ·�c(I, ✓
p) (32)

The initialization is trivial since �
0 = ✓

0.

We provide the proof of the recurring property in equa-
tion (33), thus verifying equation (32) and proving
Theorem 1.

k�n+1 � ✓
n+1k  B(f, ⌘)K ·

"
n�1X

p=0

B(f, ⌘)(n�p�1)K�c(I, ✓
p)

#

+�c(I, ✓
n)


(n+1)�1X

p=0

B(f, ⌘)(n+1�p�1)K ·�c(I, ✓
p)

(33)

Let us now give the specific formulations for each set
of assumptions.

B.3 Case f smooth, not necessarily convex

Let f be �-smooth. In this case, the result from
Eq. (32) applies with B as described in Eq. (26).
Therefore:

k�n � ✓
nk 

n�1X

p=0

(1 + ⌘�)(n�p�1)K ·�c(I, ✓
p) (34)

B.4 Case f smooth & convex

Let f be convex and �-smooth, let ⌘  2
� . In this case,

the result from Eq. (32) applies with B as described
in Eq. (27). Therefore:

k�n � ✓
nk 

n�1X

p=0

�c(I, ✓
p) (35)

B.5 Case f smooth & strongly convex

Let f be µ-strongly convex and �-smooth, let ⌘  2
�+µ .

In this case, the result from Eq. (32) applies with B

as described in Eq. (28). Therefore:

k�n � ✓
nk 

n�1X

p=0

(1� ⌘�µ

� + µ
)(n�p�1)K ·�c(I, ✓

p) (36)

C Unlearning certification, Proof of

Theorem 2

Proof. According to theorem A.1 of (Dwork and Roth,
2014), the Gaussian mechanism with sensitivity ↵, is
(✏, �)-Di↵erentially Private if its noise parameter � ver-
ifies :

� > [2 (ln(1.25)� ln(�))]1/2 ✏�1
↵. (37)
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In our case, the sensitivity with respect to any client
c at step n is ↵(n, c) by construction. Additionally,
Theorem 1 provides us with the bound

↵(n, c)   (n, c). (38)

Thus, picking any noise �(n, c) such that

�(n, c) > [2 (ln(1.25)� ln(�))]1/2 ✏�1 (n, c) (39)

ensures the di↵erential privacy of our forgetting mech-
anism with respect to the unlearned clients. This con-
cludes the proof.

D Convergence of SIFU, Theorem 3

D.1 Proof of Theorem 3

Proof. We prove by induction that ✓0
u+1 (✏, �)-unlearns

every client in Fu+1 = [u+1
s=1Ws = Fu [ Wu+1. The

initialization (u = 1) directly follows from IFU, Algo-
rithm 2, with Theorem 2. With reference to equation
(17), we now assume that for every unlearning request
u  u, the perturbed model ✓0

u (✏, �)-unlearns every
client in Fu, and prove that ✓0

u+1 (✏, �)-unlearns every
client in Fu+1.

• Case 1: 8u  u, nu  nu+1. The model

✓Tu+1

⇣u+1
= H(u)[nu+1] appears later in the training

history than models ✓Tu
⇣u

and, thanks to the induc-
tion property, provides (✏, �)-unlearning of every
client in Fu. Thus, the model ✓0

u+1 guarantees the
unlearning of every client in Fu+1.

• Case 2: 9 unlearning request u⇤ 
u such that nu+1 < nu⇤. By construction of the
training history, the sequence H(u⇤) contains the

model ✓Tu+1

⇣u+1
= H(u⇤)[nu+1] = H(u)[nu+1], which

appears earlier than model ✓Tu⇤
⇣u⇤ = H(u⇤)[nu⇤ ].

Perturbing the model ✓Tu+1

⇣u+1
with noise N(0,�I✓),

guarantees (✏, �)-unlearning of the clients in Wu⇤ ,
since

 u⇤(nu+1, c
⇤)   u⇤(nu⇤ , c

⇤)   ⇤
,

for every client c
⇤ in Wu⇤. By extending this

reasoning to all learning requests u such that
nu+1 < nu, and by the induction property for
the remaining ones, the model ✓0

u+1 guarantees
the unlearning of every client in Fu+1.

E Experiments

For every benchmark, we consider the number of SGD
steps K, batch size B, number of clients M , the num-
ber of sampled clients m, the standard deviation �

of the noise perturbation, and the local learning rate
⌘ given in Table 2. Also, for our unlearning scheme
SIFU, DP, and Last, we consider an unlearning bud-
get of ✏ = 10 and � = 0.01. The unlearning budget
plays the important role of identifying in the train-
ing history the global model to perturb. Theorem 2
shows that ✏ and � are linearly related. Hence, to un-
learn a client c from a global model c, a smaller � can
be considered, but at the cost of a higher unlearning
budget (✏, �), Definition 1. Also, for fair comparison
of DP with other FU schemes, we select the best clip-
ping value C, in a range from 0.001 to 1, for which
the global model reaches the target accuracy in the
smallest amount of aggregation rounds. Finally, for
FashionMNIST, CIFAR10, CIFAR100, and CelebA,
we consider model architectures composed of three
convolutional layers followed by two fully connected
layers, with implementation at this GitHub url.

Table 2: Hyperparameters used for our di↵erent un-
learning benchmarks described in Section 5.1.

Dataset K B M m � ⌘ C

CIFAR10 5 20 100 5 0.05 0.01 0.2
CIFAR100 5 20 100 5 0.05 0.02 0.2
MNIST 10 100 100 10 0.05 0.01 0.5
FMNIST 5 20 100 10 0.1 0.02 0.5
CelebA 10 20 100 20 0.1 0.01 0.5

The training and retraining depends on the initial
model ✓0

0 and the clients’ batches of data used at every
aggregation to compute their local SGDs. Hence, we
replicate each unlearning scenario on 10 di↵erent seeds
and plot in Figure 4 to 6 their averaged results. For the
unlearning benchmarks described in Section 5.1 and
used in Figure 4, to 6, the stopping accuracies con-
sidered are 93% for MNIST, 90% for FashionMNIST,
CIFAR10, and CIFAR100, and 99.9% for CelebA.

We provide several figures to further the experimental
evaluation of our method.

We define the set of clients requesting unlearning as:

Fu = [u
s=1Ws. (40)

In our experimental scenario, we have |F0| = 0 during
training, and |F1| = 10, |F2| = 20, and |F3| = 30 after
each unlearning request. We consider this setting both
within an usual and an adversarial scenario with back-
doored data (as proposed in (Sommer et al., 2020)). In

https://github.com/Accenture/Labs-Federated-Learning/tree/SIFU
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Figure 4: Total amount of aggregation rounds (1st row) and model accuracy of unlearned clients (2nd row) for
MNIST, FashionMNIST, CIFAR10, CIFAR100, and CelebA (the lower the better). The server runs a federated
routine with M = 100 clients, and unlearns 10 of them at each unlearning request (U = 3). Results are reported
with variability estimated on 10 seeds.

Figure 3 and 4, we compare the performances of SIFU
with other methods from the literature. Rather than
operating within a limited time budget, we fine-tune
after the unlearning until a certain accuracy threshold
is reached. Thus, all compared methods have equiva-
lent performances on the retain set and the evaluated
quantities are now forget set accuracy and unlearning
(+ fine-tuning) budge, as described in Sec 5.1. Figure
4 illustrates the computational cost (1st row), and un-
learning capabilities (2ns row) of the tested FU meth-
ods across dataset. We note that SIFU requires a sen-
sibly lower number of iterations than Scratch (52%
faster on average) to achieve similar unlearning per-
formances. FedEraser also provides comparable un-
learning capabilities, while however requiring a higher
number of iterations than Scratch (12% on average).
The other approaches are generally associated with
poor unlearning results, independently from the re-
quired computational cost. We notice that the model
accuracy of SIFU is slightly higher than the one of
Scratch, with overlap only for FashionMNIST. This
behavior is natural and can be explained by the pri-
vacy budget (✏, �) trading unlearning capabilities for

retraining cost. With the highest unlearning budget,
i.e. ✏ = 1 and � = 0, SIFU would require to retrain
from the initial model ✓0

0, thus reducing to Scratch.

The poor unlearning performance of DP can be ex-
plained by the fact that it provides privacy guarantees
with respect to every client, while FU only aims at
removing the contribution of a few specific clients.

As observed previously, only SIFU and FedEraser
provide satisfactory unlearning, but SIFU is signifi-
cantly faster than its counterpart: FedEraser is even
slower than Scratch and is thus not a relevant un-
learning method in our experimental scenario.

Finally, when unlearning with Last, we observed that
the model always converged to a local optimum with
accuracy inferior to our target. This behavior is likely
due to the magnitude of the noise being added to guar-
antee unlearning. Hence, we decided to exclude Last
from Figure 4.

Experiments were performed using a 1080TI GPU
from Nvidia.
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Figure 5: Impact of the noise standard deviation � when unlearning with SIFU for the unlearning budget
(✏, �) = (10, 0.01). Total amount of aggregation rounds (1st row) and model accuracy of unlearned clients (2nd

row) for MNIST, FashionMNIST, CIFAR10, CIFAR100, and CelebA (the lower the better). Speed-ups at optimal
sigma are between two-fold and five-fold.

F Bound from theorem 1

To investigate whether it is legitimate to pick
B(f, ⌘) = 1 for our experiments, we empirically mea-
sure ↵ and  for all our datasets with a large set of
hyper-parameter choices, ranging from the ones used
in the experiments to less adapted ones, even included
some that do not allow convergence. The bound from
Theorem 1 holds for every experimental scenario we
tried. The results are displayed in figure 7.
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Figure 6: Total amount of aggregation rounds (1st row) and model accuracy of unlearned clients (2nd row) for
MNIST, FashionMNIST, CIFAR10, CIFAR100, and CelebA (the lower the better). This figure displays the
unlearning capabilities of the unlearning benchmarks introduced in Section 5.1 after training on clients in I and
unlearning |W1| = 10 clients. For each integer on the x-axis, a di↵erent set of clients to unlearn is considered.
Each unlearning request is composed of 10 random clients for CIFAR10, CIFAR100, and CelebA. For MNIST
and FashionMNIST, each unlearning request |W1| has 10 clients of the same class such that the x-axis is the class
forgotten. The integers on the x-axis corresponds to the class of the clients to unlearn. We retrieve the same
conclusions made in 4: SIFU is the only unlearning method o↵ering an unlearning speed-up while maintaining
an accuracy close to Scratch on unlearned clients. DP seems very fast since the displayed number of rounds
does not include the initial training.
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Figure 7: Comparison between Ψ and α for B = 1 for all datasets and various hyper-parameters. We observe
that the bound demonstrated in Theorem 1 holds for all the considered experimental scenarios, even when setting
B = 1 in neural networks.
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