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Abstract

In federated learning, most existing robust
aggregation rules (AGRs) combat Byzantine
attacks in the IID setting, where client data
is assumed to be independent and identically
distributed. In this paper, we address la-
bel skewness, a more realistic and challenging
non-11D setting, where each client only has
access to a few classes of data. In this set-
ting, state-of-the-art AGRs suffer from selec-
tion bias, leading to significant performance
drop for particular classes; they are also more
vulnerable to Byzantine attacks due to the
increased variation among gradients of hon-
est clients. To address these limitations, we
propose an efficient two-stage method named
BOBA. Theoretically, we prove the conver-
gence of BOBA with an error of the opti-
mal order. Our empirical evaluations demon-
strate BOBA’s superior unbiasedness and ro-
bustness across diverse models and datasets
when compared to various baselines. Our
code is available at https://github.com/
baowenxuan/BOBA.

1 INTRODUCTION

Federated learning (FL) (McMahan et al., 2017) is a
machine learning system where multiple clients col-
laboratively train a global model under the orches-
tration of a central server, without sharing their own
private and sensitive data. It has wide applications
in sales, finance, healthcare (Yang et al., 2019), etc.
However, FL systems are vulnerable to attacks and
failures (Kairouz et al., 2021; Lyu et al., 2020). No-
tably, Byzantine attacks can send arbitrary gradi-
ents to the server, causing sub-optimal convergence
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or even divergence (Blanchard et al., 2017). To de-
fend against Byzantine attacks, a common approach
is to replace gradient averaging with robust aggrega-
tion rules (AGRs) (Chen et al., 2017; Yin et al., 2018).
These methods have demonstrated their effectiveness
in achieving Byzantine-robustness when client data ad-
heres to the independent and identically distributed
(IID) assumption. However, in practical applications,
client data often deviate from the IID pattern (McMa-
han et al., 2017; Wang et al., 2021; Kairouz et al.,
2021). This non-IIDness introduces increased varia-
tion among honest clients’ gradients, posing challenges
in detecting and excluding Byzantine clients.

Our work mainly focuses on label skewness, a typical
non-IID setting where each client only has access to
a few classes of data (Li and Zhan, 2021; Shen et al.,
2022). In this setting, while clients share the same con-
ditional data distribution given labels, their label dis-
tributions can vary a lot. For instance, in animal image
classification, users from various regions may capture
images of distinct species prevalent in their areas, even
though these species share similar visual characteris-
tics. Label skewness introduces two key challenges for
model performance. First, it introduces a selection
bias of clients, causing robust AGRs to favor certain
clients over others, thus biasing the model. Secondly,
it amplifies the variation among gradients of honest
clients, making AGRs more vulnerable to Byzantine
attacks. Thus more advanced techniques are required
to tackle these challenges.

Focusing on label skewness, we find that the gradi-
ents of honest clients distribute near a (¢ — 1)-simplex,
where ¢ is the number of classes. Leveraging this in-
sight, we introduce BOBA (Byzantine-rObust and un-
Biased Aggregator), a two-stage AGR to estimate this
simplex effectively. In the first stage, we robustly es-
timate the low dimensional affine subspace containing
the simplex and project all gradients onto the sub-
space. In the second stage, we use a few data sam-
ples on the server to estimate the (¢ — 1)-simplex
and further filter out potential Byzantine gradients.
As a result, BOBA ensures that honest gradients re-
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main largely unaffected, with only minor perturba-
tions, while Byzantine gradients are either discarded
or significantly weakened. Our contributions can be
summarized as follows:

e We make a systematic analysis of FL robustness
challenges in the presence of label skewness, in-
cluding the identification of two key challenges:
selection bias and increased vulnerability (Sec. 3).

e We introduce BOBA, which incorporates an ob-
jective addressing label skewness and robustness,
along with an efficient optimization algorithm
(Sec. 4).

e We provide theoretical analysis that derives gra-
dient estimation error and convergence guarantee,
demonstrating BOBA’s unbiasedness and optimal
order robustness (Sec. 5).

e We empirically evaluate the unbiasedness and
robustness of BOBA across diverse models,
datasets, and attack scenarios, outperforming var-
ious baseline AGRs and extending to more com-
plex non-IID settings (Sec. 6).

2 RELATED WORKS

Robust AGRs with IID clients Extensive re-
search has been conducted on robust AGRs tailored for
ITD clients. These AGRs modify the server’s gradient
averaging step, and can be categorized into two main
groups: majority-based and reference-based methods.
Majority-based AGRs operate under the assumption
that the gradients of honest clients tend to cluster to-
gether. They employ robust mean estimators, includ-
ing coordinate-wise median (Yin et al., 2018), geomet-
ric median (Chen et al., 2017; Pillutla et al., 2022),
and Krum (Blanchard et al., 2017), to identify a vec-
tor close to the majority of gradients. While these
methods have been theoretically proven to perform
well in IID settings, our analysis reveals that they ex-
hibit issues such as selection bias and increased vul-
nerability when confronted with label skewness sce-
narios. In many FL systems, the server possesses a
limited amount of data (Zhao et al., 2018; Lin et al.,
2020). Although this data may be insufficient to inde-
pendently train a satisfactory model, reference-based
AGRs leverage server data to assess each client’s up-
date and adjust their contributions to enhance robust-
ness. Loss-based rejections (Fang et al., 2020) evalu-
ate client updates with their loss on server data, and
drop clients whose updates are the most harmful. Zeno
(Xie et al., 2019b) extends this approach by consider-
ing both loss and gradient scales. FLTrust (Cao et al.,
2021) computes a server gradient using server data and
reweighs client gradients based on their similarity to
the server gradient. ByGARS (Regatti et al., 2022)

optimizes the aggregation weights for client gradients
using server data in a meta-learning framework. How-
ever, it is worth noting that these methods are not
specifically designed to address the non-IID challenges
inherent in FL scenarios.

Robust AGRs with non-IID clients A few works
have studied robustness with non-IID clients. Karim-
ireddy et al. (2022) combine ITD AGRs with bucketing
to enhance homogeneity in AGR inputs, albeit with
a trade-off in robustness. Similar to BOBA, RAGE
(Data and Diggavi, 2021) also uses singular value de-
composition (SVD) for robust aggregation. However,
it uses SVD to remove Byzantine clients iteratively,
whereas our work focuses on applying SVD to model
the distribution of honest clients’ gradients. Ghosh
et al. (2019) group clients into IID clusters and train
global models in each group. A topic related to se-
lection bias is performance fairness, where each client
should have similar accuracy. Hu et al. (2020) intro-
duce a multi-task learning framework to learn a robust
and fair global model. However, it is not robust to
Byzantine attacks and can only guarantee Pareto opti-
mal. Ditto (Li et al., 2021) learns personalized models
to achieve fairness and robustness, but still requires
training a robust global model.

For additional related works on FL with label skewness
and non-IIDness, please refer to Appendix A.

3 FL WITH LABEL SKEWNESS

Setup  We study the FedSGD (McMahan et al.,
2017) system consisting of one central server and n
clients. Each client is either honest (in honest set H)
or Byzantine (in Byzantine set B), with |#| and |B|
representing the real number of honest and Byzantine
clients, respectively. In each communication round,
the server broadcasts the parameter wg € R? to all
clients. Each honest client ¢ € H computes the gradi-
ent with its own data {;;}7", sampled from P; and
sends back the honest gradient g, = V,Li(wa),
where Li(wg) = 7= 37" £(wg; €;;) and £ is the loss
function. Each Byzantine client can send arbitrary
Byzantine gradient to the server. Finally, the server
aggregates all n gradients i = Agg({g,;}" ;) and up-
dates the parameter wg < wg — nft, where Agg(+) is
the aggregation rule (AGR), and 7 is the learning rate.

For each honest client i € H, let Eg; be its expected
gradient, where the expectation is taken on data sam-
pling from P;. During training, the system minimizes
the empirical risk, Wll > ien Li(wg). FL aims to train

a model with low population risk, Wll Y ien ELi(we).
Let p = Wll > icn 9; denote the gradient of empirical
risk and Ep = ﬁ > icn Eg; denote its expectation,
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Figure 1: PCA of honest gradients on MNIST (¢ =
10). Over 99% of the variance concentrate on the first
(c—1) principal components, verifying that honest gra-
dients distribute near the honest subspace.

which is also the gradient of population risk.

Byzantine attack In each round, Byzantine clients
can send arbitrary vectors to the server, which may de-
pend on current global model w¢ and honest gradients
{9;}ien- They can also collude to perform stronger
attacks, e.g., by sending the same vector.

Robust AGRs aim to find a robust estimation of Ep.
Since the server has no prior knowledge about the ex-
act number of Byzantines, we let f be the Byzantine
tolerance, a hyperparameter such that AGRs guaran-
tee to be robust when |B| < f. Similar to previ-
ous works (Xie et al., 2019b; Cao et al., 2021; Lin
et al., 2020), we assume the AGR has access to small
amount of clean data to improve robustness. Notice
that such data are collected and labeled by the server,
rather than uploaded by clients (Cao et al., 2021). Fi-
nally, since Byzantines in FL can change their index
over rounds, the AGR can only use the information
from the current round, including the global model,
all clients’ uploaded gradients, and server data.

3.1 Distribution of Honest Gradients

This subsection analyzes the distribution of honest
gradients with label skewness. We start with some
definitions.

Definition 3.1 (Inner, outer and total variations).
For an honest client ¢ € #, its inner variation is E||g, —
Eg, |%; its outer variation is ||Eg, — Epl3, and its total
variation is E||g, — Eul|3.

Inner variation measures the randomness of sampling
data from client i’s local distribution P;, while outer
variation measures the difference between local distri-
bution P; and global distribution ﬁ > ien Piy with-
out randomness.

In the IID setting, the outer variation is zero, implying
that honest gradients {g;}icy are distributed around
the same center Eu. However, this implication does
not hold under label skewness, since the outer varia-
tions are non-zero. We formally define label skewness
and analyze the distribution of honest gradients.

Definition 3.2 (c-label skew distribution). The data
distributions {P;};ey of honest clients are considered
c-label skew distributions if they can be expressed as

Pi€) = piQ.(€), VieH
z=1

where P;(£) is the data distribution of client 4, the

label z can take c finite values, p;, > 0 is the label

distribution of client ¢ subject to >.._; p;» = 1, and

Q.(€) = P;(&|z) represents the conditional distribu-

tion given label z. Different clients share the same

{Q.(€)}_, while having distinct label distributions
T

D, = [pila’ o ,piz]

The c-label skew distribution assumes the heterogene-
ity among honest clients can be characterized by their
divergence in label distribution. With this condition,
we can analyze the distribution of honest gradients.

Proposition 3.3 (Expectation of honest gradients).
With c-label skew distribution, Vi € H, we have

Eg, = 3 PAO)VuLl(w:€) = 33 pi-Q- () Va £ (w3 €)
3 £ z2=1

= Zpisz Z Qz (&)ﬁ(w7 5) = szzE’Y,z
z=1 I3

z=1

where By, =V 32 Q2(§)L(w; §) is the expected
gradient computed with data from class z.

Proposition 3.3 shows that each expected honest gra-
dient is a convex combination of {E~v,}¢_;, forming
a (¢ — 1)-simplex in its range. We define the honest
simplez as {> 5_  p.Evy, : >.0_,p. = 1,p, > 0}, and
the honest subspace as {> ._ p.Ey,: > o p. =1}

As honest gradients are perturbations of their expec-
tations, they distribute mear the honest simplex, ap-
proximately forming a (¢ — 1)-dimensional affine sub-
space. Thus, if we conduct principal component anal-
ysis (PCA) on honest gradients, the variance should
concentrate on the first (¢ — 1) principal components.
Figure 1 verifies our finding on MNIST (Lecun et al.,
1998). Appendix C.7 gives details of this experiment.

3.2 Challenges of Label Skewness

In the IID scenario, each honest gradient serves as an
unbiased estimator of Eu, simplifying the design of
robust AGRs which merely require the identification
of one honest gradient (or a close Byzantine gradient).
However, in label skewness settings, each honest gradi-
ent can exhibit substantial deviations from Ep, giving
rise to two key challenges: selection bias and increased
vulnerability.
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Figure 2: Comparison of aggregation results. (1) Selection bias: Without attacks, the aggregation results (m)
for GeoMed, Krum and CooMed are biased toward the majority class in the lower-right corner and deviate
from the honest gradient center (e), indicating their large biases. Meanwhile, BOBA is unbiased. (2) Increased
vulnerability: With different attacks, the aggregation results will be different. The orange region represents the
heatmap (2D histogram) of possible aggregation results given various attacks, where larger radius indicates worse
robustness. BOBA has smallest radius, showing its stronger robustness than IID AGRs.

Selection bias  Many robust AGRs, e.g., Krum
(Blanchard et al., 2017), select a subset of gradients for
aggregation. With label skewness, these AGRs tend to
select some clients more frequently, often discarding
clients with higher outer variations or deviates from
the majority. This selection bias introduces bias into
the aggregation results, even in the absence of any at-
tacks. In Figure 2, where honest gradients form two
clusters, each representing a different class of samples,
baseline AGRs consistently choose the majority class.
This results in the FL model exclusively training on
one class of samples, converging to a trivial solution.

Increased vulnerability With label skewness, base-
line AGRs are more vulnerable to attacks, resulting in
larger variations in the aggregation results, primarily
due to the increased total variation. In Figure 2, the
aggregation results of baseline AGRs exhibit a con-
siderable range, much larger than the inner variation
(variation of each cluster). Interestingly, this vulnera-
bility occurs not only on the direction of outer varia-
tion, but also its orthogonal direction.

In summary, IID AGRs are neither unbiased nor suffi-
ciently robust in the more realistic label skewness set-
ting. It is necessary to design a new robust AGR.

4 PROPOSED BOBA ALGORITHM

In this section, we propose BOBA and explain its two
stages in detail. In stage 1, we robustly find the honest
subspace, and project all gradients to this subspace.
In stage 2, we estimate the vertices of the honest sim-
plex, reconstruct the label distribution for each client,
and drop clients with abnormal label distribution (i.e.,
with strongly negative entries). Intuitively, all honest
gradients will be kept with small perturbation, while
all Byzantine gradients will either be weakened (pro-
jected to the honest simplex in stage 1) or discarded
(in stage 2). Therefore, the negative impact of Byzan-

Algorithm 1 BOBA Framework

Input: G = [917"' 7gn]7 = [717"' 77(;]7 n, f, ¢, Pmin

Output: Aggregation result fu
1: Initialize subspace P mU, S,V = TrSVD._1(T)
2: while not converge do
3:  Update r: G—j = {n — f gradients in G with
smallest [|g;—IL5(g,)||2} where I15(g;) = UU " (g,~
m)+m
4:  Update P: m,U,%,V = TrSVD._1 (G} j))
5: Encode: g, =U" (g, —m),Vi; T =U" (' =m1")
P
6: Estimate: p, = LFT} {91} Vi
7: Filter: a = A({p,}i=1)
8: Aggregate: L= 1  aig;/ Yy Qi
9: Decode: i =Ug, +m

tine gradients can be largely mitigated.

4.1 Stage 1: Fitting the Honest Subspace

The goal of stage 1 is to find a (¢ — 1)-dimensional
affine subspace close to all honest gradients under the
influence of Byzantine gradients. When there are no
Byzantines, a standard way to find the subspace is
TrSVD, i.e., truncated singular value decomposition
on centralized gradients,

m,U, 2,V =TrSVD,_1(Q), s.t. USV' =~ G —m1'

where G = [gy,---,g,] € R¥" is the client gra-
dient matrix, m = %Gl € R? is their average,
U € R¥*(=D v ¢ R~ are column-orthogonal
and 3 € R(e=Dx(c=1) ig diagonal. TrSVD fits a (c—1)-
dimensional affine subspace P = {UX+m : A € R 1}
minimizing the reconstruction loss

(P =" llg; — Tp(g:)ll3
=1

where IIp(g;) = UU' (g, — m) + m is a projection
function that projects vectors to P.
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However, vanilla TrSVD is not robust to Byzantine at-
tacks. When there are Byzantine gradients deviating
from the honest subspace, the fitted subspace will be
dragged to these Byzantine gradients at the cost of
underfitting honest ones. For example in R?, when n
honest gradients are uniformly distributed on a seg-
ment of {(z,y) : x € [-1,1],y = 0}. TrSVD will fit a
subspace of {y = 0}. However, one Byzantine gradient
of (100n,100n) can alter the fitted subspace to about
{y = z}. Therefore, we design a new objective.

Objective We design trimmed reconstruction loss to
robustify TrSVD:

n
2
re{0,1}7 Z’rl ”gl - HP(gZ—)||2

>0 ri=n—f i=1

¢(P)=  min

BOBA stage 1 fits an affine subspace P by minimizing
the trimmed reconstruction loss above, which selects
the n— f nearest neighbors (r; = 1) and ignores f gra-
dients furthest from P (r; = 0). Intuitively, if Byzan-
tines are far from the P, they will be ignored so P is
not affected; if Byzantines are close to P, the n — f
nearest neighbors of P still includes at least n — 2f
honest gradients, which are enough to reconstruct the
honest subspace (by Assumption 5.3 in Section 5). We
show in Appendix B.2.5 that stage 1 is theoretically
guaranteed to estimate the honest subspace robustly.

The strongest colluding Byzantines may focus on an-
other dimension different from the ¢ — 1 honest di-
mensions. But BOBA stage 1 will not identify the
Byzantine dimension as honest. If it makes such a
mistake, the n — f nearest neighbors will form a c-
dimensional affine subspace, including one Byzantine
dimension and ¢—1 honest dimensions (since there are
at least n — 2f honest gradients in the n — f nearest
neighbors). Conducting TrSVD on these n — f near-
est neighbors results in large loss proportional to the
outer variation, which is clearly sub-optimal. Mean-
while, correctly identifying all honest dimensions re-
sults in a loss unrelated to outer variations, which is
much smaller. In our experiments, we also show that
BOBA can resist such colluding Byzantines, e.g. IPM
(Xie et al., 2019a) and LIE (Baruch et al., 2019).

Optimization To minimize trimmed reconstruction
loss, we solve a joint minimization problem

n
P, = argmin 4(P,r) = Zri llg; — HP(gi)Hg
P,re{0,1}™ i=1
Yl ri=n—f

Fixing P, the optimal r selects the n— f nearest neigh-
bors of P; while fixing 7, the optimal P can be fitted
by conducting TrSVD on the selected n — f gradients.
A naive way to minimize trimmed reconstruction loss
is ezhaustive searching (BOBA-ES), which iterates ev-
ery possible value of r, conducts TrSVD to fit P, and

chooses the P with the smallest trimmed reconstruc-
tion loss. It can guarantee the global minimum but
have exponentially high computational complexity.

Instead, we use alternating optimization, with details
in lines 2 - 4 in Algorithm 1. It alternatively updates
P and 7 until convergence. Although the global mini-
mum may not be guaranteed, alternating optimization
can converge to a high-quality local minimum with just
a few steps. Thus, it is more efficient and practical for
large-scale FL.

After minimization, we project every gradient to the
fitted subspace P. The projection can weaken Byzan-
tine gradients by eliminating its components orthogo-
nal to 75; meanwhile, it only introduces small bounded
perturbation to honest gradients. However, only ap-
plying stage 1 does not fully guarantee robustness: a
Byzantine may still have large components along P
that bias the aggregation. We design stage 2 to fur-
ther rule out such Byzantine gradients.

4.2 Stage 2: Finding the Honest Simplex

In stage 2, BOBA uses a small amount of server data
to estimate ¢ vertices of the honest simplex, and esti-
mates the label distribution of each client. Gradients
with negative entries in the label distribution lie out-
side the honest simplex, and will be discarded.

Proposition 3.3 shows that each vertex of the hon-
est simplex is the expected gradient computed with
one class of data. Thus, we initialize ¢ virtual clients
on the server, each with one class of data, and com-
pute server gradients {v,}¢_, with the same process
of honest clients. To estimate the label distribution of
a client ¢, we solve for {p;,}7_;, s.t.

D o pellp(y.) =Tplg,), D piz=1
z=1 =1

Solving this linear system in the gradient space R? is
inefficient. Instead, we split the projection into two
steps: encoding (§; = U ' (g; — m)) and decoding
(I5(g;) = Ug, + m), and solve the linear system in
the latent space R¢™!, which has an explicit solution
(see line 6 in Algorithm 1).

If our estimation is perfect (e.g., when g, = Eg,,~v, =
E~,), p; will lie in the probability simplex, i.e. {p :
1"p = 1,p > 0} if client i is honest, while it can be
arbitrary if client ¢ is Byzantine. So we can discard
clients with negative entries in p,, since they must be
Byzantines. However in practice, our estimation has a
bounded error (Appendix B.2.6). Thus, if an honest
client does not have data from a class, which is very
common, it can also have a slightly negative entry.
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Therefore, we design an acceptance criterion
a=A({p;}’,), where a; = ]I{Inzinpiz > Dmin }

where I is the indicator function and pni, < 0 is a
hyper-parameter deciding the threshold of rejecting
Byzantines. In our implementation, we will accept
n— f clients with largest minS_, p;, if Y a; <n—f
(i.e., our acceptance criterion drops too many clients),
since there should be at least n — f honest clients. Af-
ter dropping Byzantines (a; = 0), we average the re-
maining projected gradients as the aggregation result
of BOBA.

4.3 Computational complexity

The computational complexity of BOBA is O(kcnd),
if it conducts TrSVD for k£ times. The complexity of
TrSVD is O(cend) (Halko et al., 2011), where ¢ is the
number of classes, n is the number of clients and d
is the dimension of gradients. When k,c are small
constants, BOBA has the same complexity as vanilla
averaging, which is very efficient. Practically we also
observe that k is very small. In our experiments with
MNIST, CIFAR-10 and AG-News, k = 3.29,3.20,4.77
on average, respectively. A detailed analysis of the
complexity for each step is provided in Appendix B.4.

5 THEORETICAL ANALYSIS

This section presents the convergence analysis of
BOBA. We first establish a connection between con-
vergence and gradient estimation error in Proposition
5.1. Subsequently, we demonstrate in Theorem 5.5
that BOBA has bounded gradient estimation error,
ensuring guaranteed convergence. Through our anal-
ysis, we confirm that the order of BOBA’s gradient
estimation error aligns with the lower bound of the
gradient estimation error in non-IID setting, surpass-
ing IID AGRs. This illustrates the unbiasedness and
optimal order robustness of BOBA. Detailed proofs are
deferred to Appendix B due to space limit.

Proposition 5.1 (Convergence). With non-negative
L-smooth population risk L(w), we conduct SGD with
noisy gradient i = g(w) and step size n = +. If the
gradient estimation error E|fp — Eul3 = E||g(w) —
VL(w)||3 < A2 for all w, then for any weight initial-
ization w9, after T steps,

;ZE [ve@®)| <2Ee00) + 27

Proposition 5.1 shows that with a robust AGR fea-
turing bounded gradient estimation error, FedSGD
converges to a flat region with small gradient in ex-

pectation, with convergence rate % and error rate

A2, Essentially, a smaller gradient estimation error
contributes to improved model convergence. Subse-
quently, we proceed to derive the gradient estimation
error of BOBA. To facilitate this analysis, we intro-
duce the following assumptions:

Assumption 5.2 (Bounded variations). For all w,

1. Bounded honest client inner variations: Je? s.t.,
Ellg; —Eg;ll5 < €%, Vi € H.

2. Bounded honest client outer variations: 362 s.t.,
|Eg; — Ep|3 < 6%, Vi € H.

3. Bounded server inner variations: JeZ s.t.,
Ellv, —Ev,|3 <e2,Vz=1,--- ,c.

4. Bounded server outer variations: 362 s.t.,
||E7z - EMH% < 537V’Z = 17' TG

Assumption 5.2 is standard in FL (Wu et al., 2020;
Wang et al., 2021), and is applied to both honest
clients and server since they both have clean data.

Assumption 5.3 (Bounded client singular value).
There exists ¢ > 0 such that for all w, conducting
centralized SVD on any n — 2f expectations of honest
gradients, the (¢ — 1)-th singular value o._1 > o.

Assumption 5.3 is a natural extension of the standard
“n—2f > 0”7 assumption prevalent in IID AGRs (Blan-
chard et al., 2017; Yin et al., 2018; Chen et al., 2017).
This extension entails that, with c-label skewness, it is
imperative for all honest components to simultaneously
outweigh the Byzantine component. To fulfill this re-
quirement, removing any arbitrary subset of f clients
from the set of n — f honest clients should still ensure
that the remaining n — 2 f honest clients affinely span
the honest subspace, indicated by o.—1 > 0,30 > 0.
Failure to meet this condition could empower Byzan-
tines to form a cluster to replace an honest component.

Assumption 5.3 also reveals that the robustness of an
FL system with label skewness depends not only on
n, f and ¢, but also on the label distribution for each
honest client. Considering ¢ = 2, when {Eg, };ic3 dis-
tributes uniformly on the honest simplex (a line seg-
ment), Assumption 5.3 holds as long as n — 2f > 1
(e, [ < %), closely resembling the IID setting.
However, when half of the honest clients have only
positive samples, while the other half have only neg-
ative samples, {Eg;}iex will only be distributed at
the two vertices of the honest simplex. In this case,

Assumption 5.3 only holds when n — 2f > "Tﬂc (i.e.,

f<3%):

With label skewness, a gradient distributed around the
honest simplex can either be an honest gradient or
a Byzantine gradient mimicking honest gradients to
bias the aggregation without being detected. However,
it is impossible for any AGR to distinguish between
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the two scenarios. Consequently, this introduces an
inevitable component to the gradient estimation error
as demonstrated in Proposition 5.4.

Proposition 5.4 (Lower bound of gradient estima-

tion error for any AGR). Given any AGR, we can find
|H| honest gradients and |B| Byzantine gradients, such

that El|fs — B3 > Q(8262), where = 5l = \H‘Iilll’ﬁ‘\
1s the fraction of Byzantine clients.

We finally derive BOBA’s gradient estimation error
and show that it matches with the error bound above.

Theorem 5.5 (Upper bound of gradient estimation

error for BOBA). With Assumptions 5.2 and 5.3,
BOBA has

E[lip —Epl3 < Cre® + Cael + C35%57

where f = % is the fraction of Byzantine clients,

Cy = 4+8(p7 + &) (2(n— f)+[H]), Co = 16( 25+
)= ) +16¢(1+c|pmin|)262, Cs = 16(1+ c|pmin])?-

When the outer variation increases t times, both ¢ and
o increase t times. When all clients are duplicated, 62
does not change but o2 is doubled. Thus generally
we have g—z o 1. When ¢, = O(¢),6, = O(6), ¢ =

0(1)7 n%gf = O(%)’ |H| = O(n)v and |pmin‘ = O(l)’
we have ||ix —Ep||3 = O(e? + 5%5?). We conclude that

e BOBA is unbiased. Without attacks, BOBA pre-
serves all honest gradients, resulting in a gradient
estimation error unaffected by outer variation 4.

e BOBA has optimal order robustness. With at-
tacks, BOBA’ gradient estimation error matches the
optimal order in Proposition 5.4 in terms of the
outer variation ¢, while IID AGRs only guarantee
O(€e? + 6?) even when 3 = 0 (see Appendix B.3.2).

A detailed comparison and analysis of the gradient es-
timation error is presented in Appendix B.2 and B.3.

6 EXPERIMENTS

In this section, we conduct experiments to answer the
following research questions.

¢ RQ1: Is BOBA unbiased and more robust to at-
tacks than baseline AGRs?
e RQ2: Is BOBA efficient?

e RQ3: How is BOBA affected by the quality and
quantity of server data, hyper-parameters, and
different label skewness settings?

e RQ4: Can BOBA be extended to more complex
non-IID settings and other FL frameworks?

Setup We conduct the experiments on a wide range
of models and datasets: a 3-layer MLP for MNIST

(Lecun et al., 1998), a 5-layer CNN for CIFAR-10
(Krizhevsky and Hinton, 2009), and a GRU network
for AG-News (Zhang et al., 2015). We partition train-
ing sets to |H| = 100/100/160 honest clients respec-
tively with pathological partition (McMahan et al.,
2017), where each client has data from at most two
classes. To evaluate unbiasedness, we use |B| = 0. To
evaluate robustness, we add |B| = 15/15/54 Byzan-
tine clients as supplements, not replacements, result-
ing in totally n = 115/115/214 clients. This design
simulates real-world FL systems where adversaries use
additional devices to participate in FL training, in-
stead of replacing existing users’ devices. Meanwhile,
since no data is removed from training, we can directly
compare the accuracy with/without Byzantine clients.
Appendix C.1 gives the detailed experimental settings.

Attacks  We consider six representative attacks:
Gauss (Blanchard et al., 2017), IPM (Xie et al.,
2019a), LIE (Baruch et al., 2019), Mimic (Karimireddy
et al., 2022), MinMax, and MinSum (Shejwalkar and
Houmansadr, 2021).

Baseline AGRs We consider 15 baseline AGRs:

o Average (McMahan et al., 2017) simply averages
all gradients. It is unbiased but vulnerable to at-
tacks.

e Server only uses server data to fit a model. We
use it to verify that one cannot train a good model
with server data only.

o Majority-based IID AGRs: coordinate median
(CooMed), trimmed mean (TrMean) (Yin et al.,
2018), Krum, Multi-Krum (MKrum) (Blanchard
et al., 2017), and geometric median (GeoMed)
(Chen et al., 2017).

o Reference-based IID AGRs.  SelfRej, AvgRej
(Fang et al., 2020), Zeno (Xie et al., 2019b),
FLTrust (Cao et al., 2021) and ByGARS (Regatti
et al., 2022).

e Non-IID AGRs. Bucketing (Karimireddy et al.,
2022) with Krum (B-Krum) or Multi-Krum (B-
MKrum), and RAGE (Data and Diggavi, 2021).

All AGRs are set to be robust to f = 16 Byzantines on
MNIST/CIFAR-10 and f = 60 on AG-News. BOBA
uses pmin = —0.5. We assume limited server data:
20 per class for MNIST/CIFAR-10 and 30 per class
for AG-News, much fewer than the samples on each
client.

Evaluation of unbiasedness (RQ1) We evaluate
the unbiasedness with |B| = 0. Besides accuracy, we
introduce max-recall-drop (MRD) as a complement.
It computes how the recall scores of each class differ
from the model trained with Average (with |B| = 0)
and picks the largest absolute drop. Smaller MRD in-
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Table 1: Evaluation of unbiasedness (mean (s.d.) %
over five random seeds, |H| = 100, 100, 160, |B| = 0)

MNIST CIFAR-10 AG-News
Method
Acc T MRD | Acc T MRD | Acc MRD |
Average 92.5 (0.1) - T1.7 (0.8) 88.3 (0.1) -

Server 82.0 (05 188 199 24.4 (200 61.7 19y 82.7 1.4) 8.8 3.5)
CooMed 73.4 (5.8) 62.9 (24.3) 18.0 (28) 79.8 33) 80.4 (450 18.6 (12.0)
TrMean  82.3 27 59.4 (209) 22.3 (11.3) 81.4 (22) 86.9 05 5.8 (3.6)

Krum 39.6 (43 98.1 (0.2) 35.0 3.0) 81.5 (199 66.8 (2.9) 89.2 (7.0
MKrum  91.7 0.y  10.0 23 70.5 07 11.1 3n 88.0 01) 4.6 21)

GeoMed  91.9 0.1y 3.1 03 71.6 0s) 5.1 (1) 88.4 1) 04 (02
SelfRej 91.7 01y 9.6 0s) 70.1 a2y 13.5 6.1) 86.6 (1.8) 13.5 (9.9
AvgRej 91.1 (05 18.1 (s0) 71.0 05 11.2 6.5) 85.8 (0.9) 15.6 (6.2)

Zeno 91.7 0.1y 103 20) 70.2 08 11.5 @1 86.4 15 14.1 s.6)
FLTrust 85.6 06) 18.9 35 53.1 (0.9) 32.2 27) 86.3 (0.4) 5.8 (1.0

ByGARS 76.7 .4y 59.9 02y 32.0 ) 60.7 6.4y 44.9 (659 82.0 (4.3)

B-Krum 73.8 (48) 93.8 31) 59.0 1.0y 81.4 (229 87.3 (06) 5.0 (2.8)
B-MKrum 92.0 01) 2.9 05 709 08 6.2 09 87.8 03 3.3 15
RAGE  59.8 (05 90.1 (0.5) 58.3 (15) 56.4 (10.0) 63.9 61) 80.2 (5.2
BOBA 92.5 01) 1.3 a7 709 09 4.0 a7 883 1) 0.2 01

dicates a less biased AGR. As selection bias may dra-
matically decrease some classes’ recalls while increas-
ing others, MRD can reflect selection bias better than
accuracy. As shown in Table 1, most baseline AGRs
suffer from significant selection bias, resulting in large
MRD. Among baselines, GeoMed and B-MKrum aim
to retain as many gradients as possible, consequently
achieving smaller MRDs. We observe that BOBA has
accuracy very close to Average, and the smallest MRD
among all robust AGRs. It verifies the superior unbi-
asedness of BOBA.

Evaluation of robustness (RQ1) We evaluate the
robustness with |B| = 15, 15,54 on three datasets re-
spectively with results shown in Table 2. Considering
that Byzantines would select the attack strategy that
most effectively degrades model accuracy, we summa-
rize the worst-case accuracy for each defense in the
“Wst” column for a clear comparison. BOBA sig-
nificantly improves the worst-case accuracy by 6.1%,
18.3%, 1.6% on three datasets, respectively, showing
that BOBA has better robustness than baselines. Inter-
estingly, we observed that some AGRs (e.g., Mkrum
and SelfRej) achieve higher accuracy under certain
attacks (e.g., Gauss) compared to no attack condi-
tions. This phenomenon arises from these AGRs re-
lying on accurate estimates of the number of attack-
ers. Without attacks, these AGRs overestimate the
number of attackers (f > |B|), leading to dropping
honest clients. However, with attacks (f ~ |B|), these
AGRs drop fewer honest clients, resulting in higher
accuracy. Considering that majority-based AGRs do
not use server data, we also study whether server data
can further improve their robustness in Appendix C.2.
We show that server data cannot enhance the most
competitive of these AGRs.

Byzantines within the honest simplex Byzan-
tine clients can upload vectors on the boundary of the
honest simplex, thereby maximizing the bias in the ag-
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Figure 4: BOBA is robust to corrupted server data

gregation results without being detected. The Mimic
attack is an example of this type of attack. Although
this attack cannot be detected by any AGRs, including
BOBA, we found that this attack has a limited impact
on model accuracy.

Efficiency (RQ2) We compare the aggregation time
of BOBA with baselines on MNIST. Figure 3 shows
that BOBA is faster than half of the baseline AGRs.

Effect of server data (RQ3) We investigate how
the performance of BOBA is influenced by both the
quality and quantity of server data. To simulate
low-quality data, we introduce four types of random
noises to the server data, following the approach pro-
posed by (Hendrycks and Dietterich, 2019). As illus-
trated in Figure 4, BOBA exhibits remarkable consis-
tency across various noise types, highlighting its ro-
bustness to variations in server data quality. Addi-
tionally, as demonstrated in Appendix C.3, BOBA ex-
hibits greater resilience to label skewness in server data
compared to baseline reference-based AGRs. More-
over, BOBA proves to be effective even with a minimal
amount of server data, surpassing all baseline AGRs
with just 5 samples per class on CIFAR-10.

Effect of hyper-parameters (RQ3) We show in
Appendix C.4 that BOBA is robust to a wide range
of f and puyi, under multiple fractions of Byzantines

p = |8Bl|/n.

More label skewness settings (RQ3) In Ap-
pendix C.5, we evaluate BOBA under two more la-
bel skewness settings: step partition (Chen and Chao,
2021) and Dirichlet partition (Yurochkin et al., 2019).
We also test BOBA under different levels of non-
IIDness, and different participation rates. We observe
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Table 2: Evaluation

of robustness (Accuracy, mean (s.d.) % over five random seeds)

Method

MNIST (|H] = 100, |B| = 15)

CIFAR-10 (JH| = 100, |B| = 15)

AG-News (|H] = 160, |B| = 54)

Gauss

IPM

LIE

Mimic

MinMax

MinSum Wst

Gauss

IPM

LIE

Mimic MinMax

MinSum

Wst

Gauss

IPM

LIE

Mimic

MinMax MinSum Wst

Average
CooMed
TrMean
Krum
MKrum
GeoMed
SelfRej
AvgRej
Zeno
FLTrust
ByGARS
B-Krum
B-MKrum

9.8 (0.0)
68.0 (6.9)
9L.7 0.1
42.6 3.8
92.4 (02)
91.9 (.
92.4 (0.2)
9.8 (0.0
92.4 (0.2)
85.6 (0.6)
76.7 1.4
78.8 (2.8)
924 1)

9.8 (0.0
42.0 a1
63.8 (10.0)
42.6 (3.8)
85.3 (5.3)
82.2 (0.5)
711 25
91.0 0.9
71.1 (20
85.6 (0.6)
87.5 (0.1
80.0 (1.0
85.4 (1.8)

92.4 ©0.1)
89.6 (0.3)
88.9 (0.0)
91.3 0.
92.0 (0.2)
91.6 (0.1)
92.0 (0.1)
91.8 (0.2)
92.0 (o.1)
88.4 07
85.0 (0.1
90.9 (0.4)
92.2 0.

92.1 (0.1)
65.0 (6.2)
83.2 (2.0)
37.2 (6.0
91.4 (0.2)
89.5 (0.3)
91.4 ©0.1)
90.7 (0.4)
91.4 (0.1
85.5 (0.6)
77.1 (1.3)
61.3 2.2)
914 (0.0

90.0 (0.2)
77.2 (3.1)
88.8 (0.2)
44.0 (5.1)

92.4 (0.1) 92.3 (0.1)

91.2 01y
87.6 (1.1)
92.3 (0.1)
87.6 (1.1)
85.8 (0.6)
76.6 (1.3)
79.3 (2.9)
91.8 (0.2)

9.8
42.0
63.8
37.2
85.3
82.2
715

9.8
711
85.5
76.6
61.3

90.8 (0.1)
77.2 31)
88.8 (0.2)
42.9 (1)

91.3 0.1
88.6 (0.7)
92.2 (0.1)
88.6 (0.7)
85.6 (0.6)
76.6 (1.3)
77.6 (2.5)
91.1 (01)

10.0 (0.0
18.2 (0.8
57.3 (1)
384 an
TL7 (0.8
TL.5 (0.6)
TL.7 (0.9
10.0 0.0
715 (0.5)
53.0 01
319 an
58.1 (2.3

85.4 71.8 (06)

10.0 0.0y
7.0 1.3)
14.4 2.6)
35.9 3.1
50.9 (11.2)
52.6 (2.5)
14.2 (3.3)
70.5 (0.7
14.1 3.3
52.6 (1.1
53.6 (0.8)
58.1 (1)
32.0 23

68.2 (08)
22.0 (0.8)
30.6 (1.5)
40.1 (23
66.0 (1.1)
43.9 23
66.0 (1.2)
67.0 12)
65.8 (1.0)
48.9 2.0)
30.8 (2.6)
424 (2.0
66.0 (0.7

70.3 (0.8)
14.9 (1.9)
30.1 5.1)
31.8 37
69.6 (0.5)
62.1 (0.6)
69.3 (0.9)
71.6 (0.5)
69.4 (0.5)
53.3 0o
32.2 13)
46.0 (2.6)
69.7 (0.8)

33.2 5.9
18.0 (2.3)
22.4 (2.4)
34.0 (2.5
70.1 0.3
43.5 (3.0
32.1 (2.3)
61.7 (5.2)
32.3
52.0 m)
26.9 (1.9)
58.8 (0.8)
45.8 (1.9)

33.1 5.3)
18.0 (2.3)
23.2 (a.1)
39.1 26
60.5 (3.0)
43.4 (2.3
32.4 (19
58.6 (4.6)
31.3 (3.8
51.9 (1.5
26.9 (1.6)
57.8 (11
42.9 27

10.0
7.0
14.1
31.8
50.9
43.4
14.2
10.0
14.1
48.9
26.9
424
32.0

25.4 (2.6)
86.0 (0.3)
88.1 (0.3)
66.3 (1.9)
88.3 (0.2)
88.3 (0.1)
88.4 (0.1)
41.1 (7.7)
88.3 (0.1)
86.2 (0.5)
45.4 (11.2)
88.3 (0.1)
88.3 (0.2)

25.0 (0.0
58.6 (9.9)
57.5 (1.1
66.8 (1.7)
80.7 (6.0)
775 (2.9
25.0 (0.0)
88.0 (0.3)
25.0 (0.0)
86.2 (0.4)

87.5 (0.2)
81.7 (0.3)
85.2 (0.2)
80.3 (1.0)
86.6 (0.2)
83.5 (0.2)
86.4 (0.3)
84.6 (0.4)
86.5 (0.2)
86.2 (0.4)

87.2 (0.3)
82.2 1
82.4 (3.8)
46.6 (0.4)
83.4 (0.6)
84.1 02)
84.4 (0.8)
88.3 (0.1)
85.9 (2.1)
85.7 (0.8)

48.0 (s.1) 44.5 (11.3) 77.2 (20.1)

51.1 (30.0)
24.9 (12.6)

87.0 (1.2)
85.9 (0.2)

81.6 3.8
84.9 0.2)

35.9 3.6) 30.5 (3.0
61.2 (17.6) 60.9 (17.4)
67.5 (16.3) 744 (5.5)
66.2 (21) 65.7 (3.3)
88.3 (0.1) 85.9 (0.3)
83.5 (0.3) 83.6 (03)
38.2 (108) 32.6 (2.3)
40.7 (73) 41.8 2.y
53.9 (5.4) 61.6 (13.3)
85.8 (0.9) 85.8 (05)
59.0 (22.6) 40.7 (2.9)
86.9 0.4) 86.2 (06) 51.1
63.7 (10.2) 60.4 (25.3) 24.9

25.0
58.6
57.5
46.6
80.7
e
25.0
40.7
25.0
85.7
40.7

RAGE  82.6 (10
BOBA  92.5 0.

60.5 (0.9)
91.6 (0.2)

80.6 (14.0)
92.5 (0.2)

63.9 (2.3)
91.7 (0.4)

60.4 (0.9)
92.0 (03)

59.8 (0.5)
92.0 (0.6)

59.8 TL.7 (0.5
91.6 71.9 (0.5

63.7 (1.3)
70.1 (0.6

48.3 (2.2) 60.2 (1.1)
69.2 (0.7) 69.3 0.1

59.6 3.0) 56.8 (1.1) 48.3
71.2 (05) 71.4 (05) 69.2

28.5 (5.6)
88.3 (0.1)

69.5 (2.6)
87.7 (01

61.2 (9.9
88.4 (0.1)

48.8 (21.7)
87.3 (03)

70.6 (1.0) 65.5 (7.3) 28.5
88.1 (0.1) 88.3 (0.2) 87.3

Table 3: Performance (mean (s.d.) % over five random
seeds) on CIFAR-10 with label skewness and image
corruptions (see full table in Appendix C.6)

Method |81 =0 IB| =15 (Acc 1)

Ace 1 MRD | Gauss IPM LIE Mimic ~ MinMax MinSum Wst
Average 68.7 (0.4) - 10.0 0.0y 10.0 0.0y 64.6 0.7y 67.5 (0.5) 27.9 (1.9) 21.6 (75 10.0
MKrum 66.8 (1.1) 16.7 11.r) 68.2 (0.1 52.9 (10.2) 63.1 (1.1y 54.9 (25.1) 67.2 (0.4) 62.3 (2.1) 52.9
FLTrust 50.1 0.9) 29.1 21) 50.0 a1y 47.8 1) 47.3 25 49.8 09) 49.0 1s) 49.1 19) 473
BOBA 66.5 (1.o) 6.7 (269 68.5 (03) 66.0 07y 62.8 1.6) 66.2 0.7y 67.7 (0.5) 67.5 (0.6) 62.8

Table 4: Ablation study (Accuracy, mean (s.d.) % over
five random seeds, AG-News with |H| = 16, f = 2)

Method |Bl =0 15 =2
Gauss IPM LIE Mimic  MinMax MinSum
Average 88.3 01) 25.8 (1) 25.0 0.0) 88.3 (01) 88.1 (0.2) 82.7 (0.3) 84.7 (0.1)
BOBA-ES 88.3 (0.1) 88.3 (0.1) 86.3 (0.5 88.3 (0.1) 88.1 (0.1) 88.3 (0.1) 88.2 (0.1)
BOBA 88.3 (01) 88.3 (01) 88.1 (0.3 88.3 (0.1) 88.0 (0.1) 88.4 (0.2) 88.3 (0.2)
BOBA w.o. stage 1 83.0 (1.1) 82.8 (0.8) 82.2 (1.3) 82.8 (1.0) 82.6 (1.1) 82.7 (1.49) 82.7 (1.0)
BOBA w.o. stage 2 88.3 (0.1) 24.8 (0.9) 25.0 (0.0) 88.3 (0.1) 88.0 (0.1) 88.4 (0.2) 88.3 (0.2)

that BOBA has consistent performance across all set-
ting.

Beyond label skewness (RQ4) In a real FL sys-
tem, label skewness may not be the sole kind of dis-
tribution shifts. We consider a setting with both label
skewness and feature skewness on CIFAR-10, where we
additionally add different types of image corruption to
each client (Hendrycks and Dietterich, 2019). Results
in Table 3 shows that BOBA still achieves significantly
higher worst-case accuracy than baseline AGRs.

More FL frameworks (RQ4) We extend BOBA
to more FL frameworks, including FedAvg (McMahan
et al., 2017) and FedProx (Li et al., 2020b) in Ap-
pendix C.7. BOBA still remains effective for these
frameworks.

Ablation Study We study how each component
of BOBA contributes to the aggregation in Table 4.
BOBA w.o. stage 1 skips the subspace optimiza-
tion and uses the subspace initialized with server gra-
dients. Though being robust to attacks, it fails to
fully utilize clients’ data, and thus has a worse per-
formance. BOBA w.o. stage 2 averages all projected
gradients without discarding Byzantine gradients. It

is unbiased, but not robust to attacks. BOBA-ES
uses exhaustive searching instead of alternating op-
timization to fit the honest subspace, globally mini-
mizing the trimmed reconstruction loss. We observe
that BOBA has performance comparable to BOBA-
ES while calling TrSVD for much fewer times (= 3 v.s.
(}L)), which reduces the computation time from 5.69s
to only 13.6ms. We can conclude that (1) both stages
in BOBA are necessary to guarantee performance and
robustness, and (2) alternating optimization signifi-
cantly improves the efficiency while maintaining the
performance.

7 CONCLUSION

This paper focuses on Byzantine-robustness in FL with
label skewness. We show that existing AGRs suffer
from selection bias and increased vulnerability, and
propose BOBA to alleviate these problems. We verify
the unbiasedness and robustness of BOBA theoreti-
cally and empirically.
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A DETAILED RELATED WORKS

Majority-based robust aggregator with IID clients Majority-based aggregators assume the gradients of
honest clients should cluster together, and find a vector near to the majority of the gradients with robust mean
estimators, including coordinate-wise median (CooMed) / trimmed mean (TrMean) (Yin et al., 2018), geometric
median (GeoMed) (Chen et al., 2017; Pillutla et al., 2022), and Krum (Blanchard et al., 2017). Specifically,
CooMed / TrMean use median and trimmed mean on each dimension of the gradient separately. GeoMed
minimizes the sum of L2 distances between each gradient and the aggregation result. Krum computes each
gradient’s sum of square L2 distances to its k& nearest neighbors, and picks the gradients with the lowest score.
All these methods are robust mean estimators with bounded gradient estimation error, and are theoretically
proven not to fail arbitrarily in IID settings. However, as shown in our analysis, they suffer from selection bias
and increased vulnerability in label skewness settings. The bounds for gradient estimation error still hold, but
become vacuous under severe non-IIDness.

Reference-based robust aggregator with ITD clients Another line of works utilize server data to evaluate
each client update, and reweigh these clients to achieve better robustness. Loss-based rejections (Fang et al.,
2020) evaluate client updates with their loss on server data, and drop clients whose updates are the most harmful.
Specifically, we consider SelfRej, which selects n — f clients whose local models w; = wg —ng, have the smallest
loss, and AvgRej, which selects n— f clients that can lower the loss of averaged model the most. Zeno (Xie et al.,
2019b) generalizes this idea by considering both loss and gradient scales, believing that honest gradients should
lower the model loss with small gradient norm. FLTrust (Cao et al., 2021) uses server data to compute a server
gradient, and reweighs the client gradients with their cosine similarity to the server gradient. ByGARS (Regatti
et al., 2022) optimizes the aggregation weights of client gradients with server data in a meta-learning fashion.
However in each update step, it still relies on the inner product of (normalized) client gradients and server
gradient. Different from the original ByGARS which saves the aggregation weights as the initialization for the
next round, we use zero initialization for every round to avoid using historical information. These methods use
server data to improve aggregation, however, they are not specifically designed to tackle the non-IID challenge
in FL.

Robust aggregator with non-IID clients Recently, a few works have studied robustness with non-IID clients.
Karimireddy et al. (2022) combine IID aggregation with bucketing, using averages of random subset of client
gradients as inputs of an IID aggregator, e.g., Krum. It makes the inputs of the aggregator more homogeneous.
However, bucketing also increases the ratio of Byzantine gradients, which sacrifices some robustness. For example,
if there are |B| Byzantine gradients among totally n gradients, after bucketing with subset size s, there can be
as much as |B| corrupted gradients among totally n/s gradients fed to the aggregator, which increases the ratio
of Byzantines from % to s - %. Similar to BOBA, RAGE (Data and Diggavi, 2021) also uses singular value
decomposition (SVD) for robust aggregation. However, it uses SVD to remove Byzantine clients iteratively,

whereas our work focuses on applying SVD to model the distribution of honest clients’ gradients.

Robust aggregator using historical information Some works (Mhamdi et al., 2021; Karimireddy et al.,
2021) assume stateful clients or use historical information to improve robustness. They mainly focus on dis-
tributed learning, where the index for both honest and Byzantine clients remains the same across communication
rounds. However, such assumptions do not hold in FL, especially cross-device FL, where the training clients are
different across communication rounds. Therefore, we only focus on algorithms that do not use any historical
information.

Robust aggregator for personalized FL. While our paper focuses on global FL, where all clients share
the same global model, robustness is also studied in personalized FL. Ghosh et al. (2019) divide clients into IID
groups and train global models in each group. Ditto (Li et al., 2021) learns personalized models to achieve fairness
and robustness, but still requires training a robust global model. Li et al. (2020a) propose a Byzantine-robust
multi-task learning system.

Non-IIDness in FL Besides robustness, non-IIDness also raises optimization challenges in FL. When clients
take multiple local steps, non-IIDness makes local updates diverge and thus degrades the model. A common
method to handle non-IIDness is to share a limited amount of data as augmentation (Zhao et al., 2018), which
can be collected in many real applications. To further protect privacy, some works replace the raw samples with
aggregated samples (Yoon et al., 2021), or synthetic samples (Zhang et al., 2021). Compared to them, our work
assumes very limited server data.
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Label Skewness and Mixture Distribution Plenty of works focus on label skewness, a particular sub-class
of non-ITDness. FedAwS (Yu et al., 2020) studies an extreme case where each client has only access to one class,
while FedRS (Li and Zhan, 2021) focuses on a general label skewness setting. A related non-IID setting is a
mixture distribution (Marfoq et al., 2021), where each client’s data distribution is a mixture of several shared
distributions with its own mixture weights. BOBA mainly focuses on label skewness and can be easily extended
to mixture distribution.
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B MISSING PROOFS

B.1 Convergence Analysis

In this subsection we provides classical convergence analysis which connects convergence to the gradient estima-
tion error. We consider two cases:

e Smooth and non-negative loss (Proposition 5.1)
e Smooth and strongly convex loss (Proposition B.4)

We start with formal definitions.
Definition B.1 (L-smoothness). A function f : R? — R is L-smooth if for all z,y € R?,

IVf(x) = Vf(y)ll2 < Lz -yl

equivalently, for all z,y € R?,
T L 2
fly) < f@)+ V(@) (y—2)+ Sz -yl
Definition B.2 (u-strong convexity). A function f :R? — R is p-strongly convex if for all z,y € RY,

f@) > f@) + V@) (y—2) + 5z~ yl

B.1.1 Convergence with Smooth and Non-Negative Loss

In Proposition 5.1, we provides convergence analysis with L-smooth and non-negative loss.

Proposition 5.1 (Convergence with smooth non-negative loss). With non-negative L-smooth population risk
L(w), conducting SGD with noisy gradient fr = §(w) and step size n = 1. If the gradient estimation error

E| it — Epl3 = E||g(w) — VL(w)||3 < A? for all w, then for any weight initialization w'®), after T steps,

;TE_:SE va(w“))Hz < 2%£(w(0)) + A2

Proof. For any w®,

2

L
Lw*D) < Lw®) + VLw®) T (D) —w®) 4 5 Hw(tH) —w® (L-smoothness)

2

= L(w®) + VL(w®)T [—n (g(w@)) —VL(w®) + Vﬁ(w(t))ﬂ
5 [ (6 — VL) + V@) Hz
— L(w®) + (Lg —n) [T + (@ - ) T (st - VL)

() VL)

L772
Ty )

- i)~ g oz oo -S|

—~
3
Il
il
~—

Equivalently,

Hv.c(w@))Hz <2L (L(w@)) - L(w<t+1>)) + [|g(w®) — vc(w<t>)H2

2
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1 T—1 I 1 T-1 2
2 ||" < o 0) ™)) 4 = (t) H
= Hv,c(w )H2_2T (.c(w ) — L(w )+T - V()|
t=0 t=0
I 1 T—1
<9 Pl @) + = Al (t) H
< 25L(w) + 2 g(w'™) = VLw )|

Finally, take expectations at both sides

%ZEHVﬁ Q) H <2” £( ©)) 4 A2

B.1.2 Convergence with Smooth and Strongly Convex Loss

Lemma B 3. Let f(w) be L-smooth and p-strongly convex, conducting GD with exact gradient V f(w) and step
size n = . For allt,

L —
) =l < (52 ) 1w - 'l

L+p
Proof. See Theorem 3.12 in Bubeck (2015). O
Proposition B.4 (Convergence with smooth and strongly convex loss). With L-smooth and p-strongly convex
population risk L(w), conducting SGD with noisy gradient i1 = §(w) and step size n = LL_HL If the gradient

estimation error B||i1 —Epl|3 = E||g(w) — VL(w)||3 < A2 for all w, then for any weight initialization w'®), after

T steps,
T
< <Lﬂ) me)fw* N
2 L+ pu 2

1o =
I

Proof. For any w®,
— me —ng (wu)) _
2 2

- () (5 () 5 ()

<[l ) o () - )]

() o w2 e o) (o), o -

H,w(t+1) _

L)
L + u L+p

By induction,

-]

S (L) (0 (0
5 () 2 e ) s )

T
< (L—#> Hw(o) W
L+p

Notice that for any w,

Bl — Epll2 = /Elli — Epll3 — Var (| — Epll2) < \/E[l o — Enf3 < A
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Finally, take expectations at both sides.

L=\ |,© N (Lom) 2 0 0
() e cfoe(o) -o(u")
2_<L+u> v v 2+ ( —|—u) L+u v ('w ) g('w )2

L—p <

< w® —w*|| +
_<L+u) 2 ; L+p) L+p
L—p r = L—Mt 2
< | — w® —w*|| + () —A
_<L+u) 2 ; L+p) L+p
T
= (L_M) w® —w*|| + L 2
L+p 2 1 %L+u
T
= (L _M) w® —w*|| + lA
L+p 2 [

O

Remark. Some previous literature, including Yin et al. (2018), use % as the step size, which results in the same
parameter estimation error but sub-optimal convergence rate

L—u\T
2§< LM> me)iw*

where 1 > % > i—;ﬁ The proof can be found in Theorem 3.10 in Bubeck (2015). Instead, we choose step
size n = LQTH which improves the convergence rate.

N

E Hw(T) —w*
2 p
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B.2 Upper Bound of Gradient Estimation Error of BOBA

In this subsection we prove bounded gradient estimation error for BOBA. Since the full proof is long, we split it
to parts for clarity:

e Subsubsection B.2.1 summarizes the notation used in the proof.
e Subsubsection B.2.2 gives formal assumptions.
e Subsubsection B.2.3 provides useful lemmas used in the proof.

e Subsubsection B.2.4 proves that BOBA stage 1 can converge to an affine subspace with upper bounded
trimmed reconstruction loss in expectation.

e Subsubsection B.2.5 proves the robustness of BOBA stage 1, i.e., the fitted subspace is closed enough to the
honest subspace.

e Subsubsection B.2.6 proves the robustness of BOBA stage 2, i.e., all honest gradients will not be discarded.

e Subsubsection B.2.7 wraps up the previous subsubsections, and proves the robustness of BOBA.
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B.2.1 Notation

We summarize all notations we use in our proof in Table 5.

Table 5: Notation

Notation  Description
d dimensionality of model parameters and gradient
c number of classes
n number of clients
H set of honest clients
|| number of honest clients
B set of Byzantine clients
|B| real number of Byzantine clients
f declared number of Byzantine clients. The aggregator is robust when f > |B|
g; gradient uploaded by client ¢, i =1,---,n
I average of all honest gradients, u = Wl\ > ic2 9 This is the gradient of empirical loss.
Eg, expectation of honest gradient g,,7 € H. Note that Byzantine gradient does not have expectation.
Ep expectation of p. This is the gradient of population loss.
I aggregation result, i = Agg({g,}i=1)
€ upper bound of client inner variation, formally defined in Assumption 5.2
) upper bound of client outer variation, formally defined in Assumption 5.2
€s upper bound of server inner variation, formally defined in Assumption 5.2
s upper bound of server outer variation, formally defined in Assumption 5.2
o lower bound of client singular value, formally defined in Assumption 5.3
Os lower bound of server singular value, formally defined in Assumption 5.3
P an affine subspace
IIp an affine projection function
F(P) n — f gradients used to fit P (among {g,}i=1)
N(P) n — f nearest neighbors of P (among {g, }i=1)
£:(P) trimmed reconstruction loss of P, £(P) = >_,c v ep) lg; — Ilp (g,)113
P* the honest subspace. It goes through the expectation of honest gradients {Eg; }ien
P the projection function fitted by BOBA
S n — 2f clients that is both honest and in n — f nearest neighbors of P, & = {s1,--- ,sn_25} C (HNN(P))
oS matrix of differences between projections to fitted and ideal affine subspaces of expected gradients in S,
08 = [H’f? (Egsl) — p- (Egsl)7 e 7H73(]Egsn,2f) — Ip- (Egsn,2f )] € RdX(nizf)
Ag; difference between (fitted) projection and expectation of honest gradient g;,i € H, Ag, = I15(g,;) — Eg,
Y. server gradient of class z, z =1,--- ,c
E~, expectation of server gradient v,,z=1,---,c
r matrix of server gradients, I' = [y, ,v.]
El matrix of expectations of server gradients, EI' = [Ev,,--- ,E~v_]
II5(T)  matrix of projections of server gradients, IL5(T") = [Ils(v,), -+, IL5(7,)]
AT matrix of differences between (fitted) projection and expectation of server gradients,
AT = I1,(T) — ET = [lL5(7,) — Ev,,--  IL5(v,) — Ev,]
p; true label distribution of honest client i € ‘H
P, estimated label distribution of client 4
Pmin hyperparameter of BOBA, pmin < 0 in our case
Dy average of all estimated label distributions of honest clients, p,, = ﬁ Dien P
P average of all estimated label distributions of Byzantine clients that evading stage 2,

P = ‘1?‘ > ben Py when all Byzantine gradients evade stage 2
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B.2.2 Assumptions

In

this part, we re-introduce the assumptions mentioned in the main text and provide more explanations in

remarks.

Assumption 5.2 (Bounded variations).

1. Honest client inner variation: E|g, — Eg;||3 < €2,Vi € H.

2. Honest client outer variation: ||Eg, — Eu||3 < 62,Vi € H.

3. Server inner variation: E|vy, — E~v,[|3 < €2, Vz=1,--- ,c.

4. Server outer variation: ||Evy, — Eul3 <é62,v2=1,--- ,c.
Remark.

e Assumption 5.2(1) and 5.2(2) are standard assumptions in both FL and Byzantine-robust FL, e.g., Assump-

tion 6.1.1 (vi) and (vii) in Wang et al. (2021).

e Since server gradients are also ‘honest’, Assumption 5.2(3) and 5.2(4) simply rewrites Assumption 5.2(1)

and 5.2(2) with updated notation.

Assumption 5.3 (Bounded singular values).

1. Honest client singular value: conducting centralized SVD on any n — 2f expectations of honest gradients,
the (¢ — 1)-th singular value 0.1 > o > 0.
2. Server singular value: conducting centralized SVD on all ¢ expectations of server gradients, the (¢ — 1)-th
singular value .1 > o5 > 0.
Remark.

e Assumption 5.3(1) is a natural extension of the standard “n — 2f > 0” assumption prevalent in IID AGRs

(Blanchard et al., 2017; Yin et al., 2018; Chen et al., 2017). This extension entails that, with c-label
skewness, it is imperative for all honest components to simultaneously outweigh the Byzantine component.
To fulfill this requirement, removing any arbitrary subset of f clients from the set of n — f honest clients
should still ensure that the remaining n — 2f honest clients affinely span the honest subspace, indicated by
0c—1 > 0,30 > 0. Failure to meet this condition could empower Byzantines to form a cluster to replace an
honest component.

Assumption 5.3(1) also reveals that the robustness of an FL system with label skewness depends not only
on n, f and ¢, but also on the label distribution for each honest client. Considering ¢ = 2, when {Eg; }ien

distributes uniformly on the honest simplex (a line segment), Assumption 5.3(1) holds as long as n—2f > 1
n—1

(ie., f < %5=), closely resembling the IID setting. However, when half of the honest clients have only
positive samples, while the other half have only negative samples, {Eg,};c% will only be distributed at the
two vertices of the honest simplex. In this case, Assumption 5.3(1) only holds when n — 2f > ”T_f (i.e.,

f<3%).

e Assumption 5.3(2) assumes that ¢ server gradients form the vertices of a (¢ — 1)-honest simplex, while they

do not degrade, i.e., they are not on any (¢ — 2)-simplex. We omit Assumption 5.3(2) in the main text for
clarity, since Assumption 5.3(1) is a sufficient condition for Assumption 5.3(2).
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B.2.3 Useful Lemmas of Affine Projection

In our proof, we frequently use lemmas related to affine subspace and affine projection. For clarity, we formally
define these notions and summarize these lemmas.

Definition B.5 (Affine Subspace and Affine Projection). P is a c-dimensional affine subspace in R? if there
exists a column-orthogonal U € R%*¢ and a bias vector m € R?, s.t.

P={UX+m:AeR}

The corresponding affine projection function Ilp is an affine projection function orthogonally projecting vectors
to P.

Ilp(w) = P(w —m) +m, Yw <cR?
where P = UU " € R%*? is a projection matrix whose eigenvalues have ¢ ones and d — ¢ zeros.

Then, we present useful lemmas of affine projection.

Lemma B.6 (Nearest neighbor projection). For any affine projection function Ilp : R? — R and two vectors
u,v € R,

[Tp (u) — ully < [[Tp(v) — ully

Proof. We first prove that IIp(v) — IIp(u) and IIp(u) — u are orthogonal.

(ITp (v) — TTp(w) T (Tp(u) — ) = [(P(v — m) +m) — (P(u—m) +m)]T[Plu—m) +m—u]
= [P(v—w)]T[(P — I)(u—m)|
= (0w [PT(P~D)(u—m)
= (v~ u)T0(u —m)
=0
With this result,
1L (0) — ullz = /ITp (v) — Do (w3 + | Lp(u) - ul

> |Tp (u) — ull2

O
Lemma B.7 (I-contraction). For any projection function Ilp : R? — RY and two vectors u,v € RY,
[p (u) = IIp(v)]l2 < [[u — vl
Proof.
e (u) —Ip(v)l2 = [[P(w — m) + m] — [P(v —m) + m]|2
= [P(u—v)l
< [[Pl2]lw —vll2
< lu =2
O

Lemma B.8 (Commutativity of affine projection and affine combination). For any projection function Ilp :
RY — R?, a set of n vectors {u;}?_; € R? and coefficients {\;}7_, subject to > 1 | X; =1,
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Proof.

Remark. The sum-to-one constraint on coefficients is crucial as the projection is affine, not linear.

= Xn:)\i[P(ui —m) 4 m)]

= Z )\in(ui)
=1

Lemma B.9. For any two projection functions Ilp,, Ilp, : R? — RY, a set of n vectors {u;}1~, € R?, coefficients
{Xi}r, subject to 3" A\; =1 and an affine combination v =Y | A\ju;,

[0vla < [|OU]]2 - | All2

where X = A1, , Ap]T € R™, Ov = Ilp, (v) — lp,(v) € R? and OU = [lp,(u1) — Up,(u1),- -+ ,1p, (u,) —

Ip, (u,)] € R

Proof.

[0v]]2 = [TIp, (v) — TIp, (v)]|2

2
= 1> Xillp, (u;) — Ip, (u;)]
i=1

[1OU A2

<oU]z- Al

2

(Lemma B.8)

O

Remark. This lemma shows how to bound the projection error of another vector based on the “basis” vectors.
(Strictly speaking, {w;}? ; are not basis, as they can be dependent. In this case, we can find a A with the
smallest norm to get the tightest bound of |Ip, (v) — IIp, (v)||2. )
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B.2.4 Bounded Trimmed Reconstruction Loss

BOBA stage 1 minimizes the trimmed reconstruction loss among clients’ gradients. In this subsubsection, we
prove that for both BOBA-ES (which use exhaustive searching) and BOBA (which use more efficient alternating
optimization) can fit an affine subspace with upper bounded trimmed reconstruction loss in expectation, while
this loss is not affected by outer deviation. We first formally define trimmed reconstruction loss in Definition
B.10, and then derive upper bounds of the trimmed reconstruction losses for BOBA-ES and BOBA in Lemma
B.11 and B.12, respectfully. Finally, we empirically compare their trimmed reconstruction loss.

Definition B.10 (Trimmed reconstruction loss). Given gradients g4,--- ,g, and Byzantine tolerance f, the
trimmed reconstruction loss of an affine subspace P is

n

. 2

G(P)= min > rillg; —Tp(g,)ll;
Z?’Zl 1';=n—f i=1

which is the sum of squared distance from P to its n — f nearest neighbors.
Lemma B.11 (Trimmed reconstruction loss of BOBA-ES). Let P denote the subspace fitted by BOBA-ES

(ezhaustive searching) stage 1 and £:(P) be its corresponding trimmed reconstruction loss. We have

. n—f
6(P) < ] Z lg; — Eg;l3
i€H

Meanwhile, if we take expectation at both sides

El(P) < (n— f)e?

Proof. BOBA-ES iterates through all subsets of gradients with cardinality n — f, and pick the subset with we
it fits an affine subspace with smallest trimmed reconstruction loss. For any affine subspace P fitted by n — f
gradients, denote F(P) as the n — f gradients with which P is fitted, and A/ (P) as the n — f nearest neighbors
of P. Also, denote P* as the honest subspace. For any P’ fitted by n — f honest gradients denoted as F(P’)
(notice that n — f < |H]),

0(P) < L(P") (Optimality of BOBA-ES)
= Z Tl (g;) — 91”;

1EN(P)

> Ie(g,) - gill3
i€F(P’)

> tp-(g,) — gill (Optimality of SVD)
i€F(P’)

> e (Bg,) - gill3 (Lemma B.6)
i€F(P’)

2
= Z IEg; — g:ll5

i€F(P’)

IN

IN

IN

Finally, we iterate all subset of honest gradients with cardinality n — f. There will be (T‘Lt”f) subsets, while each

honest gradient is chosen for (iﬁljf_ll

A R (i b ol A > 9.~ gl

i€H

) times. Therefore,
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Lemma B.12 (Trimmed reconstruction loss of BOBA). Let P denote the subspace fitted by BOBA (alternating
optimization) stage 1 and €,(P) be its corresponding trimmed reconstruction loss. We have

(75 ‘7‘[‘ (Z ||gz - Egz”Q + Z Zplz||E7z 7z||2>

i€EH i€H z=1

Meanwhile, if we take expectation at both sides

E(P) < 2(n — f)(€? + €2)

Proof. We denote Py as the affine subspace initialized by server gradients 74, -- ,7,. Since the trimmed recon-
struction loss is monotone non-increasing during the alternating optimization, we have

(P) < £(Po)

For each honest client i € H, its expected gradient can be expressed as a convezr combination of expected server
gradients, i.e.,

Eg, = sz‘z]E’Yz (Proposition 3.3)
where [p;1,- - ,pi.] " is the label distribution of client i. We have
2 2
H]Egi - Hﬁo (Eg;) ) = HP*(]EQi) - H7SU (Egz) )
(& (& 2
= Hp* (ZpizE"yz> 7H730 <ZpizE’yz>
z=1 z=1 2
. 2
= X pi (e (B — T, (B.)) (Lemma B.8)
z=1 2
c
<Y peelTpe (By,) — s (Bv.) |I3 (Convexity of [|z[|3)
z=1
<D pielBy. — T (72) 113 (Lemma B.6)
= pil[Ev. — .13
z=1
Therefore,
lg; — Hﬁo (gz)Hg <llg; — Hﬁo (EQZ)H% (Lemma B.7)

= |l(g; — Eg;) + (Eg, — I (Eg,))|l3
<2||lg, — Eg,||5 + 2|[Eg; — 5 (Eg,)|l
Finally, denote NV (Py) as the n — f nearest neighbors of Py
6(P) < 6(Po)

= Y g —Tp, (9.3

lGN(ﬁo)
< |H| legl My, (9,3
i€EH

(Z ||gz ]Egz||2 + Z Zp12||E7z 72”2)

1€EH i€EH z=1
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Remark. When e, = O(e), E4y(P) = O(ne?) for both BOBA-ES and BOBA.

Empirical comparison

In Lemma B.11 and B.12, we derive upper bounds of the trimmed reconstruction loss, and show that they
have the same order. Additionally, we empirically compare the trimmed reconstruction loss of two algorithms.
Specifically, for each type of attack, we employed both BOBA and BOBA-ES in every round and recorded their
respective trimmed reconstruction losses. Since BOBA always yield trimmed reconstruction losses greater than
or equal to those of BOBA-ES, we plotted the ratio of their losses, i.e. %.

We have organized the results in Figure 5. It is noteworthy that when facing Gauss/IPM/MinMax/MinSum
attacks, BOBA can achieve the same trimmed reconstruction loss as BOBA-ES. However, when not subjected
to attacks or when facing LIE/Mimic attacks, due to the existence of multiple subspaces that can yield similar
trimmed reconstruction loss, BOBA converges to a slightly higher trimmed reconstruction loss compared to
BOBA-ES. Nevertheless, their convergence results are highly similar, with the loss ratio seldom exceeding 1.2.
This demonstrates that BOBA can yield very similar results to BOBA-ES. It is important to note that in the
main text, we also provide a comprehensive comparison of the performance of both algorithms.
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B.2.5 Robustness of BOBA Stage 1

In BOBA stage 1, we fit an affine subspace close to all honest gradients, and project all gradient into this fitted
subspace. In this subsubsection, we prove the robustness of stage 1, i.e., honest gradients will only be slightly
perturbed in stage 1. Specifically

e Lemma B.13 proves that each honest gradient’s projection is close enough to its expectation.

e Lemma B.14 proves that the average of honest gradients’ projections is close enough to the expectation of
the average of honest gradients.

e Lemma B.15 proves that each server gradient’s projection is close enough to its expectation.
Lemma B.13 (Robustness of stage 1). Let P denote the subspace fitted by BOBA stage 1 and l;(P) be its
corresponding trimmed reconstruction loss. For any honest gradient g, Vh € H, we have
2 9 1 452 A 2
M5 (g5) — Egh”z <2|g, —Eg,ll5 +4 n_2f + o) £(P) + Z lg: — Eg;ll5
i€H

Meanwhile, if we take expectation at both sides,

2 9 1 442 . )
244 (kg + ) (n—f+ D) & (BOBA-ES)
<

244 (3l +45) @on— )+ 1)) @ +8 (77 + ) (n— ))& (BOBA)

Proof. The core of the proof is Lemma B.9. We split the full proof into four steps.

Step 1: Find n — 2f expected gradients Eg, ,Eg,,_,- - ,Egsnizf that affinely span the honest subspace.
Their projections to the fitted subspace and the honest subspace are close.

Step 2: Express Eg), as a affine combination of Eg, ,Eg,,,- - ,]Egsndf with coefficient A. Derive an upper
bound for ||A[|2.

Step 3: Use Lemma B.9 to show that Eg;,’s projections to the fitted subspace and the honest subspace are
close.

Step 4: Use triangle inequality to postprocess the inequality.

Step1l. Let N (75) denote the n— f nearest neighbors of P. Among these n— f gradients, at least n—2f gradients
are honest. We use g, ,g,,, " 19s,_,; tO denote these n — 2f honest gradients and S = {s1,82, -+ ,Sp—2s}

denote their indices. Since S € N (P), we have

S ste) —aills < 0 Hplgs) — gl = €(P)

icS iEN(P)
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Let P* denote the honest subspace, i.e., the subspace on which expected gradients {Eg,};c# lie. Then,

> |5 (Eg,) — Tip-(Bg,)|; = > |15 (Eg,) — Eg,|;
€S i€ES

< Z Ts(g,) — ]Egzui (Lemma B.T7)

€S
<> (1159, — gill, + lgi — Eg,|,)”

€S
<3 (2|Ts(9) — gill; + 2 l9; — Eg, )

€S
<23 |p(g) —aill; +2 llg, — Eaill3

1€S 1€EH
=206(P)+2_ |lg; — Eg,ll3
i€H

Define 0S5 = [Hﬁ(Egsl) — Ip- (Egsl)ﬂ T 7H75(Egsn_2f) — lp- (Egsn_gf)] € Rdx(nf2f)’ we have

10812 < 10513 = |15(Eg;) — Tp- (Egy) |5 < 26(P) +2 > llg; — Eg,ll3
€S i€EH

Step 2. By Assumption 5.2(1), Eg, ,Eg,,," - aEan_Qf can affinely span the honest subspace. Therefore we

can express Eg, as an affine combination of them, i.e., there exists A = [Aq,--- ,)\n,gf]—r e R"2f st.,
n—2f n—2f
Eg, = Z \Eg,,. Z =1
i=1 i=1

With bounded singular values (Assumption 5.3(1)), we can find a A with small bounded norm. Although the
solution of A is usually not unique (when n —2f > ¢), we only need one solution with small norm. We first

“centralize” gradients. Let Emg = 2 ey Yo 2f Eg,,, we need to solve the following centralized linear system
n—2f
Eg, —Em.= Y 0;(Eg,, — Em,) = A.0
i=1

where A, = [Eg,, — Em,,--- Eg, , —Em,] € R4 (=21) " One solution of @ is § = Al (Eg, — Em,), where
A7 is the Moore-Penrose inverse of A,. The norm of this solution is bounded by
10]l2 = || AT (Eg), — Em,)]|2
< [lA{lz2 - |Eg) — Ems|.>

1

< — - [[Eg;, — Em] (Assumption 5.3(1))
o
1 n—2f

< —-||(E E E

=7 (Eg;, — Ep) —2f Z (Eg,, — i
1 1 n72f

<--(|IEg,-E Eg, —E

<= (II 91— Enlls + 57 ; |Eg., ullz)
26 .

< = (Assumption 5.2(2))
o

Each solution of the centralized linear system @ corresponds to a solution of the original linear system

1 1
)\—n_2f1+(I ot )0




BOBA: Byzantine-Robust Federated Learning with Label Skewness
1

(I 11T> 0
—2f

1 1 T
Y +H(I_nw‘” )0

2 2
1 1
I- 117
\/n_2f 2+H n—2f 2

Therefore,

'AQH
n —

2

(Orthogonality)
2

1161

1 2

02
3, el

1 462
< i
“\\n-=-2f

It is also easy to verify that 1T X = 1.

Step 3. Since then, we construct a A satisfying the condition of Lemma B.9. Therefore

|5 (Eg) — Tp- (Egy) |5 < 19S5 - Al (Lemma B.9)

1 452
< n—2f+? 20,(P +22”9z E91||2

1€EH

Step 4. Finally,

||H73(Qh) - Egh”% = ||H75(9h) - HP*(Egh)H%
< 2|Ms(gy) — Mp(Egy)ll5 + 2T (Egy,) — Ip- (Egy) I3
< 2|lg;, — Egyl3 + 2[|TL5 (Eg),) — Ilp- (Egy)|13 (Lemma B.7)
< 2lg - Bgl +2 (= +4$)<%; )+23" llg. - Em%)
n—2f o2

i€EH

1 442 .
_ 2 2
=2|lg, —Eg,llz +4 <n—2f + 02> <ft(73> + Z lg; — ]E9¢||2>

i€H

O

Lemma B.13 shows that for each honest gradient, its projection is close to its expectation. Next, we demonstrate
in Lemma B.14 that a similar property holds for the average of honest gradients.

Lemma B.14. Let P denote the subspace fitted by BOBA stage 1 and Et(ﬁ) be its corresponding trimmed
reconstruction loss. Denote p = ﬁ Y ien9i and fryy = HIT\ Y ien 1Lp(g;), we have

1 52 .
iy — Epll3 < 2\7{\ > llg; — Eg,ll5 +4 (n ot 02> (&(7’) +> g - Egng)

1€EH 1€EH

Meanwhile, if we take expectation at both sides,

A 1 52 .
E ||ty — Epll? < 26 + 4 (n 55t 02> (Eét(P) + |7-[|62)

2+4
2+4

n— 2

(n—f+IH]) e (BOBA-ES)
(2n— )+ M) & +8 (7 + 5) (1= ) (BOBA)

il
o2
E

o2

_|_
+

n—
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Proof. The average of honest gradients can also be seen as a honest gradient. Therefore, we can use the same
proof framework as Lemma B.13, while providing tighter bound.

Step 1. Omitted, identical to the step 1 in the proof of B.13.
Step 2. Similar to step 2 in the proof of B.13, while we can derive a tighter bound of ||A||2
10]l2 = | AS (Eps — Emy)l2
< Ao [Ep —Em|ls

1
< — |Ep — Emgl| (Assumption 5.3(1))
D nif(E —Ep)
o et |
n—2f
1 1
< Z. Eg. — E
< nTT ; IEg, — Ep2
9
<= (Assumption 5.2(2))
o

And therefore ||A|2 < m.

Step 3. Also identical to the step 3 in the proof of B.13.

1 52 .
s (Eps) — T (Ep) |3 < <n_2f + 02> <2€t(7’) +2) llg; — Egng)
i€EH
Step 4. Finally,

2

. 1
|43 — Epalf5 = H'H' > Ts(g,) —Ep
i€H

2
2

1
= |1 (7—[ Z gi> —Ep (Lemma B.8)
| | i€H 2
2
= |[Tp (1) — Epsf,
= [T () — Tp (Bpa) |3
< 2||Tp (p) — Tp(Ep) |13 + 2||Tlp (Bpe) — Tip- (Bpa) |3
< 2| — Bpal3 + 201 (Egz) — T (B3 (Lemma B.7)
2
1
=2 H > (g: —Eg,)|| + 2|15 (Ep) — IIp-(Ep)|3
i€H 2
1 2 2 : 2
<2 " |lg; — Eg; |3 + 2[5 (Ep) — Tlp- (Eps) 3 (Convexity of ||z[3)
Ml =
—22 3" g, - Eg ||2+4< . +52> 6(P)+ > llg; — Eg,ll3
‘H‘ = i ill2 n— 2f o2 t = i ill2
O

Lemma B.15 (Robustness of Stage 1 for server gradients). Let P denote the subspace fitted by BOBA stage 1

and L:(P) be its corresponding trimmed reconstruction loss. For server gradients ¥1, - , Y.,

2 - 2 1 (6 +05)? A 2
AT <23 Iy ~ Bl e (5 + OEEEY (02) + 3t - Bl

g ‘
P€EH

z=1
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where AT = [IL5(vy) — Evy, -+, s (v,) — Ev.] € R¥*C. Meanwhile, if we take expectation at both sides,

_12f + (6;?5)2) (Bt (P) + m1e?)

de (- 2f + OHD%) (4 M) + (2c—|—4c(n 1ot <5+55>2) (n—f)) ¢ (BOBA-ES)
de | —= 2f + (5+6 Y (2(n — f) + [H])e* + (2c+8c< —57 + 5+5 & ) (n— f)) €2 (BOBA)

E||AT||3 < 2ce? + 4c (
n

<

Proof. Each server gradient can also be seen as a honest gradients. Therefore, we can use the same proof
framework as Lemma B.13. We first derive upper bound of ||II5(v,) — E~,|3 for each z € {1,--- ,c}.

Step 1. Omitted, identical to the step 1 in the proof of B.13.
Step 2. Similar to step 2 in the proof of B.13, while the bound of ||A]|2 need to be updated:

10]l2 = | AY (B, — Em)]2
< A7z By, — Ems]

1
< — - |Evy, — Emy||2 (Assumption 5.3(1))
o
1 n—2f
< = |(E E
<~ ||(By, —Ep) 2f Z (Eg,, — 2
1 1 o
< —-|||Evy, - E Eg, — E
<= (I v~ Eulls + o7 ; IEg,, ullz)
049
< + (Assumption 5.2(2) and (4))
o
(6+5 )2

And therefore [|[All2 < /= 2f +

Step 3. Also identical to the step 3 in the proof of B.13.

1 §+05)°
e (B.) ~ T (B, )13 < (g7 + UQ)(% )+23 g, - Eanz)

1E€EH

Step 4. Finally,

< 2| (7.) — Mp(Ev.)3 + 2(Tp (Ev.) — p- (Ev.) |3

< 2|y, = Ev. |3 + 2| (B.) — Ip- (B.) I3 (Lemma B.7)
1 5+ 6,)2 .
=2~ Bl gy + ) (MPHZ Is, Egi@)
i€EH
a3 < a3

= Is(v.) — Ev.13
z=1

- 2 1 (5+53)2 > 2
<2 v, —Ev.l3 +4c st o 6(P)+ > llg; —Eg;l;

z=1 1€EH




Wenxuan Bao, Jun Wu, Jingrui He

B.2.6 Robustness of BOBA Stage 2

In BOBA stage 2, we estimate the label distribution for each client and discard abnormal clients with strongly
negative elements in their label distribution. We use a filtering strategy with a hyper-parameter pni,. In this
subsubsection, we show that we can find a hyper-parameter pp,in such that |pmin| > 1Py, — Pill2, where p;, is the
true label distribution and p;, is the estimated label distribution, for a honest client h € H.

Lemma B.16 (Weyl’s perturbation bound for singular values). Let A be a matriz with singular value oq >

<o >0, and A = A+ AA be a perturbation of A, with corresponding singular value 61, - -+ , 6y, we have

|65 — o < [|AA]l2
Proof. See proof by Stewart (1990). O

We re-introduce some useful notation. Let

ET = []E71> .. ’E,yc] c RdXC
Hﬁ(r) = [Hﬁ(71)a - ’Hﬁ(vc)] c Rdxc
AT = H,ﬁ(l—‘) —EI' = [H,Is(’yl) — E'Yl’ c 71175(,-),6) _ E’Yc] c Rdxc
Ag), =1l3(g,) — Eg), € R?

The true and estimated label distributions of honest client h € H are denoted as p;,, p;,, which follow

Eg), = (ET)py, Hﬁ(gh) = Hﬁ(r)ﬁh

Lemma B.17 (Robustness of stage 2). For any honest gradient g,,, we have

[FAV I P ~1Agyllz + V2| AT |2

s — [[AT |

where Ap;, = p;, — Dy,

Proof. We compare two linear systems:

(ET)p;, = Eg;,, 1'p, =1 (System 1)
(p(T)py, =Tp(gy), 17hy =1 (System 2)

Different from solving the affine combination at step 3 of Lemma B.13, the solutions here to both linear systems
are unique. Therefore, we can use any method to express Ap; = p;, — p;, and then get a corresponding bound
of its 2-norm.

It is also worth noting that the linear system in the algorithm/code is solved in latent space R°~! instead of
original space R?, which is much more efficient. However in this proof, we consider the problem in R? to compare
the fitted projection with the ideal projection. We still get the same solution of p;, and p,, thus the bound is
valid.

We first centralized both systems to remove the affine constraint. Let

A=FET (1—111T> A =TI4(T) (1—111T> AA=A—A
(& C
1 . 1 .
b=Eg, —ET -1 b=1lx(g,) — I(T) -1 Ab=b—b
C (&

Previously, we have bounded ||Agy||2 and ||AT||2 in Lemma B.13 and B.15, respectively. We use them to give



BOBA: Byzantine-Robust Federated Learning with Label Skewness

bounds of ||[AA|> and ||Ab]|2.

|aa):=|a-a|
= ||TL5(T) <I - inT) —ET (I — i11T) )
= ||(IL5(T) — ET) (I—i11T> .
< tp(r) ~ B, [ $17|

< |[ip(T) - ET,

= [|AL[|2
and similarly,
|Ab]l2 = [[b— bl
1 1
= ||{ M, (g,) —Hp(T)--1) — (Eg, —ET- -1
c c ,
1
= ”(Hﬁ(gh) ~Eg,) — (TIp(I) ~ ET) - -1
2
1
< ||I5(g) — Egy|, + |ILs(T) — ET|, - 01H
2
1
=A —||AT
” gh||2 + \ﬁ” ”2
Then, instead of the original systems, we analyze the centralized systems
Az =b, Az =0
with
1 . R 1 )
z=p,— -1 T=p,— -1 Az — % — @

¢ c

By standard perturbation analysis of linear system,

A — Az =b—b
A(Ax) 4+ (AA)z = Ab

A(Ax) =Ab—- (AA)x

On the left hand side, Az € R¢ but the rank of A is only ¢ — 1. Usually, this results in an unbounded norm
of Az, as it can grow arbitrarily in the direction of the c-th right singular vector of A. However, the c-th right
singular vector of A is %1.

A1 =11,(T) <I — i11T> 1=1I,T)(1-1)=0

But Az cannot grow in the direction of 1
T TI(x 1 1 Ta T
1'Az=1 pp,—-1)—|p,—-1)|=1p,-1'p,=1-1=0
c c

Thus, we can still bound Az with the (¢ — 1)-th singular value of A (instead of the smallest singular value, 0).
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‘We have

berlAz]z < |A(aw)|

— Ab — (AA)a],
< [ 8b]2 + [AA] - [l
1
|Az]s < —— (IAbl2 + [AA: - [2]2)

c—1
IAAJ2 and ||Ab||; are already bounded, we still need to bound i and ||x||2.

Ge—1 is the (¢ — 1)-th singular value of A, and is perturbed from o._1, the (¢ — 1)-th singular value of A. By
Assumption 5.3 and Weyl’s perturbation bound for singular value (Lemma B.16)

5—671 > Oc—1— |&c71 - Ucfl‘

> 0.1 — ||AA]2 (Lemma B.16)
> o5 — ||[AA|2 (Assumption 5.3)
> 05 — [|AT |2
The 2-norm of  can also be bounded,
P
Zl2 = ||Ph e,
=
1 1
= - -1 - -1
(o= 12) (1)
1
= PZPh T
<1-1
c
Putting everything together, we have
[1Apy |2 = Azl
1
<5 ~([|Abll2 + [[AA]2 - [|z]l2)
o
- (IAgulle + —=IAT; + /1~ A
= o, — AT, gnll2 NG 2 v 2
1 1 1
=— - |||A —+4/1——||AT
o5 — IlAr|l2 || gh||2 + <\/:+ C) || ||2]
- [Iag,lla + V2l AT,
~ o5 — [|AT2

when o, — [|AT||2 > 0.
O

Remark. We consider the case where ||Agy|l2 = O(e) and ||AT |2 = O(y/ce) (see remarks of Lemma B.13 and

B.15). When the outer deviation dominates the inner deviation, o > ||AT|2, thus ||Ap,|l2 = O(%) This
means that we can set a small |pyin| and still preserve all honest gradients.
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B.2.7 Robustness of BOBA

So far, we have already proved two things.

e In stage 1, all honest gradients are only slightly perturbed.

e In stage 2, all honest gradients are preserved, given

In this subsubsection, we wrap up the theoretical results and provide the unbiasedness and robustness of BOBA.
Specifically,
e When there are no Byzantine attack, BOBA is unbiased.

e When there are Byzantine attack, BOBA is robust and has gradient estimation error of optimal order
matching with the theoretical lower bound.

Theorem 5.5. Let i denote the aggregation result of BOBA. We have,

1 52 -
< —Eg,|?
= < a0y Sl B (1 ) (100 -t

i€EH 1€EH

+ B28(1 + c|pmin)? <2sz E7z||2+252>

z=1

Then we take expectation on both sides,

1

Bl — Epl|2 < 4€® + 8 ( + - ) ]Eft )+ |H|e ) + 8B%(1 + ¢|pmin|)?(2ce2 + 262)

2
(448 (57 + &) (0 — S+ [HI)) € + 16¢(1 + clpmin])28%¢2
+16(1 + CIPmmI)QBQ (BOBA-ES)
(448 (5 + &) @n— ) +1H]) €
+ (16 (5257 + &) (= £) + 16¢(1 + clpminl52) €
+16(1 + c[pmin|)? 5207 (BOBA)

IN

Proof. When some Byzantine clients are accepted, they can affect the aggregation result via biasing the average
of estimated label distribution. Without loss of generality, we consider the worst case: all Byzantine gradients
are accepted by BOBA stage 2.

We first decompose the gradient estimation error into two parts. Define fi,, = Wll > ien I1s(g;), we have
e = Epall3 < 2 gy — Epll3 + 202 — fag |13
The first term is already bounded in Lemma B.14. We further bound the second term. Notice that,

i = g 2 100 = g S T1p(T) (HZP1>

i€EH i€EH i€EH

where p, is the estimated label distribution of client <. Similarly,

Py = |Zpﬂ b5 = Zpﬂ

1EH zEB

3\'—‘

We define

SM—‘

-
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Then,

I — fu |2 = HHA (T) (i)—fm )3
= (D) ~ T E)LT) (B )|

(&

> (b= pn)- - (Hp(r.) — Ip(Ep))

z=1

2

< (St ngcm, )

< (19~ plls - (mas 11 () ~ 1B )
= |1 = ull? - (max|ILp(y.) — T (En) 3)

We first derive a bound for ||p — py|l1. In BOBA stage 2, a gradient will be accepted if and only if its estimated
label distribution lies in the (¢ — 1)-simplex of

P €{q:q4>pminl,17g=1}
Since both p,, and pg are averages of some p; that lie inside the simplex above, we have

PP €{4:9> pminl, 1 g =1}

_ IB\

Therefore, denote § = =, we have

P
Pu PB Py
1

I~ bl ~|
= Bl — el
n
< Bl (1ps = pruinl |
=, P — Pmin ||1 + ”p’H Pmin ||1)
= 52(1 + C|pmin|)
Then we derive a bound for max. ||ILs(vy,) — ILs(Ep)||3. For each server gradient -,
max [|TLp(y.) — Hp(Ep)|3 < max |y, — Epl3 (Lemma B.7)
< max (2|7, — Ev.[I3 + 2/|Evy. — Epl3)

(&
<2) |y, —Ev. |3 + max2(Ey, — Epl3
z=1

<2) v, —Ev. 3 +202 (Assumption 5.2)
z=1

Therefore,

i — l‘?—t”QSﬂz (1+c|pmm| <2Z'Yz ]E7z||2+252>

z=1

Put all together

1 5 A

i€EH 1€EH

+ B%8(1 + c|prminl)? <2Z|vz E’Yz||2+252>

z=1
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Then we take expectation on both sides,

1 52 .
El|f — Epl2 < 4¢® + 8 + 2 (Eét(P) + |’H|62) 4 8B2(1 + clpmin|)2(2¢€2 + 262)
n—2f o2
(4 +38 (n_12f + i—i) (n—f+ |H|)) €2 4 16¢(1 + ¢|pmin|)? 8262
+16(1 + clpmin])?5263 (BOBA-ES)

IN

(44+8(527 + &) =)+ [H) &
+ (16 (n—12f + %) (n— f)+ 16¢(1 + c|pmin\)2ﬁ2) 2
+16(1 + ¢|pmin|)*5%03 (BOBA)

O

Remark. We analyze the order of the gradient estimation error. When the outer variation increases ¢ times, i.e.,
Eg, «+ Etg,, both § and o increase ¢ times. When all clients are duplication, i.e., G + [G,G], and f + 2f, we
have that 62 does not change but o2 is doubled. Thus generally we have g—z x 1. When ¢, = O(¢), 0, = O(6),
c=0(1), n_12f =0(1), [H| = O(n), and |pmin| = O(1), we have || — Ep||3 = O(e* + 526%). We can conclude
that

Ellfa — Epl; = O(* + 5%%)
Especially, when 8 = 0, we have

Ellis - Epl3 = O(?)

Comparison to Bucketing Karimireddy et al. (2022) also have a similar claim in their Theorem II. However,
their theorem heavily relies on the assumption that AGR is aware of 3, the real fraction of Byzantine clients, as
defined in their Definition A. (Their paper use §.) However, in practical FL systems, the fraction of Byzantine
clients can be dynamic, and the AGR usually do not have precise knowledge of it. On the contrary, our BOBA
algorithm does not require exact estimation of 3; it only needs to satisfy Assumption 5.3 and the condition
f > |B|]. We also show in Appendix C.4 that BOBA has consistent performance under a wide range of f and
|B|.
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B.3 Lower Bounds of Gradient Estimation Error
B.3.1 Lower Bounds of Gradient Estimation Error for Any AGR

In the IID setting, as the inner variation approaches zero (i.e., € — 0), the gradient estimation error of robust
AGR typically also tends to zero (i.e., ||t — Eu||3 — 0). Consider the extreme case where each honest client
uploads the same vector. In this scenario, robust AGR only needs to select the mode, i.e., the vector with the
highest frequency from the collected vectors. This implies that the aggregation result is entirely immune to the
influence of Byzantine clients.

However, this intuition does not hold in non-IID settings, including cases with label skewness. On the contrary,
for any AGR, as long as it remains unaware of the identity of Byzantine clients (i.e., which clients are honest
and which are Byzantine), the best-case gradient estimation error can only be guaranteed to be O(326%), rather
than approaching zero, even when € is zero. We rigorously state the above proposition as Proposition 5.4.

Proposition 5.4 (Lower bound of gradient estimation error for any AGR). Given any AGR, we can find |H|
honest gradients and |B| Byzantine gradients, such that E||i — Epl|3 > Q(82%62).

Proof. W.lo.g., we assume n = |H|+ |B| is even. We consider the following two sets of gradients, both with ||
honest clients, |B| Byzantine clients, zero inner variation, and outer variation bounded by ¢

Gradient set 1:

[#] _ n
+056, i=1,---, %
.= n ., H=1,---,|H|, B=|H|+1,---,n
g9 {?:lév i=241,.n ] |
Gradient set 2:
[#] C_ n
+520, i=1,--0, %
= n , ’H:B+1,...’n, 8:1’78
g {_T&123+ann 8] 8]

For the gradient set 1,

= o (3 (20 ) (29 -

while for the gradient set 2, Epu(?) = —%5.

Notice that the two gradient sets have the same gradient values; the only difference is the identity of Byzantine
clients. Since the input is identical, any AGR will give identical aggregation result for both gradient sets. Thus,

. N L/ .
max{| — B, 1ot = En® 2} > 5 (e — Bz, 2 — Ep® )

v

1
iHEH(l) - IEM(Z)H2

n

=3
equivalently,
max{||fs — EpM |3, || — Ep®|3} > 525

which means that there exists one gradient set among set 1 and 2, such that the gradient estimation error is at
least 5262. O

Remark. Notice that this result is not in contradiction with Theorem IIT in Karimireddy et al. (2022). Theorem
111 in Karimireddy et al. (2022) gives an lower bound of Q(6¢?), where & represents the fraction of Byzantines
(equivalent to our 3) and ¢ represents the expected norm of outer variation (similar to our ¢). The discrepancy
arises from a slight difference in the definition of outer variation. We define ¢ as the maximum norm of outer
variation, while Karimireddy et al. (2022) define ¢ as the expected norm of outer variation.
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B.3.2 Lower Bounds of Gradient Estimation Error for Krum, CooMed and GeoMed

In this subsubsection, we prove that the gradient estimation error for Krum (Blanchard et al., 2017), CooMed
(Yin et al., 2018) and GeoMed (Chen et al., 2017) cannot be better than O(e? + §2). To prove this, we construct
example where the gradient estimation error for the above three AGRs are all Q(e? + 62), even when 3 =0 (no
attacks).

We construct a simple 3-client setting:

1 [— 1
gl = g . ﬁ |: 11:| + €(2Z1 — 1) . ﬁ |:1:| B Where Zl ~ Bernoulli(0.5)
6 1 [—1 1 1
- . +e-— (2725 —1 ,  where Zs ~ Bernoulli(0.5
=5 75| 1] +e ez ] : 05)
1 |-1
5= 7|1

Their expectations:

0 1]l L [-1 Eg, +Eg, + Egs _ [0
EglegQZZ.ﬂ[l}’ Eg3:_5'\/§[1}’ Ep = —21 32 3 _ 0

Moreover, we consider § > 2e. We can easily verify the bounded inner/outer variations.

Krum No matter how Z;, Z, are chosen, we always have ||g; —gs||2 < |91 — g3z and ||g; — gsll2 < ||g2 — g5]l2-
Therefore, Krum will always choose from g; and g,. In both case, ||ft — Ep|3 = €2 + %.

CooMed

[_ 5275 %r (21, Z2) € {(1,0),(0,1)}
p=il-553%] . @z-a
[_(;75 (;:TQ;}T (Z1, Z5) = (0,0)
Therefore,
s =2 (52 (522 - ()]
_ (6—2¢)? §+§
8 8 2
3% ¢
372
GeoMed
(35— %) LT (Z1,22) € {(1,0),(0, 1)}
e~ ISR}
2%, ‘;—};]T, (71, 7s) = (0,0)
Therefore,
2 2 2
st (1) o [(55) ()]
1 /6 e\? 6 ¢
2'(2¢§> 32
62 62
)
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B.3.3 Impossible Unbiasedness and Robustness without Server Data

As mentioned in Subsection 3.2, AGR in label skewness faces two challenges: selection bias and increased
vulnerability. In other words, we aim for AGR to possess unbiasedness and robustness, which are rigorously
defined in Definition B.18 and B.19,

Definition B.18 (Unbiasedness). An AGR is unbiased if for any wg, ||t — Ep||3 — 0 when € — 0 and 3 =0
(i.e., no attacks).

Definition B.19 (Robustness). An AGR is robust if there exist A > 0 such that for any wg, ||t — Eplj3 < A%
Proposition B.20 (Trade-Off Between Unbiasedness and Robustness). For any AGR, if it can only utilize n

gradients without relying on any other information, then it is impossible for it to be both unbiased and robust.
Proof. We consider the following machine learning task:

: _ _ o o 2
min £ = B ) (@, ylw),  where ((z,yhw) = [y = (z — w)

whose gradient w.r.t. w is g—f} =2(w—(z—y)). Welet z,w € Rand y € {—1,4+1}. We start with wg)) = 0.
We consider the following two sets of gradients.

Gradient set 1:

e Client 1 and 2 are honest, with data (z,y) = (0.5,1)
e Client 3 and 4 are honest, with data (z,y) = (—0.5, —1)

e Client 5 is Byzantine

This results in the following gradients:

G=g2=+1, gs=ga=-1, gs=k, H={1,234}, B={5}
Gradient set 2:
e Client 5 is honest with (z,y) = (1 — £,1)
e Client 3 and 4 are honest, with data (z,y) = (—0.5,—1)

e Client 1 and 2 are honest, with 15 of their data as (z,y) = (1 — §,1) amd 5 of their data as (z,y) =
(=0.5,—1)

This results in the following gradients:

G=g92=4+1, g3=ga=-1, gs=k, H={1,2,3,45} B=0

For gradient set 1, we have inner variation upper bound € = 0, outer variation bound § = 1; for gradient set 2,
we have inner variation upper bound e = 0, outer variation bound § = %k.

Notice that the two gradient sets have the same gradient values; the only difference is the identity of Byzantine
clients. Therefore, any AGR only utilizing n gradients will give identical aggregation results for two gradient
sets. To achieve unbiasedness in gradient set 2, for all k > 1, the aggregation result must be 1) = %k Its
aggregation result on gradient set 1 will also be i(?) = %kz Let k& — oo, then the gradient estimation error on
gradient set 1 will be unbounded, which violates robustness. O

Remark. This unbiasedness-robustness trade-off can be circumvented by using additional server data. Consider
that the two server gradients are v; = +1.5,v79 = —1.5, then for any k£ > 1.5, the AGR can guarantee that it
must be a Byzantine gradient, i.e., gradient set 2 is not valid.
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B.4 Computation Complexity of BOBA

Algorithm 1 BOBA Framework

Input: G = [917 o 7gn}v = ['717 e 77c]7 n, f,C7pmin
Output: Aggregation result fi

1

2
3
4
5
6:
7
8
9

Initialize subspace P: m,U, %,V = TrSVD._ ()

: while not converge do

Update 7: G,_ys = {n — f gradients in G with smallest ||g, — IL5(g,)||2} where I15(g,) = UU " (g, — m) +m
Update P: m,U, %,V = TrSVD._1(G/,_f))

: Encode: g, =U" (g, —m),Vi; T =U"(I'=m1")

f -1 r.
Estimate: p;, = [17} gf} Vi

: Filter: a = A{p,}i=1)
: Aggregate: =" aig;/ > i q Qi
: Decode: p =Ugg +m

In this subsection, we provide a detail analysis of the complexity of BOBA (Algorithm 1). We use the results
that the complexity of TrSVD is O(cnd) (Halko et al., 2011).

Line 1: The complexity is O(cnd).

Line 3: The complexity is O(cnd + nlogn), where O(cnd) comes from computing ||g; — I15(g;)[|2 for n
gradients g4, - ,g,,, and O(nlogn) comes from sorting all n distances and select the smallest n — f.

Line 4: The complexity is O(cnd).

Line 5: The complexity is O(cnd).
S
L } and

Line 6: The complexity is O(c® + ¢*n), where O(c?) comes from computing the inverse matrix [ 17

O(c?n) arises from computing p, for i = 1,---  n.

Line 7: The complexity is O(cn 4+ nlogn), where O(cn) comes from computing min, p;, for each client i,
and O(nlogn) arises from computing the quantile.

Line 8: The complexity is O(cn).
Line 9: The complexity is O(cd).

Assuming that ¢ < n < d, the overall complexity is dominated by Line 3 and 4, which are conducted by k times.
Therefore, the total complexity is O(kend).
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C ADDITIONAL EXPERIMENTS

C.1 Experimental Setup

In this part, we provide detailed experimental setup.

Table 6: Experimental settings summary

MNIST CIFAR-10 AG-News AG-News (Ablation Study)
# Training Samples 60,000 50,000 120,000 120,000
# Testing Samples 10,000 10,000 7,600 7,600
# Classes ¢ 10 10 4 4
# Rounds 200 2,000 200 200
Initial LR no 0.1 0.2 1.0 1.0
LR Decay (Ts;T;; o) (1005 10; 0.95)  (1,000; 100; 0.8)  (100; 10; 0.95) (1005 10; 0.95)
# Honest Clients || 100 100 160 16
Real # Byzantine Clients |B| 0or 15 0or 15 0 or 54 0or2
Declared # Byzantine Clients f 16 16 60 2
# Server Samples Per Class 20 20 30 30

Training setup The setup for FL training is summarized in Table 6. Specifically,

e Data partition. We use the pathological data partitioning proposed by McMahan et al. (2017). We first sort
data samples based on labels and evenly divided the training set into n - |H| shards. As a result, each shard
only contains one class of data !. We then assign n, shards to each honest client, so that most clients have
only ng classes of samples. We let ngy = 2 for MNIST, CIFAR-10 and AG-News.

e Models. For MNIST (Lecun et al., 1998), we train a 3-layer MLP with hidden layers of width 200. This
network is the same as “2NN” in (McMahan et al., 2017). For CIFAR-10 (Krizhevsky and Hinton, 2009), we
train a 5-layer CNN model as it in the TensorFlow tutorial 2. For AG News (Zhang et al., 2015), we train a
RNN model containing a uni-directional GRU layer with 32 hidden units followed by a global pooling layer
and a linear layer.

e Learning rate strategy. We use a constant learning rate at the early stage, and exponential learning rate
decay at the end to stabilize the training. In detail, we start with an initial learning rate n = 7y until the
T round, and then exponentially decrease it with 1 <— an every T; rounds.

Attacks We consider six types of attacks.

e (Gauss (Blanchard et al., 2017), a non-colluding attack uploading large-scale vectors from Gaussian distri-
bution N(0, 2001).

e JPM (Xie et al., 2019a), a colluding attack uploading g, = — - ﬁ > icn 9i- While Xie et al. (2019a) test
~v € {-10,0,0.1,10}, we choose the strongest v = 10, making Average to perform gradient ascent.

e LIE (Baruch et al., 2019), a colluding attack uploading vectors within the scope of honest ones to bias
the model while avoiding being detected. We set the hyper-parameter according to the original paper, i.e.,

z=¢"1((n—[n/2+1])/(n—|B])).

e Mimic (Karimireddy et al., 2022), a colluding attack inserting consistent bias by always copying the gradient
from a particular client with biased label distribution. This attack is on the

o MinMaz and MinSum (Shejwalkar and Houmansadr, 2021), a colluding attack that maximize the effect of
attack while not being detected. We use coordinate-wise standard deviation as the perturbation vector V7,
and optimize the magnitude according to Algorithm 1 with 7i,i = 10 and 7 = 1072,

'For MNIST, since the dataset is not strictly balanced, the size of each shard is slightly different to ensure that each
shard only contains one class of data.
2https://www.tensorflow.org/tutorials/images/cnn
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Baseline AGRs We consider 15 baseline AGRs

o Average (McMahan et al., 2017) simply averages all gradients. It is unbiased but vulnerable to attacks.

e Server only uses server data to fit a model. We use it to verify that one cannot train a good model with
server data only.

e CooMed and TrMean (Yin et al., 2018) use coordinate-wise median or trimmed mean as the aggregation.
For TrMean we trimmed the largest and smallest f entries.

e Krum and Multi-Krum (Blanchard et al., 2017) find the one or m gradients that is closest to its k nearest
neighbors. We use k =n — f — 2 and m = n — f, according to the original paper.

e GeoMed (Chen et al., 2017; Pillutla et al., 2022) computes the geometric median as the aggregation. We
use the implementation in hdmedians Python package.

o SelfRej and AvgRej (Fang et al., 2020) evaluate client gradients with their loss on server data. SelfRej
selects n — f clients whose local models w; = wg —ng; have smallest loss, while AvgRej selects n— f clients
whose gradients can lower the loss of averaged model the most.

e Zeno (Xie et al., 2019b) considers both loss and gradient scales, select n — f gradients with small loss and
small gradient. We optimize p on MNIST, and finally use p = 5 x 10™* for all experiments.

e FLTrust (Cao et al., 2021) uses server data to estimate one server gradient, and use each gradient’ clipped
cosine similarity as the weight to re-weight each gradient and aggregate.

e ByGARS (Regatti et al., 2022) optimizes the aggregation weights of client gradients with server data as
training set. Different from the original implementation, we optimize the aggregation weight g for each
communication round independently. We optimize hyperparameters on MNIST and finally use £ = 3 and
a = 0.05.

e Bucketing (Karimireddy et al., 2022). We consider bucketing (s = 2) with Krum (B-Krum) / MKrum
(B-MKrum).

e RAGE (Data and Diggavi, 2021). Considering that C' is usually unknown to the server, we run the while
loop for fixed f iterations, to make sure it successfully mitigate the Gauss attack.

Image corruptions We simulate feature skewness by applying different image corruptions to each client. For
each client, we randomly choose one kind of corruption (severity = 3) for its local training dataset. We do not
add corruptions to the server data and the testing data, in order to make comparison with the corruption-free
setting.

Computation We did our experiments with single NVIDIA Tesla V100 GPU.

AGR running time (RQ2) In the main text, we record the running time for all AGRs. For a fair comparison,
we run all AGRs with an Intel Core 19-11900 Processor. Specifically,

e For BOBA and FLTrust, we do not include the time taken to compute the server gradient because this
computation can be finished simultaneously with the client-side gradient computations.

e However, for SelfRej, AvgRej, Zeno, and ByGARS, we include the time to perform inference or compute
gradients using server data, because these computations must occur after the server receives the gradient
from each client.
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C.2 Majority-based AGRs with Additional Server Data (RQ1)

Reference-based AGRs, including BOBA, use additional server data for aggregation. However, majority-based
AGRs do not require server data. To make a fair comparison, we study whether server data can further enhance
baseline majority-based AGRs, especially the strongest ones. Specifically, we enhance the baselines majority-
based AGRs with

p=(1-XNAgg({g;}i=1) + A (i Z’u)
z=1

where Agg({g;}" ;) is the aggregation given by baseline majority-based AGRs, % _, . is the averaged server

gradient, and A € [0, 1] is the hyperparameter for convex combination. The underlying intuition here is that
the AGR’s output has a smaller variance (due to computing gradients using more data from clients), while the
server gradient has a smaller bias (as it is not affected by selection bias). By combining these two outputs, a
potentially better bias-variance tradeoff can be achieved, leading to improved aggregation results.

We test A € {0,0.25,0.5,0.75,1.0}. Notice that A = 0 refers to vanilla baseline AGRs without server data, and
A = 1 refers to training with server data only. We test these enhanced AGRs with MNIST dataset.
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Figure 6: Performance of baseline majority-based AGRs when they use additional server data.

Figure 6 shows that TrMean has better performance when it is combined with server data (A = 0.25,0.5).
However, the most competitive baseline majority-based AGRs (MKrum, BMKrum, GeoMed) get no performance
improvement in most settings. We also notice that using additional server data can improve the worst-case test
accuracy for most robust AGRs (usually under IPM attack). However, they are still significantly worse than
BOBA, whose worst-case test accuracy is 91.6%.
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C.3 Effect of Server Data (RQ3)

BOBA relies on server data for aggregation. In this subsection, we investigate how the quality and quantity
of server data impact BOBA. Specifically, regarding data quality, we examine whether BOBA’s performance is
affected when server data contains noise (skewed feature distribution) or skewed label distribution. Concerning
data quantity, we explore how much server data is sufficient for BOBA to perform robust aggregation.

C.3.1 Server Data with Feature Skewness

We first investigate whether the performance of BOBA is robust to feature skewness of server data. To simulate
low-quality data, we introduce four types of random noises to the server data, following the approach proposed
by (Hendrycks and Dietterich, 2019). As illustrated in Figure 7, BOBA exhibits remarkable consistency across
various noise types, highlighting its robustness to variations in server data quality.
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Figure 7: BOBA is robust to corrupted server data
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C.3.2 Server Data with Label Skewness

In our experiments in the main text, the server dataset and testing dataset share the same label distribution.
This assumption may be violated in real-world FL systems. In this subsubsection, we investigate the impact on
reference-based AGR methods, including BOBA, when the server data also exhibits label skewness.

We conducted experiments on the AG-News dataset, and the results are presented in Figure 8. The “balanced”
setting corresponds to the one in the main text, where the server has 30 samples for each class. In the “unbal-
anced” setting, the server has 40 samples for classes 0 and 1, and 20 samples for classes 2 and 3, thus introducing
label skewness between the server data and test data, while the total amount of server data remains the same.
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Figure 8: Comparison between aggregators using server data when server data is biased.

As shown in Figure 8, the performance of baseline AGRs generally degrades when the server data becomes
unbalanced. However, the performance of BOBA remains almost the same across non-attack settings and four
attacks, showing that BOBA is also robust to the label skewness of server data.
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C.3.3 Quantity of Server Data

Finally, we investigate the impact of the quantity of the server dataset on BOBA. We test on CIFAR-10 data
set when the number of server data per class varies from 1 to 320, with |B| = 15 IPM attackers.

0.7

o
o
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o
N

1 5 20 80 320
# Server Data Per Class

Figure 9: Effect of server data quantity. Error bars represent the s.d. of test accuracy over 5 random seeds.

As depicted in Figure 9, we observe that the test accuracy of our method increases as the number of server data
per class rises from 1 to 20. It stabilizes once we have more than 20 samples per class. When the server data
is limited to just one sample per class, our method’s performance is suboptimal. However, with only 5 samples
per class, our method already surpasses the highest-performing baseline AGR (MKrum with accuracy of 50.9%).
This demonstrates that our method demands only a small quantity of server data, which is readily achievable in

real-world applications.
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C.4 Effect of Hyperparameters (RQ3)

C.4.1 Effect of f and |B|

Similar to many robust AGRs (e.g., Krum (Blanchard et al., 2017) and TrMean (Yin et al., 2018)), BOBA
incorporates a hyperparameter denoted as f, which signifies Byzantine tolerance, i.e., the maximum number of
attackers that the AGR is designed to withstand. Theoretically, an appropriate choice of f should satisfy both
f > |B| and Assumption 5.3 simultaneously to achieve robustness. In this section, we empirically evaluate the
performance of BOBA under various combinations of f € 0,20, 40,60,80,100 and |B| € 0,18,36, 54 using the
AG-News dataset and the IPM attack. The results are depicted in Figure 10.
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Figure 10: Effect of real number of Byzantines |B| and Byzantine tolerance f.

Effect of |B| (given fixed f) In the main text, we investigate the influence of |B| while keeping f constant.
Specifically, we examine two extreme scenarios: when |B| = 0 (where AGRs are most susceptible to selection
bias) and when |B| = f (where the AGRs are most susceptible to vulnerability). As depicted in Figure 10 (left),
our findings reveal that, within a reasonable range of f (f € [0,80]), the test loss remains minimal across all
|B| € [0, f]. This demonstrates that BOBA exhibits robustness to the actual number of Byzantines |B| as long
as |B] < f.

Effect of f In Figure 10 (right), our observations indicate the following:
e For small values of f, BOBA exhibits robustness to only a limited number of Byzantine clients. For instance,
when f = 20, BOBA demonstrates robustness when |B| = 0 and |B| = 18 but not when |B| = 36 or |B| = 54.

e As f increases moderately, BOBA becomes more resilient to Byzantine clients while preserving its unbiased-
ness in scenarios with few or no Byzantines.

e However, when f becomes excessively large (e.g., f = 100 in the context of |H| = 160), BOBA loses its

unbiasedness in scenarios with small |B|. It’s important to note that, when |H| = 160 and |B| = 0, we
have f = 100 > 80 = 7, implying an assumption that over half of the clients are Byzantine. Achieving

optimal-order robustness under these conditions becomes impossible.

In summary, BOBA exhibits robustness across a broad range of f values, and we recommend selecting a mod-
erately larger f to avoid underestimating |B|.
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C.4.2 Effect of pyin

In addition to the hyperparameter f, BOBA incorporates another parameter, pyi,, which is a slightly negative
number intended to prevent excessive removal of honest clients during stage 2. In all experiments presented in
the main text, spanning various datasets and models, we maintain a consistent value of pyn;, = —0.5. In this
section, we explore a range of pyi, values to assess the sensitivity of BOBA to this hyperparameter. Specifically,
we conduct experiments on the CIFAR-10 dataset with pp, € {—1.0,—0.7,—0.5,—0.2,—0.1,0.0} under two
scenarios: no-attacks and |B| = 15 IPM attackers.
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Figure 11: Effect of hyperparameter pyin.

The results displayed in Figure 11 illustrate that BOBA consistently delivers robust performance across a wide
range of pyin values within the interval [—0.5,0.0]. However, large absolute value for ppyin, such as pyin = —1.0,
fails to discard attackers and thus compromise the robustness of BOBA. Therefore, in practical applications, we
recommend opting for a small absolute value for py;, to ensure robustness.
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C.5 More Label Skewness Settings (RQ3)

In the main test, we focus on pathological partition (McMahan et al., 2017), a very challenging non-IID setting
where each client only has two classes of data. In this setting, BOBA has state-of-the-art unbiasedness and
robustness. In this part, we test BOBA with two more label skewness settings: step partition (Chen and Chao,
2021) and Dirichlet partition (Yurochkin et al., 2019). We also test BOBA under partial participation.

C.5.1 Step Partition with Various Degrees of Non-ITDness

In this part, we study how the performances of BOBA and other baseline AGRs change when the non-IID degree
varies. We focus on the MNIST dataset with step partition (Chen and Chao, 2021): each client has 8 minor
classes (with less data) and 2 major classes (with more data). We use a parameter « to control the ratio of major
and minor class data size. Therefore, larger « indicates a larger non-IID degree. We test o € {1,2,4,8, +00}.
Notice that a = 1 refers to the IID setting, and o = 400 refers to pathological partition in the main text.
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Figure 12: Effect of non-IIDness. Larger « indicates a larger non-I1ID degree.

We show the test accuracy for both BOBA and selected baselines in Figure 12.

e When the non-IID degree is small (e.g., @ = 1), almost all the robust AGRs have satisfactory performance
under all kinds of attacks. This observation matches the theoretical analysis of their Byzantine-robustness
under the IID assumption.

e However, when the non-IID degree () increases, all the baseline AGRs degrade rapidly, especially under
the IPM attack. This observation matches our claim that IID AGRs degrade under label skewness.

e Finally, we notice that BOBA has almost constant performance under all attacks and non-IID degrees. This
verifies our claim that BOBA has superior robustness and unbiasedness under label skewness.
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C.5.2 Dirichlet Partition

In this part, we use Dirichlet partition (o = 0.01) and compare BOBA to the strongest baselines. As shown in
Table 7, BOBA consistently outperforms baselines in both unbiasedness and robustness.

Table 7: Performance (mean (s.d.) %) under Dirichlet distribution (o = 0.01)

p— o / - 5 -
Dataset Method |B] =0 |B] = 15 (for MNIST and CIFAR-10) or 54 (for AG-News) (Acc 1)
Acc T MRD | Gauss IPM LIE Mimic MinMax  MinSum  Wst
Average 92.3 (0.1) - 9.8 (0.0) 9.8 (0.0) 92.3 01) 92.1 (029 904 (0.1)  90.5 (0.3) 9.8

MNIST MKrum 90.0 @.1)  24.0 (76) 92.4 (00) 85.5 35  91.0 08 89.5 (14) 83.8 (799 85.4 (41) 83.8
(|| =100) FLTrust 85.3 o) 20.1 35 85.3 10 853 1o 879 (05 855 @6 85200 854 (e 85.2
BOBA 92.3 0.1 1.9 (1.9) 92.3 0.1) 92.6 1.1) 91.7 09y 92.1 03 91.8 0.4) 91.8 (0.9) 91.7

Average 71.6 (0.4) - 10.0 0.0y  10.0 (0.0) 35.6 26) 70.3 0 35.3 35 34.0 2.9) 34.0
CIFAR-10 MKrum 68.3 0.a) 27.3 (7.8) 71.7 050 64.3 270 43.6 25 67.2 1.1y  54.1 699 41.1 35 41.1
(|H] = 100) FLTrust 49.1 0.4 36.9 60) 49.1 05 479 o) 48.2 08 49.5 0.7y 48.4 (08 483 (0.9) 47.9
BOBA 69.5 (1.2) 9.8 (4.3) 71.7 09 70.9 (05 T71.1 08 67.2 20 71.3 09 T71.2 (09 67.2

Average 88.3 (0.1) - 24.3 (400  25.0 0.0) 87.0 01) 87.5 05  36.0 500 31.1 (390 24.3
AG-News MKrum  80.8 (4.2 38.4 (195) 88.4 (01) 30.6 9.2) 83.2 08) 75.4 (7.3 85.7 (390 8L.7 @7 30.6
(|H] = 160) FLTrust 85.3 (0.6) 7.8 (3.0) 85.5 (0.6) 85.3 (0.6) 85.3 (02) 85.5 (05 85.3 04) 85.3 (0.4) 85.3
BOBA  88.2 (0.2 1.3 (2.9) 88.3 (0.1) 88.1 (0.2) 88.3 0.1) 87.6 (0.4) 88.1 0.2) 88.3 0.2) 87.6

C.5.3 Partial Participation

BOBA also works under partial participation, i.e., only a subset of clients are selected for each round. We
conduct experiments with AG-News dataset, under participation rate in {0.25,0.50,0.75,1.00}. As shown in
Table 8, BOBA consistently outperforms baselines across different participation rates.

Table 8: Performance (mean (s.d.) %) under partial participation on AG-News (|H| = 160)

Participation Rate Method Bl =0 |B| = 54 (Acc 1)
Acc 1 MRD | Gauss IPM LIE Mimic MinMax  MinSum  Wst
Average 88.0 (0.2) - 25.7 199  25.0 0o) 87.9 (02) 86.9 (05 33.8 (5.0 81.3 (0.7) 25.0

MKrum 87.3 0.8) 6.0 299 88.1 (0.1) 86.2 (0.6) 87.8 0.1) 82.6 07y 87.9 02 86.1 04 82.6

|4

0.25 FLTrust 86.2 (0.4) 7.6 18) 86.2 (06) 86.2 (0.5) 87.1 0.a) 86.0 (0.a) 85.8 (0.9) 85.9 (05) 85.8
BOBA 879 02 3.2a5 88.1 02 87.7 03 87.7 03 86.8 05 87.7 04 87.8 03 86.8

Average 88.2 (0.2) - 23.3 (1.9)  25.0 (0.0) 87.9 0.3y 87.2 0.4y 36.4 (a6) 41.7 (21.1) 23.3

0.50 MKrum 87.6 05 5.1 31) 88.2 02 84.4 (1.2 87.4 05 83.2 (19 88.1 01) 858 (03 83.2
’ FLTrust 86.3 03 4.9 a5  86.3 04 86.0 100 86.7 0.7) 86.0 0.9) 85.7 (0.9) 85.6 (0.9) 85.6
BOBA 88.2 02 2.9 (25 88.1 (03 87.8 02 88.0 02 87.1 (0e 88.1 (02 88.1 (02 87.1

Average 88.3 (0.1) - 25.2 3.6)  25.0 (0.0 87.9 0.1y 87.3 0.4 30.5 (3.3) 29.8 (4.7) 25.0

0.75 MKrum 87.8 02) 4.9 16 88.3 (0.0) 48.8 (326) 87.1 (06) 83.2 (11) 88.2 (01) 86.2 (04) 48.8
’ FLTrust 86.3 04 5.4 (a6 86.3 (05 86.2 (04) 86.4 03 85.9 0.y 86.0 09y 85.9 05y 85.9
BOBA 88.3 0.1y 1.7 03 88.4 0.1) 88.0 (02 88.3 1) 87.1 05 88.003 88.1 @03 87.1

Average 88.3 (0.1) - 25.4 2.6)  25.0 (0.0 87.5 (02) 87.2 (03 35.9 (3.6) 30.5 (3.0) 25.0

1.00 MKrum  88.0 (0.1) 4.6 21) 88.3 (0.2) 80.7 6.0) 86.6 02) 83.4 06 88.3 (01) 85.9 03  80.7

FLTrust 86.3 (0.4) 5.8 100 86.2 (0.5) 86.2 (0.4) 86.2 (0.4) 85.7 (0.8) 85.8 (0.9) 85.8 (0.5)  85.7
BOBA 88.3 01y 0.2 1) 88.3 01 87.7 07 88.4 01 87.3 @03 881 @1 88.3 02 87.3
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C.6 Experiments with Both Label and Feature Skewness (RQ4)

BOBA is motivated by label skewness, where each honest client possesses a different label distribution and the
same label-conditioned data distribution. However, practical FL systems may have more complex non-IIDness,
with both label and feature distribution potentially varying. For example, as mentioned in our introduction
with the example of animal image classification, different users may not only capture different prevalent species
in their region but also exhibit variations in image appearance due to different camera settings. To validate
whether BOBA remains effective in such a more complex non-IID setting, alongside generating label skewness
using pathological partition, we inject different image corruption to each client.

Specifically, each client randomly selects one from the 15 common image corruptions (Hendrycks and Dietterich,
2019) and applies it to all of their training data. Consequently, even for images of the same class, there will be
varying feature distributions across different clients. To facilitate a comparison with results obtained without
image corruption, we do not add image corruptions to the testing data.

Table 9: Performance (mean (s.d.) %) on CIFAR-10 with label skewness and image corruptions

Method Bl =0 B| = 15 (Acc 1)
Acc 1 MRD | Gauss IPM LIE Mimic MinMax MinSum Wst
Average 68.7 (0.4) - 10.0 0.0y  10.0 (0.0) 64.6 0.7y 67.5 (05 27.9 a9) 21.6 (z5) 10.0

CooMed 19.1 190 78.4 200 20.1 (1.5) 9.4 (1.8) 24.0 21y 178 a8y 1772 177 a2 94
TrMean 24.1 2,99 788 27y 53.8 18y 142 44 30.6 1.1y  20.1 549  20.5 (06) 22.2 (200 14.2
Krum 33.4 299 793 3.7y 344 300 33.1 o 387 @3 31032 341 as 33.2 @6 31.0
MKrum 66.8 (1.1) 16.7 a1y 68.2 0.1y 52.9 (102) 63.1 11) 54.9 (251) 67.2 (099 62.3 21) 52.9
GeoMed 68.2 (0.6) 5.3 (1.5) 67.9 (09 55.8 a6) 425 27 53.6 5.0) 42.7 300 42.6 290 42.5
SelfRej 66.3 (1.0) 21.8 13.4) 67.8 0.4) 26.6 65 63.1 @11) 65.9 08 25.0 25 25.0 2.8y 25.0
AvgRej 67.1 1.7y  25.2 (20.3) 10.0 (0.0) 66.5 (0.8) 63.6 0.8) 68.1 (0.6) 54.5 6.2) 53.4 a7y 10.0
Zeno 66.3 (1.6) 23.8 156) 67.8 06) 26.7 65 63.2 13 66.2 1.4 23.8 4o 23.5 @23 23.5
FLTrust 50.1 (09) 29.1 21y 50.0 @,y 478 a7 473 @25 49.8 09 49.0 a.s) 49.1 19y 47.3
ByGARS 29.2 o) 57.7 (42) 29.1 200 50.9 (08) 27.3 289 29.7 .7y 244 09 244 o7 244
B-Krum 52.4 (2.1) 69.6 1000 581 12y 558 a2 41.1 @2 435 @3 577 arn 579 a1 41.1
B-MKrum 68.1 (0.9 6.1 3.0 68.2 (0.8) 50.2 66) 63.1 1.1y 65.6 229 49.7 34) 45.3 6.7) 45.3
RAGE 57.2 4.4) 45.6 17e) 65.7 (05 57.5 200 453 28) 59.3 2.1) 585 37 582 (490 45.3
BOBA 66.5 (1.0) 6.7 (2.6) 68.5 0.3y 66.0 0.7y 62.8 16) 66.2 0.7y 67.7 05 67.5 06 62.8

We have summarized the experimental results in Table 9. Due to the introduction of perturbation in our training
data, the performance of virtually all aggregators has deteriorated. It is worth noting that even in the absence
of attacks, the accuracy of the average aggregator has decreased from 71.7 to 68.7. However, in this scenario,
BOBA still exhibits better robustness than all the baseline methods, while also being more unbiased than the
majority of baselines. This suggests that BOBA can generalize to more complex non-IID settings that exhibit
both feature and label skewness.
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C.7 Extension to More FL Frameworks (RQ4)

In this part, we empirically show that our BOBA can be integrated with more FL algorithms with different local
update function. Specifically, we consider FedAvg (McMahan et al., 2017) with E = 5 local epochs (instead of
E =1 for FedSGD) and FedProx (Li et al., 2020b) with £ = 5 and local regularization hyperparameter u = 0.01.

With multiple local gradient descent steps, slightly abusing notation, we define the pseudo-gradient as follows:
g; = —(wi —wg)

where w¢ is the global parameter send to client i (before local update), and g; is the local parameter after local
update.

First of all, we empirically verify that Proposition 1 still approximately holds, even when using different local
update functions. With random initialization, we save all 100 honest (pseudo-)gradients and conduct principal
component analysis on them, under both IID and label skew settings. We sort all principal components with
their explained variance (from large to small), and plot them in Figure 13.
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Figure 13: PCA of honest gradients on MNIST (¢ = 10)

It shows that (1) the total variance for label skewness setting is much larger than IID setting, and (2) most of
the variances among honest gradients concentrate in the first ¢ — 1 = 9 principal components. It verifies that
Proposition 3.3 still approximately holds for FedAvg and FedProx.

Then, we evaluate whether BOBA can generalize these two FL frameworks. We run experiments with MNIST
data set.
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Figure 14: Applying BOBA on more FL frameworks

Figure 14 shows that BOBA can generalize FedAvg and FedProx. With the same number of communication

rounds, BOBA + FedAvg/FedProx achieve higher accuracy, indicating their faster convergence. Meanwhile,
BOBA remains its unbiasedness and robustness across all attacks.
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