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Abstract

Wildfires pose a significant and recurring challenge in North America, impacting both hu-
man and natural environments. The size and severity of wildfires in the region have been
increasing in recent years, making it a pressing concern for communities, ecosystems, and
the economy. The accurate and timely detection of active wildfires in remote areas is crucial
for effective wildfire management and mitigation efforts. In this research paper, we pro-
pose a robust approach for detecting active wildfires using multispectral satellite imagery
by leveraging vision transformers and a vast repository of landsat-8 satellite data with a
30m spatial resolution in North America. Our methodology involves experimenting with
vision transformers and deep convolutional neural networks for wildfire detection in multi-
spectral satellite images. We compare the capabilities of these two architecture families in
detecting wildfires within the multispectral satellite imagery. Furthermore, we propose a
novel u-shape vision transformer that effectively captures spatial dependencies and learns
meaningful representations from multispectral images, enabling precise discrimination be-
tween wildfire and non-wildfire regions. To evaluate the performance of our approach,
we conducted experiments on a comprehensive dataset of wildfire incidents. The results
demonstrate the effectiveness of the proposed method in accurately detecting active wild-
fires with an Dice Score or F1 of %90.05 and Recall of %89.61 . Overall, our research
presents a promising approach for leveraging vision transformers for multispectral satellite
imagery to detect remote wildfires.

Keywords: Vision Transformer, Wildfire Detection; Landsat-8; Multispectral Imaging;
Remote Sensing; Satellite Imagery

1. Introduction

Wildfires have become a growing concern in North America, posing significant threats to
both human lives and natural environments. Over the past years, the region has witnessed
an alarming increase in the size and severity of wildfires, necessitating the development of
effective detection and mitigation strategies. Timely and accurate identification of active
wildfires in remote areas is crucial for minimizing the damage caused by these destructive
events and enabling prompt firefighting and evacuation efforts.

Traditional methods of wildfire detection heavily rely on ground-based observations and
weather monitoring systems. However, these approaches often face limitations in terms of
coverage, scalability, and real-time detection capabilities. To overcome these challenges, the
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use of remote sensing technologies, particularly satellite imagery, has emerged as a powerful
tool for wildfire detection and monitoring.

Multispectral satellite imagery, such as the Landsat-8 dataset with a spatial resolution
of 30 meters, provides a comprehensive view of the Earth’s surface by capturing data across
multiple spectral bands. This rich source of information offers valuable insights into the
characteristics of wildfire-affected areas, including changes in vegetation, heat signatures,
and smoke plumes. Leveraging this wealth of multispectral data, along with advanced
machine learning techniques, holds great potential for enhancing the accuracy and efficiency
of wildfire detection systems.

In recent years, deep learning-based approaches, such as convolutional neural networks
(CNNs), have shown remarkable success in various computer vision tasks, including object
recognition and image classification. These methods have also been applied to wildfire de-
tection, leveraging satellite imagery to automatically identify fire-affected regions. However,
CNN-based models have limitations in capturing long-range dependencies and understand-
ing the complex spatial relationships present in multispectral data.

To address these limitations, we propose the integration of vision transformers, a recent
advancement in deep learning, into the task of active wildfire detection. Vision transformers
have demonstrated exceptional performance in various computer vision tasks, surpassing
the capabilities of CNNs in capturing global dependencies and modeling image context. By
applying vision transformers to multispectral satellite imagery, we aim to leverage their
strengths in learning meaningful representations and spatial dependencies, enabling more
precise discrimination between wildfire and non-wildfire regions.

In this research paper, we present a robust approach for active wildfire detection using
multispectral satellite imagery and vision transformers. Our methodology involves the
development of deep U-shape Vision Transformer that is trained on a vast repository of
Landsat-8 satellite data in North America. We compare the performance of alternative
architecture families in detecting wildfires within multispectral satellite images, evaluating
their accuracy and efliciency.

To validate the effectiveness of our approach, we conduct experiments on a comprehen-
sive dataset of wildfire incidents, assessing the detection performance through metrics such
as Dice Score or F1 and Recall. We used a dataset for active fire detection consisting of
over 150,000 image patches extracted from Landsat-8 satellite images captured worldwide
in August and September 2020. We utilized five specific spectral bands: SWIR1, SWIR2,
HCHO (formaldehyde), landcover maps, and the evaporation index as depicted in Figure 1.
In selecting the 5 input bands, our criteria aimed to maximize the diversity of spectral
information captured by the chosen bands while mitigating potential multicollinearity is-
sues, thus enhancing the model’s capacity to discriminate between wildfire and non-wildfire
regions. The results demonstrate the promising capabilities of our proposed method in
accurately detecting remote wildfires, thereby contributing to the advancement of wildfire
management and mitigation efforts.

The remainder of this paper is organized as follows. Section 2 provides an overview
of related work in the field of deep convolutional neural networks and vision transformers.
Section 3 describes the methodology, including the architecture design of our deep U-shape
Vision Transformer. Section 4 presents the experimental setup, including the dataset used
as well as results and analysis, followed by concluding remarks in Section 5.
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Figure 1: Sample spectral bands visualization above Klua Lake, BC (June 2023).

2. Related Work

e Deep Convolutional Neural Networks (DCNN): DCNN-based methods have been widely
used for image segmentation or pixel-wise classification, with U-Net Ronneberger et al.
(2015) being a popular choice due to its simplicity and performance. Several variants
of U-Net Rad et al. (2019a,b); Iglovikov and Shvets (2018); Rad et al. (2018c) have
also been proposed to further improve the performance. Global contextual infor-
mation is widely recognized as advantageous for semantic segmentation Luo et al.
(2016); Zhao et al. (2017); Chen et al. (2017). PSPNet Zhao et al. (2017) intro-
duced a pyramid pooling module that applies pooling operations at various scales,
while DeepLabv3 Chen et al. (2017) proposed parallel Atrous convolution with differ-
ent rates to integrate global context. However, the pooling operation with striding
in Zhao et al. (2017) may result in information loss at object boundaries, and the use
of dilated convolution with a large dilation rate in Chen et al. (2017) can give rise
to the "grinding” problem. CNN-based methods have achieved remarkable success in
this field, thanks to their powerful representation capabilities.

e Vision Transformers: Transformers Vaswani et al. (2017) initially gained prominence
in natural language processing (NLP) tasks, where they achieved state-of-the-art per-
formance. Building on this success, they have now made their way into the field
of computer vision. Vision transformers have the unique ability to capture global
dependencies and long-range interactions, making them valuable for tasks like image
recognition, object detection, and semantic segmentation. Unlike convolutional neural
networks (CNNs), which typically require fixed input dimensions, vision transform-
ers offer a flexible and scalable architecture that can handle images of varying sizes.
Vision Transformers (ViT) Dosovitskiy et al. (2020) were introduced to handle image
recognition tasks, but they require pre-training on large datasets. To address this,
approaches like Deit Touvron et al. (2020) have been proposed to improve the training
of ViT. A notable example is Swin TransformerSwin Transformer Liu et al. (2022),
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an efficient hierarchical vision Transformer, for various vision tasks, including image
classification, object detection, and semantic segmentation. One notable example of
this family of models is Cao et al. (2022).

o Self-attention/Transformer in conjunction with DCNNs: Researchers have also ex-
plored the combination of self-attention mechanisms, typically found in Transformers,
with CNNs to enhance network performance. Some approaches integrate self-attention
with CNN-based U-shaped architectures for medical image segmentation. Other stud-
ies focus on combining Transformers and CNNs to improve segmentation capabilities,
particularly in multi-modal brain tumor segmentation and 3D medical image segmen-
tation. Two notable examples of this family of models Chen et al. (2021) and Zhang
et al. (2021).

3. Methodology
3.1. Overall Architecture

Building upon the remarkable success of the Swin Transformer Liu et al. (2022), we present a
novel U-shaped Encoder-Decoder architecture called SubPixel-Swin (SP-Swin) Unet, specif-
ically designed for multispectral images. Our approach leverages the advantages of the Swin
Transformer and combines them with the U-shaped architectural design. In SP-Swin Unet,
both the encoder and decoder components are constructed using SP-Swin Transformer
blocks, resulting in a Transformer-based U-shaped architecture tailored for multispectral
image analysis.

Figure 2 provides an overview of the architecture of the SP-Swin Transformer, high-
lighting the best performing version. The architecture shares a similar structure for stages
1 to 4 with the Swin Transformer, but it incorporates two key differences. First, Stage 0 is
introduced to enhance the model’s ability to learn from multi-spectral images. Second, the
Shifted window partitioning used in the original Swin Transformer is replaced with Sub-
Pixel Window Partitioning in the SP Swin Transformer. The patch partitioning module
splits an input multi-spectral image into non-overlapping patches, like ViT and Swin. In
the SubPixel Swin (SP Swin) Transformer, individual patches are treated as ”tokens” with
their features constructed by concatenating the raw values from five multi-spectral bands.
Assuming a patch size of 4 x 4, each patch’s feature dimension is calculated as 4 x4 x 5 = 80.
To project these raw-valued features into an arbitrary dimension represented as C, a linear
embedding layer is applied. The resulting patch tokens, along with their embedded features,
are processed through multiple Swin Transformer blocks, which have modified self-attention
computations.

The proposed SP-Swin Transformer architecture, applies several Transformer blocks
with modified self-attention computation to patch tokens. To create a hierarchical repre-
sentation, patch merging layers are used to reduce the number of tokens as the network goes
deeper in a similar fashion as Swin Transformer. The first patch merging layer concatenates
the features of neighboring 2 x 2 patches and applies a linear layer to the concatenated fea-
tures. This reduces the number of tokens by a factor of 4 downsampling of resolution) and
sets the output dimension to 2C. More Transformer blocks are then applied for feature
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transformation, keeping the resolution at % X %. This process is repeated twice for ” Stage
3” and ”Stage 4,” resulting in output resolutions of 1% X 1—“(/), and 3% X %, respectively.

By utilizing these stages, the Swin Transformer generates a hierarchical representation
with the same feature map resolutions as traditional convolutional networks like VGG and
ResNet. This allows the proposed architecture to easily replace the backbone networks in

existing methods for various vision tasks.
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Figure 2: Architecture of the proposed SubPixel-Swin (SP-Swin) Unet.

3.2. Compact-Contextualize-Calibrate (C?) Block

Recently, there has been a surge in research focusing on Vision Transformers, showcasing
their effectiveness across a broad spectrum of computer vision tasks. Here, we investi-
gate a different application of Vision Transformers, which involves leveraging contextual
information to learn from multispectral images.
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The Compact-Contextualize-Calibrate (C?) block is a computational flow designed to
enhance the learning of features from multiple input bands, particularly when there is lim-
ited correlation among those bands. This flow enables more effective feature extraction and
representation in scenarios where the bands exhibit less mutual correlation by recalibrating
the input spatially and channel-wise.

Let Fiqnsf be a convolutional operation and K = [k1, k2, ..., kn] a set of learned kernels.
Then, transformed outputs are obtained by convolving the kernels over the input X: U; =
K X, X € RWxHxC 17 ¢ RWXH'XCK The 3 unit can be employed to processes the
input X to generate context-aware X' prior to performing the Fyqnsf. The input X goes
through three layers that are depicted in Fig. 3 and explained next.

e Compact: In order to identify key locations of the input, a spatial-wise compaction is
performed over all the input channels. This process generates a spatial-wise statistic
Z € RWxHxXL by compacting X, such the i, j-th element of Z is calculated by:

N

1 .

Zij = Feompt(X) = > X6, j) (1)
n=1

o (Contextualize: To further capture the contextual information, another step is taken

by applying a flexible operation. This operation must be able to learn contextual

relationships. To achieve this, a two-step down- up-sampling operation of factor r

(r =4 — 6 are empirically shown to be the most effective) is performed:

V = Feontat(Z) = Wad (W1 Z) (2)

Strided convolution is utilized as W1 for down-sampling and sub-pixel convolution as
Wy for up-sampling and ¢ is referred to the ReLu activation function.

e Calibrate: Finally, we direct the attention of the feature extraction to the key locations
of the input since not two pixels are worth the same. The (i, j)-th element of X, is
calibrated by:

XU(i,5) = Feat(Xe, V) = Xo(i, §) - o(V (4, 5)) (3)

Here o is referred to as the sigmoid activation function to bring V into the range of
(0,1).

It should be noted that C® blocks are designed to be lightweight, ensuring that they do
not impose a significant increase in model complexity or computational costs. The C? block
differs from the SE (Squeeze-and-Excitation) block introduced in Hu et al. (2018) in two key
aspects. Firstly, the C? block operates on both spatial and channel dimensions. Secondly,
while the SE block aims to refine learned features after CNN-based feature extraction, the
C? block contextualizes input features prior to feature transformation within a transformer
framework.
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Figure 3: Structure of the Compact-Contextualize-Calibrate (C*) Block

3.3. Cascaded Atrous Pyramid Pooling (CAPP)

A module involving depth-wise dilated convolution is introduced prior to stage 1 transformer
block in the Swin Transformer for multispectral images to effectively capture spatial con-
text, extract relevant features, and optimize efficiency in processing the high-dimensional
multispectral data.

Multispectral images have spatially correlated information across bands. Depth-wise
dilated convolution captures local and contextual information, leveraging the spatial context
and extracting comprehensive representations. Depth-wise dilated convolution captures
multi-scale patterns and structures by extracting features at different dilation rates. This
helps represent the diverse and complex characteristics of multispectral images. Finally,
Depth-wise dilated convolution reduces the number of parameters compared to traditional
convolutional layers, making it more efficient for processing high-dimensional multispectral
data.

Different approaches have been invented to capture global contextual information. For
example, PSPNet Zhao et al. (2017) proposed a pyramid pooling module by applying
pooling operations at different scales, while DeepLabv3 Chen et al. (2017) proposed parallel
Atrous convolution with different rates to incorporate global context. The pooling operation
with striding in Zhao et al. (2017) could lead to the information loss at object boundaries
and applying dilated convolution with a large dilation rate in Chen et al. (2017) could raise
the ‘grinding’ problem.

Dilated convolution Yu and Koltun (2016) has been increasingly utilized in the architec-
ture of several DCNNs Rad et al. (2018b,a); Yu and Koltun (2016); Yu et al. (2017); Wang
et al. (2017); Chen et al. (2017) to enlarge the receptive field without introducing additional
parameters to the network. In the dilated convolution, a kernel K with size s X s and the
dilation rate of 7 only visits its input signal F' at every 7" location of each dimension, as
defined in Eq. 1:

(F # K)(z,y) = Z Z K(m,n)F(x —rm,y —r.n)

m=—tn=—t

where t = (s—1)/2 (4)

According to Eq. 1, from a s; x sg4 dilated neighbourhood region, where sg; = (r —
1).(s — 1)+ s, only s x s pixels contribute to the computation of the response. All the s x s
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Figure 4: Structure of the Cascaded Atrous Pyramid Pooling (CAPP).

contributing pixels have the same distance of  — 1 pixels from each other and the centroid.
For example, in a 3 x 3 dilated kernel with r = 4, only 9 pixels (out of the 81) contribute
to the kernel response. This under-utilization of information amounts to approximately
~ 89%. Furthermore, as the dilation rate increases, the correlation between pixels gradually
diminishes, resulting in a reduction in the number of valid weights. Eventually, the 3 x 3
kernel behaves similar to a 1 x 1 kernel, as noted in Chen et al. (2017). These problems
motivate the proposal of CAPP, a simple yet effective solution to address the root cause of
the grinding problem.

The CAPP module, as illustrated in Fig. 4, pursues two primary objectives. First, it
eliminates the grinding issue by giving every single pixel in the dilated neighborhood a
role to participate in the computation of the kernel response. Second, it further enlarges
the receptive field to facilitate analyzing the complex structure of an image. In CAPP,
a large dilation rate of 2/ is backed up by smaller dilation rates of 2 where j > i > 0
with skip connections. Particularly, the dilation rate is increased to 2° at the (i + 1)t
level of the pyramid. In cascaded dilated convolution, not only does each pixel matter
but also its contribution is somewhat proportional to its distance from the central pixel.
Cascaded structure (i.e., instead of parallel) and concatenation with core features are two
major differences between CAPP and ASPP in Chen et al. (2017).

3.3.1. SP-SWIN TRANSFORMER BLOCK

Different from the conventional multi-head self-attention (MSA) module, swin transformer
block Liu et al. (2022) is constructed based on shifted windows. In Figure 5, two consecutive
SP-Swin transformer blocks are presented. Each SP-Swin transformer block is composed of
LayerNorm (LN) layer, multi-head self-attention module, residual connection and 2-layer
MLP with GELU non-linearity. The based multi-head self-attention (W-MSA) module and
the Sub-Pixel multi-head self-attention (SP-MSA) module are applied in the two successive
transformer blocks, respectively.

3.3.2. SuB-PIXEL WINDOW BASED SELF-ATTENTION

The use of sub-pixel shuffling window-based self-attention in the Swin Transformer instead
of a shifted window can be justified for several reasons:

e Reduced Information Loss: The sub-pixel shuffling window allows for a more precise
alignment of patches during the self-attention process. Unlike the shifted window
approach, which shifts the patches by a fixed stride, the sub-pixel shuffling window
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Figure 5: Two consecutive SP-Swin transformer blocks.

rearranges the patches in a way that minimizes information loss, as illustrated in
Figure 6. This ensures that the attention mechanism can capture fine-grained details
and preserve spatial information more effectively.

o Enhanced Local Context: By shuffling the patches using sub-pixel shuffling, the self-
attention mechanism can capture local context more accurately. This is because neigh-
boring patches, which contain related information, are placed closer to each other, al-
lowing the attention mechanism to better capture the dependencies and relationships
within the local context. The shifted window approach may introduce misalignment
and reduce the ability to capture precise local relationships.

o Improved Global Context: The sub-pixel shuffling window also facilitates the capture
of the global context in the self-attention mechanism. As the patches are rearranged,
the attention mechanism can effectively attend to patches that are spatially distant but
semantically related, as illustrated in Figure 6. This enables the model to capture long-
range dependencies and incorporate global context information into the representation
learning process.

e Better Integration with Hierarchical Structure: The sub-pixel shuffling window aligns
well with the hierarchical structure of the Swin Transformer. As the network pro-
gresses through different stages, the patches are merged and the resolution decreases.
The use of sub-pixel shuffling allows for a consistent alignment of patches across
different stages, maintaining the coherence of attention patterns and facilitating in-
formation flow between different levels of the hierarchy.

Overall, the sub-pixel shuffling window-based self-attention in the Swin Transformer
offers improved information preservation, enhanced local and global context modeling, and
better integration with the hierarchical structure of the network. These advantages justify
its use over the shifted window approach.
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Figure 6: Shifted window partitioning vs Sub-Pixel window partitioning.

4. Experimental Results

4.1. Experimental Setup
4.1.1. DATASET

We used a dataset for active fire detection consisting of over 150,000 image patches ex-
tracted from Landsat-8 satellite images captured worldwide in August and September 2020
from de Almeida Pereira et al. (2021). The dataset is divided into two parts: the first part
includes 10-band spectral images with outputs from three well-known handcrafted algo-
rithms for active fire detection, while the second part contains manually annotated masks.
We focused on North America and obtained the ground truth labels by using a voting
mechanism based on the outputs of the three algorithms. For this work, we utilized five
specific spectral bands: SWIR1, SWIR2, HCHO (formaldehyde), landcover maps, and the
evaporation index. These bands were selected to capture different aspects of the target
environment and enable effective training of our model.

4.1.2. IMPLEMENTATION DETAILS

The proposed SP-Swin-UNet model is implemented based on Python 3.8 and Pytorch1.8.0.
In order to enhance the diversity of the training data, a comprehensive range of data
augmentation techniques, including flips, scaling, translation, brightness, Gaussian noise,
synthetic clouds, and rotations, are applied to all training patches. The input image size
and patch size are set as 224 x 224 and 64, respectively. We train our model on two NVIDIA
Tesla T4 with a total of 32GB memory on Google Cloud in northamerica-northeast2-Toronto
region. During the training period, the SGD optimizer with momentum 0.9 for 100 epochs
using a cosine decay learning rate scheduler and 20 epochs of linear warm-up.

4.2. Quantitative Results
4.2.1. WILDFIRE DETECTION PERFORMANCE

To highlight the effectiveness of the proposed model, several widely adopted architectures
such as Baseline UNet Ronneberger et al. (2015) and TernausNet Iglovikov and Shvets
(2018) (winner of the Carvana challenge), PSPNet Zhao et al. (2017), DeepLab V3 Chen
et al. (2017), Blast-Net Rad et al. (2019a), Trans UNet Chen et al. (2021), and Swin
UNet Cao et al. (2022) are considered. Table 1 compares the performance of the proposed
Sub-Pizel Swin UNet model to that of other models considered in this study. Both the
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Table 1: Fire segmentation performance comparison (Dice Score or F1 %). The best results are in
bold black and the second-best ones are in teal.

Models |Size ||Dice (median)|Dice (stdev)|Recall| EC (kWh)|COze (Ibs)
UNet Ronneberger et al. (2015) 6m 79.98 2.7 78.25 16.5 15.7
TernausNet Iglovikov and Shvets (2018)|10m 82.12 5.1 79.61 24.5 234
PSPNet Zhao et al. (2017) 35m 84.69 4.9 82.92 21.3 20.3
DeepLab V3 Chen et al. (2017) 40m 85.38 4.8 83.54 20.8 19.8
Blast-Net Rad et al. (2019a) 25m 85.97 4.7 84.38 19.7 18.8
Trans UNet Chen et al. (2021) 42m 86.48 4.5 85.63 25.3 24.1
Swin UNet Cao et al. (2022) 27m 87.85 4.2 88.79 24.6 23.5
SP-Swin UNet w/o C° 14m 89.11 3.5 88.53 18.9 18.0
SP-Swin UNe w/o CAPP 12m 88.27 4.1 87.37 19.7 18.8
SP-Swin UNet 15m 90.05 2.9 [89.61] 18.2 17.4

Table 2: Pairwise comparisons between models using the Tukey’s HSD test.

Model 1 | Model 2 ||p-value (adj) |Reject
SP-Swin UNet|UNet Ronneberger et al. (2015) 0.0000 True
SP-Swin UNet|TernausNet Iglovikov and Shvets (2018) 0.0000 True
SP-Swin UNet|PSPNet Zhao et al. (2017) 0.0010 True
SP-Swin UNet|DeepLab V3 Chen et al. (2017) 0.0019 True
SP-Swin UNet|Blast-Net Rad et al. (2019a) 0.0024 True
SP-Swin UNet|Trans UNet Chen et al. (2021) 0.4952 False
SP-Swin UNet|Swin UNet Cao et al. (2022) 0.6081 False

model performance and the ecological aspects of the experimentation are presented. The
Dice Score or F1 values for fire segmentation indicate the accuracy of the models in delin-
eating fire regions. Both the mean and standard deviation of Dice Score or F1 are reported,
providing insights into the consistency and reliability of the segmentation results. Addition-
ally, the table includes information on the Energy Consumption (EC) and carbon footprint
(CO2e) of the models. This transparency is important to promote sustainable machine
learning applications by considering the environmental impact of training and running the
models. Quantitative values for Recall providing information about FN are reported in
Table 1 which are of particular importance in the context of fire.

Furthermore, in our study of the SP-Swin UNet model, we investigated the individual
contributions of its two key components: CAPP and C3. To highlight the significance of
these components, we conducted two separate experiments, eliminating one component at
a time.

4.2.2. STATISTICAL SIGNIFICANCE

To validate the significance of these differences, we employed statistical tests, specifically an
analysis of variance (ANOVA) followed by Tukey’s Honestly Significant Difference (HSD)
test. The post hoc test results provide insights into which pairs of methods have statistically
significant performance differences and which differences might be considered marginal.
While certain performance differences may not exhibit statistical significance, it’s important
to note that even modest improvements hold the potential to yield life-saving outcomes in
the critical context of wildfire detection.
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4.2.3. PERFORMANCE AND TRAINING SIZE

Figure 7 depicts the performance of various models in relation to the training ratio. The
training ratio refers to the proportion of available data used for training the models. This
figure highlights the models’ ability to learn from limited data. Even with very little training
data, some models exhibit better learning capabilities compared to others, indicating their
potential for efficient knowledge extraction and utilization. The proposed SP-Swin UNet
achieves superior performance for all training ratios considered.
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Figure 7: Performance comparison of models with different training ratios.
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Figure 8: Performance versus training compute for different models: Vision Transformers Dosovit-
skiy et al. (2020), Swin UNet Cao et al. (2022), Trans UNet Chen et al. (2021), and our
SP-Swin UNet.

4.2.4. PERFORMANCE GAINS AND COMPUTATIONAL DEMANDS

Our experimental results demonstrate the effectiveness of the SP-Swin UNet vision trans-
former in improving wildfire detection accuracy, particularly in scenarios where long-range
dependencies are essential. However, it is important to consider the potential trade-offs in-
troduced by the increased computational complexity compared to other models considered.
Figure 8 contains the performance versus total training compute. First, it can be observed
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that SP-Swin UNet outperforms ViT and Trans UNet on the performance/compute trade-
off. Second, SP-Swin UNet uses approximately 10% — 15% more compute to attain the
same performance as Swin UNet. Third, at larger computational budgets SP-Swin UNet
outperforms Swin UNet by 2% in Dice Score, but that improvement comes with 8% more
computational demand.

4.2.5. LATENCY AND THROUGHPUT

Furthermore, the throughput in terms of images processed per second (image/s) is mea-
sured. This metric provides insights into the model’s efficiency during inference which is
particularly relevant to real-time applications such as wildfire detection. It turns out that
our SP-Swin UNet vision transformer achieves an inference throughput of 681.8 images/sec,
surpassing the performance of the ViT model, which achieves 632.1 images/sec by a margin
of 50. Furthermore, the SP-Swin UNet falls short of Swin UNet (with 715.3 images/sec.)
by a mere 35 images/sec.

4.3. Qualitative Results

Figure 9 presents the qualitative results comparing the fire identification maps generated
by the proposed SP-Swin UNet model and those of Trans UNet Chen et al. (2021) and
Swin UNet Cao et al. (2022). The figure consists of seven rows, each representing a sample
patch. The first column (column a) displays false-color Landsat-8 patches and the second
column (column b) shows the green channel of the input images providing visual context for
the subsequent columns. Columns ¢ and d showcase the results of Trans UNet Chen et al.
(2021) and Swin UNet Cao et al. (2022), respectively, representing alternative segmentation
approaches for comparison. Finally, column e displays the fire prediction map generated
by the SP-Swin UNet model, indicating the areas identified as fire. The qualitative results
provide a visual assessment of the model’s performance in accurately delineating fire regions
and highlight the effectiveness of the proposed approach in fire segmentation tasks.

In the context of our analysis, the different categories of pixel classifications are visually
represented using distinct colors. True negatives (TN) are represented by the color black,
indicating correct identification of non-fire regions. True positives (TP) are visualized in
white, representing accurate detection of the fire regions. False negatives (FN) are depicted
in blue, indicating instances where the fire regions were present but not detected. Lastly,
false positives (FP) are shown in red, representing cases where the fire regions were incor-
rectly identified despite their absence. It is important to note that the impact of a single
false negative in fire mask segmentation cannot be underestimated. Even a small fire, if
undetected, can quickly spread and grow, leading to catastrophic outcomes.

5. Conclusion

In conclusion, this research paper proposed a robust approach for detecting active wildfires
using multispectral satellite imagery in North America. While we focused on North Amer-
ica due to the urgency of addressing the alarming increase in wildfires and their impacts,
we recognize the importance of adapting and assessing our approach for different parts of
the world with varying wildfire characteristics. By leveraging vision transformers and a
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a) False Color b) Grayscale ¢) Trans UNet d) Swin UNet e) SP-Swin UNet
(SWI2, SWI1, Green) Green Channel only

Sample No. 6 Sample No. 5 Sample No. 4 Sample No. 3 Sample No. 2 Sample No. 1
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Figure 9: Qualitative comparison of the Blast-Net and the state-of-the-art models. Here, white
represents True positives (TP), blue represents False negatives (FN), and red represents
False negatives (FN).
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vast repository of landsat-8 satellite data, the study aimed to address the increasing size
and severity of wildfires in the region. A novel u-shape vision transformer was proposed
to effectively capture spatial dependencies and learn meaningful representations from mul-
tispectral images. Vision transformers have emerged as a promising alternative to CNNs,
leveraging the power of self-attention mechanisms to capture global dependencies and long-
range interactions in images. Vision transformers have demonstrated promising results in
learning from limited amounts of data. However, training Vision transformers can become
challenging and it often requires pre-training on large-scale datasets, such as ImageNet, to
achieve their full potential.
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