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Abstract

Attribute-aware face recognition has gained increasing attention in recent years due to its
potential to improve the robustness of face recognition systems. However, this may raise
concerns about potential biases and privacy issues. To alleviate this, some studies involve
complex designs to obtain independent ID and attribute features and fuse them based on
the application scenario (for better accuracy or fairness). In this paper, we obviate their
complex design and demonstrate that the Nearest neighbours Proxy Triplet (NPT) loss has
an intrinsic capability for feature disentanglement. To further enhance the effectiveness of
NPT, we propose a novel margin-based loss, namely Adaptive-rank NPT, which naturally
separates the identity and attribute features. While a margin-based loss ensures inter-class
separability, it imposes no constraints on intra-class compactness. The samples that meet
the inter-class margin will not contribute to network training. To mitigate this issue, we
propose an adaptive distance measurement to promote the compactness of the learned
features, resulting in the final Ada?NPT loss. The experimental results obtained on several
benchmarks demonstrate the superiority and merits of the proposed loss function over the
state-of-the-art losses in terms of accuracy and fairness.

Keywords: Attribute-Aware Face Recognition, Triplet-based Loss, Face Recognition Fair-
ness

1. Introduction

Most modern face recognition systems Deng et al. (2021); An et al. (2022) use Convolutional
Neural Networks (CNNs) to extract identity-discriminative features from facial images.
However, these methods may overlook essential attributes, such as gender, ethnicity, etc.,
that could further improve the performance of a face recognition system. Attribute-aware
face recognition Howard et al. (2019); Grother et al. (2019) aims to integrate additional
attributes into the recognition process, offering enhanced capabilities of a trained network
for practical applications with diverse populations and varying scenarios.

There are two main approaches for handling attribute features: entangling attribute
features with identity or disentangling them. Typically, the entanglement method yields
better recognition accuracy as it includes rich information. However, addressing potential
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biases and privacy concerns becomes critical with this method, as attribute and identity
features may be mutually correlated, thus reflecting the biases inherent in the training
database. To mitigate this issue, disentangling attribute features from identity features is
essential for developing fair and unbiased recognition systems. By focusing on identity-
related information, we can mitigate the risk of biased decision-making and protect the
individual’s privacy. Moreover, disentangled features allow for more flexible models, making
it easier for researchers to choose related attributes to develop more fair /accurate algorithms
for different scenarios.

To extract low-correlated attribute and ID features, the choice of loss function is im-
portant. A CNN-based model usually uses cross-entropy Deng et al. (2019a) or triplet loss.
Cross-entropy primarily focuses on the decision boundary and learns a sophisticated clas-
sifier, resulting in a less structured feature space where attribute and identity features are
inadequately disentangled. To mitigate this issue, it is a common practice to introduce other
losses or regularisation terms to specify the desired solution more precisely. For instance,
Debface Gong et al. (2020) constructs classifiers for each attribute and applies adversarial
losses among them to disentangle attribute features from identity. Specifically, an attribute-
specific classifier aims to predict the attribute accurately by giving the attribute features
but is incapable of estimating other attributes by giving other attribute features. With the
above constraint, the loss design is complicated when more attributes are involved.

In contrast, a triplet-based loss Schroff et al. (2015) focuses on learning discriminative
embeddings by constraining the distance between anchor examples and positive examples to
be smaller than the distance between anchor examples and negative examples. It encourages
the model to learn embeddings that make images of the same class closer and those of
different classes farther apart. As a result, triplet loss is more adept at learning independent
embeddings. Thus, we opt for a triplet-based loss in our design. Specifically, we employ
Nearest Proxies Triplet Loss (NPT Loss) Khalid et al. (2022) as our baseline. Compared
with the conventional triplet loss, NPT does not require numerous triplets across all the
classes, which is time-consuming. Instead, it only considers the closest negative class during
training. Consequently, NPT inherently possesses hard (closest) class mining capability,
leading to more discriminative identity features. In this work, we further investigate NPT
to uncover its innate capacity for feature disentanglement. Note that NPT has a low
convergence rate because it only considers the closest negative class in each iteration. A
naive way to boost the speed is to update the network with losses from more negative
classes, but this will fail to mine hard classes and result in a compromised performance
for challenging samples. To address this issue, we propose adaptive-rank NPT (AdaN PT')
which adaptively adjusts the number of negative classes (the rank) during the whole training
process based on the amplitude of the loss.

As a margin-based loss, AdaN PT focuses on discriminative feature learning but ignores
the distribution of positive samples when they satisfy the margin constraint. Consequently,
the identity features can have considerable intra-class variations, which can compromise the
identification or verification performance. Some works attempt to optimise the Euclidean
distance between the samples and their corresponding class centres when located inside the
margin hinge Wen et al. (2016). However, the Euclidean distance is sensitive to outliers. To
address this, we propose to use a novel distance metric to measure the within-class distance
adaptively based on the sample vicinity to its class weight vector. This controls the network
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training and focuses on the challenging learnable samples by amplifying the magnitude of
their gradients. Moreover, it ignores the well-learned samples while mitigating the effects
of the noisy/low-quality samples.

In summary, the main contributions of this paper include:

o We investigate the NPT loss for attribute-aware face recognition and demonstrate
that NPT achieves automated feature disengagement, avoiding complicated network
designs.

e We propose an adaptive-rank annealing mechanism to effectively control the network
training process with NPT. The adapted rank guides the network to disambiguate the
classes from coarse to fine by initially considering all negative cohorts and gradually
shifting the focus to the most challenging one.

e We use a new distance metric to compact the intra-class representations. This novel
distance metric is robust to outliers while condensing the intra-class samples more
forcefully.

o We evaluate the proposed method on several well-known benchmarks and demonstrate
the effectiveness of the proposed loss. Moreover, we show that our solution achieves
better performance in terms of fairness across different gender and ethnicity cohorts.

2. Related Work
2.1. Attribute-Aware Face Recognition

The performance of modern face recognition systems has significantly improved in the last
decade, but they still suffer from diverse appearance variations of human faces. To al-
leviate this, researchers tend to utilise attributes, e.g., gender and ethnicity, to extract
contextual and structural information to be more tolerant of these variations. Hu et al.
(2017) thoroughly examined the issue of fusing identity features with attribute features
by recasting feature fusion as a gated two-stream neural network. Given the assumption
that attributes could share low-level features from a representation learning standpoint,
some research delves into multi-task learning Rudd et al. (2016); Ranjan et al. (2017) for
high-performance face recognition.

While the performance of recognition systems improved, researchers noted that identity
features preserving sensitive attributes, such as ethnicity, could introduce bias. Thus, more
studies investigated facial attributes for fairer performance. Quadrianto et al. (2019) pro-
posed a reprocessing method to obtain balanced data for network training. In a different
approach, Zhang and Sang (2020) employed data augmentation with adversarial samples to
balance training data with varying sensitive attributes. Ramaswamy et al. (2021) enhanced
this approach by generating data pairs, such as individuals with and without glasses, to
ensure fairness.

However, Wang et al. (2019b) claimed that having a balanced training data set is in-
sufficient to improve fairness. Therefore, they designed a metric to measure a model’s bias
to re-scale the training set and a method to mask the gender-sensitive information in the
representation. Liu et al. (2019) thought applying a constant margin to all cohorts is sub-
optimal. Therefore, they proposed a fair loss, assigning different margins to various classes.
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To simultaneously handle fairness among several attributes, Gong et al. (2020) decouple the
learned features into four independent embeddings and set adversarial losses among them
to reduce the feature correlation. Xu et al. (2021) introduced an inequality penalty to their
network. They defined an instance FPR as the ratio between the number of non-target
similarities above a unified threshold and the total number of non-target similarities. By
adopting the penalty based on the instance FPR, they gain consistent FPR, i.e. fairness,
across various attributes. These methods require efforts in training data or designing com-
plex loss functions which are not flexible in real applications. In this paper, we provide a
more straightforward solution by investigating triplet-based losses.

2.2. Triplet-based Loss

Schroff et al. (2015) proposed the triplet loss, which minimises the distance between the
anchor point and positive examples within the class and maximises the distance between the
anchor point and negative examples without the class. However, easy triplets may dominate
the training progress by random sampling, resulting in poor performance for challenging
unseen samples. To address this issue, Hermans et al. (2017) performed hard-sample mining
within each training batch. For natural hard-sample mining, the Nearest Proxies Triplet
(NPT) loss Khalid et al. (2022) was proposed to optimise the closest negative class instead
of all categories and thus inherently mines challenging classes. In this paper, we first
investigate and reveal that NPT possesses the capacity to attain independent attribute
features. However, NPT still suffers from slow convergence due to the optimisation of only
the closest negative class. This inflexibility hinders NPT’s applicability to large training
datasets. To boost the training speed, we introduce an adaptive-rank annealing mechanism
that considers all negative ranks in the initial stage and progressively anneals the rank as
the network training goes on.

2.3. Compacted Feature Learning

A triplet-based loss aims to ensure that the distance between the features of the same
individual is smaller than the distance between the features of different individuals by a
predefined margin. Different from the triplet loss, another loss category deals with face
recognition as a multi-class classification task. Therefore, softmax and cross-entropy are
used to learn an identity classifier to determine the class boundaries. However, cross-
entropy may not always yield highly discriminative features, as they solely concentrate on
the boundary. To address this limitation, Wen et al. (2016) proposed the centre loss, which
establishes a centre for each class and minimises the distance between each sample in a mini-
batch and its corresponding class centre, thereby reducing intra-class distance. However,
Euclidean distance is sensitive to outliers, which can misdirect the optimisation process.
Alternatively, L-softmax Liu et al. (2016) modified the classifier output by incorporating
the magnitudes of classifier weights, identity embeddings, and the cosine of angles. It
uses an additional positive scalar to the angle, which further constrains the softmax due
to the cosine function’s monotonically decreasing nature. Subsequently, Liu et al. (2017)
normalised the classifier weights making the network focus on the angle compactness of
the embedding. In contrast, AM-softmax Wang et al. (2018a) normalises the embeddings
to eliminate the effects of embedding magnitudes and uses a margin to the cosine value to
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Figure 1: The overall network architecture of the proposed method with a two-phase train-
ing strategy. First, the encoder generates embeddings for gender (red), identity
(green), and ethnicity (yellow) simultaneously. The identity embeddings from
this stage can be used for unbiased face recognition. Second, these embeddings
are fused as a final embedding for high-performance face recognition accuracy.

learn compact and discriminative representations. Later, arcface Deng et al. (2019a) further
enhanced AM-softmax by replacing the cosine margin with the angle margin.

Note that all these methods tend to impose stricter Euclidean, cosine, or angle margins
on the classifier for compacted feature learning. However, they fail to consider the samples
located within the margins. The challenging samples will dominate the training progress in
the later stage and make the network sensitive to outliers. To alleviate these concerns, we
use a novel distance measurement that adaptively determines well-trained samples’ contri-
butions based on their distance to their class centres.

3. The Proposed Method

In this section, we first introduce the overall network architecture and the NPT loss. We
also analyse the ability of NPT to promote feature disentanglement. Then we present our
adaptive-rank annealing mechanism and introduce the adaptive distance measurement for
our final Ada?NPT loss.

We use a modified ResNet-50 model as our backbone Wang et al. (2018b) and employ a
two-phase training strategy, as shown in Fig. 1. In the first phase, we learn identity, gender,
and ethnicity attributes through three separate branches. Following the multi-task network
training, we use the fused embedding to obtain the final identity classification results in the
second phase, while the phase 1 network remains frozen during this stage. Note that, both
the embeddings obtained by the first and second phases can be used for face recognition,
depending on the requirement of fairness or accuracy in a specific task.

3.1. From Triplet to NPT

The triplet loss Schroff et al. (2015) was proposed to train face recognition systems on
large-scale datasets. It calculates the similarity between two image embeddings. The aim
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Figure 2: The distribution of the cosine similarities among different attribute embeddings.
By applying the NPT loss, the cosine similarities identity and gender (I_.G), iden-
tity and ethnicity (I_R), and gender and ethnicity (G_R) are close to 0.

is to maximise the distance between a pair of images from the same class and minimise the
distance between two images from different classes. In other words, the goal is to maximise
the inter-class distance and minimise the intra-class distance. In the training phase, a batch
updates the network based on the loss of triplets (Z{,ZF,Z"), where Z € RW>HX3 1}/ and

H are the width and height of an image. Z¢ is the ith anchor, Z¥ is the positive sample
with the same identity, and Z?* is the negative sample. Each triplet needs to meet:

le(Zf) = e(@)l; = lle(Z?) = e(Z)3 +m <0, (1)

where e : RV*H>3 _ RE is a mapping that obtains the feature embedding of the input
image. FE is the dimensionality of the output feature embedding vector.

The triplet loss can learn discriminative feature embeddings by constructing anchor,
positive and negative pairs inside a batch. Instead of using actual samples as positive and
negative examples, NPT uses proxy vectors representing class centres. The proxy vectors
are learned during training and updated to encourage the distance between the anchor
and its positive proxy centre to be smaller than the distance between the anchor and the
proxy centres of other classes. However, most anchor and negative centre pairs are easy
to learn, and this limits the performance of challenging samples. Instead of a complicated
hard-sample mining strategy, the NPT loss focuses on the separation between an image
embedding and its nearest-neighbour negative proxy/class-weight vector:

N
NPT = %Z[He(fﬂ = wpi)l[3 = [le(Zi) = wai) 5 + m]+ (2)

=1

where N is the batch size and m is the margin. w,; € RE and w,,; € R¥ are the weight
vectors (proxies) of the positive and nearest negative classes to Z;. All the weight and
embedding vectors are normalised to unit vectors. The separation from the closest neighbour
implicitly guarantees separation from the other classes.

3.2. The disentanglement ability of NPT

In this paper, we investigate and demonstrate the capability of NPT in feature disentan-
glement. We build our network as shown in Fig. 1 and train it using multiple losses,
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Accuracy
LFW CFP-FP CPLFW AgeDB
Gender | 65.82 65.67 52.72 67.83
Ethnicity | 69.47  68.57 55.13 67.65

Feature

Table 1: The 1:1 face verification accuracy (%) when using the gender/ethnicity embed-
dings.

characterising the complementary objectives. To analyse the properties of the embeddings
outputted by the backbone encoder, we normalise the outputs from the gender, ethnicity,
and identity branches separately. We then calculate the cosine similarity between identity
and gender (I_G), identity and ethnicity (I_R), and gender and ethnicity (G_R). We show
the distribution of the cosine similarity among the attributes in Fig. 2. We can see that
most of the cosine similarity scores are close to 0 which means that embeddings from dif-
ferent attributes are almost orthogonal to each other, exhibiting low correlations among
each other. Besides, we conduct 1:1 face verification on several popular benchmarks with
gender /ethnicity embeddings as shown in Table 1. It is clear that gender/ethnicity embed-
dings contain less identity information and can only result in performance close to random
guessing. These observations demonstrate that NPT has the innate ability to disentangle
the embeddings of various attribute pairs.

The intuitive interpretation of this property is that the NPT loss is designed to minimise
the intra-class distances of embeddings. When applied to gender classification, embeddings
from different male identities are constrained to be close to each other, as they share the
same gender attribute. Conversely, for identity classification, these individuals’ embeddings
are expected to be distant from each other due to their unique identities. To fulfill both
gender and identity classification requirements, the gender and identity embeddings should
exhibit low correlation. This principle applies to all attribute pairs, demonstrating the
effectiveness of the NPT loss in feature disentanglement.

3.3. Adaptive-rank Annealing

NPT has a natural mechanism for hard sample mining. However, human faces include
heavy appearance variations, the distance to many other negative classes can be pretty
close to the nearest one. By restricting the network update to the nearest negative proxy,
each sample can only contribute to separating two classes in one iteration. Its focus on the
top-one negative category results in the need for more iterations for network optimisation.

A solution to this problem is to relax the rank number so that the training progress can
benefit from several pairs in each iteration. However, using multiple negative proxies tends
to blur the class boundaries, and makes it more difficult to learn generally good embeddings
within the rank hinge. As a result, the accelerated learning algorithm cannot achieve a good
quality discrimination in the latent space and its solution to the face recognition problem
is sub-optimal. To alleviate this problem, we propose Adaptive-rank NPT that learns
discriminative embeddings with fast convergence. As the larger rank can introduce more
contributors to the training process, we consider all negative pairs in the initial training to
help the network learn general feature representations. Then we adaptively reduce the rank
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Figure 3: Progress of Ada NPT training. From the 2D visualisation, it is evident that the
network is generally able to learn separable embeddings, starting with a high
number of proxies, and gradually focusing on the challenging negative classes as
the rank is annealed. Ultimately, AdaN PT finds a discriminative latent space.

in the training progress to make the learned features more discriminative until the rank
reaches 1. With the rank annealing parameter, our AdaN PT is formulated as follows:

AdaNPT, = Z — w2 — — Z e(Zs) — Wai) |5 +m]4, (3)

where r; is the rank at stage t € {1,2,...,7}. When r; = 1, the AdaN PT loss degrades to
the basic NPT loss. For 1, we use a Gaussian-style function as our rank annealing strategy.
Based on the amplitude of the loss, the annealed rank r; can be represented as:

rt:rt_l—(f*Me_o‘f—i—%), (4)
V2xm T

where M is the number of classes of the training set, f and « are hyper-parameters to

control the shape of the function and T is the maximal times of rank updates. ¢ is the

absolute amplitude value defined as |(l. — [,)/,|, where [, and [, are the average loss values

of current and previous epochs.

For stable training progress, we keep the rank unchanged after each update until the
loss enters a local plateau. If the loss is not optimised after 2 epochs, then we consider it
enters the local plateau, and the rank should be adjusted. To boost the progress of training,
we only focus on significant changes, which means that the loss is recognised as optimised
if it is 10% less than the previous best loss. Therefore, the largest amplitude value that
can trigger our AdaN PT loss will be 0.1. To meet this, 1 — 7 should be close to M /T
when g = 0.1. By holding this rule, we approximately set o as 426. regarding the other
parameters, we set the maximal times of rank updates as T' = 5 to guarantee that the rank
will anneal to 1 within 5 adaption steps. We set the upper boundary of r,_; —ry as 2« M/5.
When g = 0, \J;% = %, by solving this, we roughly set f as 0.5.

With these settings, our AdaN PT loss can learn discriminative embeddings in a coarse-
to-fine manner. For better understanding, we randomly select ten identities and project
their embeddings to 2D space by T-SNE. As shown in 3, the embeddings become more and
more discriminative when the rank anneals to 1.
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3.4. Adaptive Distance Measurement for Compacted Feature Learning

Incorporating adaptive-rank annealing into the network enables learning informative em-
beddings through hard-class mining. However, akin to other margin-based loss functions,
our AdaN PT loss can only ensure that a sample’s distance to its corresponding class centre
is further from other negative classes by a margin. However, samples located within the
hinge will not contribute to the training process, even if they remain distant from the centre.
Consequently, AdaN PT loss fails to enhance the compactness of each cohort and obtains
less discriminative features.

To address this limitation, we aim to ensure that all samples continue to contribute to
the training process, persistently pushing them toward their corresponding class centres,
even after meeting the margin conditions. To achieve this, we could resort to the centre
loss Wen et al. (2016), which minimises the Euclidean distance between each sample and
its corresponding centre, explicitly constraining the intra-class compactness. However, Eu-
clidean distance is sensitive to outliers. The network may focus on hard noisy samples but
neglect high-quality challenging samples.

Throughout the training process, the network is optimised based on the direction (gra-
dient) and stride (loss value) derived from the training objectives. Since outliers generate
larger loss values, they dominate the network training in later stages, leading to over-fitting
and diminished generalisation capabilities. Motivated by these concerns, we propose a novel
distance measurement technique to balance the contributions of easy and challenging sam-
ples. To achieve this, we incorporate Rectified Wing (RWing) loss Feng et al. (2020) with
our AdaN PT loss. RWing was originally designed for regression tasks to ensure easy sam-
ples have a larger gradient magnitude while difficult samples exhibit the opposite effect.
In our work, we adopt it as a distance metric to measure the contribution of the samples
located within the margin. In our work, we define the measurement as:

0 if |z] <b
D(z) = S hin(l+ (|z] = b))/u  fb<|z|<h (5)
lz| — C Otherwise,

where |z| represents the Euclidean distance between a sample and its class centre, b is the
lower boundary defining well-trained samples, and h is the upper boundary. The network
should concentrate on samples with losses in the interval [b, k). If the loss exceeds h, the loss
becomes a linear function. C is set equal to hin(1 + (h —b))/p to guarantee the continuity
of the function and the hyper-parameter u is set to 1.

3.5. The Final loss

We obtain our final Ada?NPT loss function by combining adaptive-rank annealing and
adaptive distance measurement into the NPT loss:

AdaNPT if AdaNPT >0
Ada®NPT = { 2% tAdaN > (6)
D(dp) Otherwise ,
where d, = ||e(Z;) — Wp;i)| |3 denotes the distance between the sample embedding and its

corresponding class centre. The Ada?NPT loss merges the benefits of adaptive-rank anneal-
ing, concentrating on hard class mining, with an adaptive distance measure. This addresses
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the shortcomings of margin-based loss functions regarding their propensity to achieve com-
pactness within each group. In our experiments, we apply the Ada?NPT on ID classification
and set the margin to 1. The hyper-parameters d and w to 0.1 and 0.9, respectively. For
gender and ethnicity classification, we adopt the NPT loss for training. The whole network
loss is a combination of three tasks:

Loss = Lip + Lethnicity + Lgendera (7)

where Lip, Lethnicity and Lgenger are losses of ID, ethnicity and gender respectively.

4. Experiments

We first compare the proposed method with the state-of-the-art methods. Then, we demon-
strate the capability of the proposed method in unbiased face recognition across various de-
mographics. Last, we analyse the contribution of each adaptive mechanism in the ablation
study. To perform a comprehensive analysis, we train our model on both tiny (number of
images < 0.5M) and large-scale datasets (number of images > 0.5M) to demonstrate the
effectiveness of our method. To be specific, we use the CASIA-WebFace Yi et al. (2014)
dataset, which contains 494,414 images of 10,575 real identities collected from the web, as a
tiny benchmark. We use the MS1M-V2 Deng et al. (2019a) and MIS1M-V3 Deng et al.
(2019b) datasets, containing 5.8M images of 85K identities and 5.1M faces of 91k identities,
respectively, as large-scale benchmarks.

We train our model, with Resnet-50, Resnet-100 and Resnet-100 as the backbone, on
CASTA-WebFace, MS1M-V2, and MS1M-V3 for 32, 24, and 24 epochs, respectively, on 2
RTX3090 GPU cards with a batch size of 512. We optimise the network with SGD and
set the momentum and weight decay to 0.9 and 5e-4, respectively. The learning rate starts
from le-1 and decreases by a factor of 10 at 10/10/10, 20/18/18, and 28/22/22 epochs. For
pre-processing, we crop the input image to 112 x 112 and align faces with five landmarks,
following Wang et al. (2018b).

4.1. Comparison with State-of-The-Art

We first compare our method with the state-of-the-art approaches on several popular bench-
marks, including LEW Huang et al. (2008), CFP-FP Sengupta et al. (2016), CPLFW Zheng
and Deng (2018), AgeDB Moschoglou et al. (2017), IJB-B Whitelam et al. (2017), and IJB-
C Maze et al. (2018). We present the 1:1 face verification performance of models trained
with MSIM-V2, MS1IM-V3, and CASIA-WebFace in Tables 2, 3, and 4, respectively.
According to the tables, our method consistently achieves the best results on LEFW,
AgeDB, and 1JB-C. It also attains the second-best performance on CPLFW and IJB-B,
which contain abundant faces with large poses. This indicates that our method may not
fully address pose variations when compared with AdaFace. The specific focus of AdaFace
on challenging samples might cause this disparity, while our approach also aims to main-
tain fairness across samples. The average performance indicates our superior overall face
verification results on various occasions. The superior performance of our method on var-
ious benchmarks demonstrates the effectiveness of the proposed Ada?NPT loss in learning
discriminative embeddings for face recognition. By incorporating adaptive-rank annealing
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Method Benchmark
LFW CFP-FP CPLFW AgeDB Average | IJB-B 1JB-C
CosFace Wang et al. (2018b) 99.81 98.12 92.28 98.11 97.08 94.80
ArcFace Deng et al. (2019a) 99.83 98.27 92.08 98.28 97.12 94.25

CurricularFace Huang et al. (2020) | 99.80 98.37 93.13 98.32 97.41 94.80
BroadFace Kim et al. (2020) 99.85 98.63 93.17 98.38 97.51 94.97

MagFace Meng et al. (2021) 99.83 98.46 92.87 98.17 97.33 94.51
SCF-ArcFace Li et al. (2021) 99.82 98.40 93.16 98.30 97.42 94.74
AdaFace Kim et al. (2022) 99.82 98.49 93.53 98.05 97.47 95.67

Ours 99.86  98.42 93.43 98.39 97.53 95.59

Table 2: A comparison with the state-of-the-art methods trained on MS1IM-V2 in terms of
1:1 verification accuracy (%), with ResNet-100 as the backbone. For IJB-B and
IJB-C, the face verification TAR (QF AR = le — 4) is reported.

Method Benchmark
LFW CFP-FP CPLFW AgeDB Average | IJB-B 1JB-C
VPL-ArcFace Deng et al. (2021) | 99.83 99.11 93.45 98.60 97.75 95.56  96.76
AdaFace Kim et al. (2022) 99.83 99.03 93.93 98.17 97.74 95.84  97.09
Ours 99.85 99.01 93.55 98.62 93.76 95.60 97.11

Table 3: A comparison with the state-of-the-art methods trained on MS1M-V3 in terms of
1:1 verification accuracy (%), with ResNet-100 as the backbone. For IJB-B and
IJB-C, the face verification TAR (QF AR = le — 4) is reported.

Benchmark
Method LFW CFP-FP CPLFW AgeDB
ArcFace Deng et al. (2019a) 99.30 95.30 89.85 94.23
CurricularFace Huang et al. (2020) | 99.36  95.61 89.88 94.18
AdaFace Kim et al. (2022) 99.42 96.41 89.97 94.38
Ours 99.55 96.40 89.92 94.96

Table 4: A comparison with the state-of-the-art methods trained on CASIA-WebFace in
terms of 1:1 verification accuracy (%), with ResNet-50 as the backbone.

and adaptive distance measurement, we successfully improve the compactness and discrim-
inative capacity of the network, outperforming the state-of-the-art methods in numerous
scenarios.

4.2. Fairness on Gender and Ethnicity

For a fair comparison with Debface, we train our models on the BUPT-Balancedface
dataset Wang and Deng (2020), which contains 1.3M images from 28K celebrities and
is approximately ethnicity-balanced, with 7K identities per ethnicity (Caucasian, Indian,
Asian, and African). We test the performance on the RFW dataset Wang et al. (2019a).
As RFW only provides ethnicity labels, following Khalid et al. (2021), we train a ResNet-18
model with the combination of IMDB Rothe et al. (2018), UTKFaces Zhang et al. (2017),
AgeDB Moschoglou et al. (2017), AFAD Niu et al. (2016), and AAF Cheng et al. (2019)
datasets to estimate the gender labels.
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Accuracy 1 L Accuracy 1 .
Method Caucasian | African | Asian | Indian Bias | Female Male Bias |
DebFace 95.95 93.67 94.33 94.78 | 0.83 94.86 95.43 0.29
Ours 95.96 93.82 | 94.42 | 94.80 | 0.78 95.01 95.45 | 0.22

Table 5: A comparison of the ethnicity and gender fairness between the proposed method
and DebFace in terms of 1:1 verification accuracy (%).

Following the methodology in DebFace Gong et al. (2020), we use the standard deviation
of the 1:1 verification accuracy among the ethnicity /gender cohorts to assess the fairness
of the trained model. As reported in Table 5, the embeddings obtained through our model
benefit from the intrinsic disentanglement ability of the Ada?NPT loss, resulting in better
fairness than DebFace across both ethnicity and gender cohorts. This improved fairness
demonstrates the effectiveness of the Ada?NPT loss in addressing the challenges of attribute-
aware face recognition, particularly in terms of achieving a more balanced performance
across diverse populations. By incorporating adaptive-rank annealing and adaptive distance
measurement into the loss function, our method not only enhances the overall recognition
performance but also ensures a more equitable treatment of different demographic groups,
thereby contributing to the development of more reliable and fair face recognition systems.

4.3. Ablation Study

To evaluate the contribution of each proposed component, we conduct an ablation study
based on the model trained with the CASIA-Webface dataset. As shown in Table 6, the
model effectively learns the latent space from coarse to fine using adaptive-rank anneal-
ing. The feature embeddings are further compacted by incorporating the adaptive distance
measurement, which leads to enhanced discrimination.

Interestingly, the performance decreases when jointly training the identity with gender
and ethnicity. This outcome is expected since our Ada?NPT loss disentangles the attribute
features from the identity-related features, preserving some sensitive features in the process.
The absence of such information can impact the face recognition results. To address this
issue, we construct an additional identity classifier capable of fusing the features of identity,
gender, and ethnicity. By integrating a comprehensive set of information, we achieve the
best results on LFW and AgeDB. The ablation study underscores the effectiveness of each
component in our method and their collective influence on overall performance. By ad-
justing rank annealing and distance measurement adaptively, our model attains enhanced
recognition results while preserving fairness across demographic groups. Additionally, the
ablation study emphasises the importance of incorporating all available information, such
as identity, gender, and ethnicity features, to optimise the performance of attribute-aware
face recognition systems.

5. Conclusion and Future Work

In this paper, we first investigated and empirically validated the intrinsic ability of the NPT
loss for feature disentanglement. Then we designed the adaptive-rank annealing mechanism
to enhance the efficiency of NPT loss when training with large-scale datasets. We also
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Benchmark

Method LFW CFP-FP CPLFW AgeDB
NPT 99.36  96.25 89.79 0488
AdaNPT 99.45  96.30 89.84  94.91
Ada2NPT 99.52  96.38 89.87  94.93

Ada’NPT + G 99.51 96.36 89.85 94.90
Ada’NPT + R 99.48 96.35 89.82 94.89
Ada’NPT 4+ G + R | 99.44 96.22 89.80 94.85
Final Fusion 99.55 96.40 89.92 94.96

Table 6: Ablation study of the proposed method in terms of 1:1 face verification accuracy
(%). G and R represent gender and ethnicity, respectively.

tackled the problem of large intra-class distances that result in sub-optimal latent spaces.
Despite satisfying inter-class margins, we used an innovative adaptive distance measurement
metric to enhance intra-class compactness explicitly. By incorporating these two adaptive
mechanisms, we transformed the NPT loss into Ada?NPT loss. The new loss function
achieved superior fairness and comparable recognition accuracy across popular benchmarks.

While our proposed adaptive mechanisms for rank annealing and distance measurement
demonstrate promising results, there remain some hyper-parameters within the model. Fu-
ture work could explore assigning adaptive margins to training samples based on their
quality to improve performance further and simplify the loss function. Besides, inspired
from Wang and Isola (2020), we may add extra terms to the loss for better intra-class
compactness. Overall, our research contributes to the development of more efficient, un-
biased, and attribute-aware face recognition algorithms, laying the groundwork for future
advancements in this domain.
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