TEMPORAL EVENT SET MODELING

Deep Representation Learning for Prediction of Temporal Event Sets
in the Continuous Time Domain — Appendix

Appendix A. Dataset statistics

We provide the dataset statistics in Table 6 corresponding to the datasets mentioned in Section 4.1,
which were used in our experiments.

Synthea  Instacart MIMIC-III

Total # data-points 55299 110035 1865
Average seq length 7.25 15.65 4.06
Average set length 1.19 7.23 2.79
# i/p event types 211 135 211
# target event types 124 135 124
Dataset type Synthetic Real Real

Table 6: Dataset statistics.

Appendix B. Hyperparameters

We fix the embedding dimensions, d.,,;, = 100 throughout all our experiments, i.e., the item
embedding dimension, the output dimension of the item-set embedding generator model, and the
hidden dimensions of the transformers are all fixed to be 100. We additionally fix the number of
transformer encoder layers to 2 and the number of attention-heads to 4.

Contextual Embedding Encoder

Hidden dimension 100
Learning Rate 0.0005
Dropout 0.1
Num Layers 1
Batch Size 128
Single-step Model

Hidden dimension 100
Dense Layer dimension 256
Learning Rate 0.003
Dropout 0.1
Num Encoder Layers 2
Batch Size 512
Max Seq Length 500
Dice ¢ 0.1
Loss )\1,)\2,)\3 0.85, 1,0.2

Table 7: Hyper-parameter table
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Appendix C. Training Details

For the item embedding generator that we used in Section 3.2, we use s single layer of densely
connected (feed-forward) neural network as our auxiliary encoder A g without any activation at the
output (embedding) layer. We use transformers as sequence encoders in the Single-step training
approach (Section 3). We use transformers with 2 encoder layers as our sequential encoder while
reporting the results. These are not the best possible results, rather, we tried to keep the model’s
capacity/expressive-power/architecture similar to baselines for a fair comparison.

However, we have experimented with LSTMs as well. It should be noted that due to the bi-
directional embeddings in both the Bi-LSTMs and Transformers, a specialized dataset preprocessing
is required, which can be skipped if using simple LSTMs. This reduces the training time in LSTM:s.
However, the inference time remains asymptotically the same.

We use an 80 — 20 train-test split in our datasets, and within the training split, we further use
10% of the data for validation. We use Nvidia A100 GPUs to run our experiments.

Appendix D. Notations

Table 8: Description of the notations used in the main paper

Notation Description

S It defines the input sequence of event sets in continuous time domain

Sk It denotes the event set in the input sequence S

T It defines the set of all possible events

f It denotes the set of features associated with sy, in the input sequence S

ti It denotes the timestamp associated with s in the input sequence S

T It defines the set of target events 7 C 7

M It denotes the model being trained for a given task

Ag It denotes the auxiliary encoder model
Vemb It denotes the embedding for an event i from the auxiliary encoder model A g
dems It denotes the dimension of the event embedding from the auxiliary encoder model Ag
Louz It defines the auxiliary contextual loss objective

Hi, It denotes all the previous set of events along with their corresponding timestamps

and features until sy,
[T] A hat over any symbol indicates that it is the model’s prediction
€L +1 It denotes the target event set corresponding to the input history Hy,
ﬂjék+1 It defines the Gaussian distributional parameter - mean of j® mixture for the target
event set €41
It defines the Gaussian distributional parameter - standard deviation of

4™ mixture for the target event set e, |
ék_“ It defines the mixture coefficient of j mixture for the target event set e |
M%Hl It defines the Gaussian distributional parameter - mean of 5™ mixture for the target
time tg4 1
Jg It defines the Gaussian distributional parameter - standard deviation of

4™ mixture for the target time t,,
aé It defines the mixture coefficient of " mixture for the target time t5 1
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Appendix E. Additional Tables

Table 9: Additional metrics for Temporal Event-set Modeling Results. We compare our approaches to
baselines, and in addition to Table 1 in the main paper, report the F-scores and RMSEs.

Synthea Instacart
Event-set Time pred Event-set Time pred
pred (F-score) (RMSE) pred (F-score) (RMSE)

Training method

Baselines:

Neural Hawkes Process 0.02 6.68 0.27 0.18
Transformer Hawkes Process 0.08 5.85 0.34 0.17
Hierarchical Model 0.10 6.10 0.35 0.12
Ours:

TESET 0.32 4.73 0.45 0.06
TESET + Contextual Embeddings 0.47 4.28 0.64 0.04

Table 10: Additional Fine-tuning results. In addition to Table 2 in the manuscript, we report additional
metrics: F-score and RMSE, and compare fine-tuning vs training from scratch results for our
method vs the baselines.

.. Synthea Instacart

F? Training method Event-set Time Event-set Time

given time given event given time given event

(F-score) (RMSE) (F-score) (RMSE)

) Neural Hawkes Process 0.25 8.66 0.48 4.39
T;?g;gd Transformer Hawkes Process 0.27 7.08 0.45 3.88
scratch  Hierarchical Model 0.24 7.81 0.44 4.50
TESET (Ours) 0.32 6.97 0.52 3.12
Neural Hawkes Process 0.09 9.40 0.41 5.03
Fine-  Transformer Hawkes Process 0.18 7.55 0.45 4.75
tuned  Hierarchical Model 0.16 8.13 0.48 4.99

TESET (Ours) 0.44 6.27 0.60 2.25




DUTTA MAYILVAGHANAN SINHA DUKKIPATI

Appendix F. Additional Figures
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Figure 7: 2D t-SNE of the embedding space after the first step of training (learning the contextual representa-

tions) for the Instacart Dataset. It can be observed that the clusters formed in the embedding space
are valid. For instance, frozen meals and instant noodles form a cluster, soy, and vegan items are in
the same cluster, and bakery and dough are also in close proximity to each other.



TEMPORAL EVENT SET MODELING

(Child attention deficit disorder
alon-small cell lung cancer
al pregnancy

(Sprain of wrist Sheainof anide
Diabetic renal
AUnhealfrackiee ) farieil
“aS“ggﬁhmat symptom Addisbaenef single seizure
uses drugs. Ml[roalhumlnurla due to type 2 diabetes mellitus
Bleeding from anus
2

alignant tumop AEEekuM

fbdy mass index 40+ - severely obese

Fraghneebiaereitebiabiaumn with spinal cord injury
&hronic neck pain Pneumonia

racture of rib

j disorder
Hyperlipide

dFacial laceration

Severe anxiety

Streptococcal sore throat

anjurPAYARBIEPIERIAAATORIAA: of knee
&etus with unknown complication d

Rupture of patellar tendon
Fever doss of tasteFracture of ankle dreeclampsia
- #olyp of colon ¥ i p Acute respiratgyplisylgeeeyiadrome Bullet wound
Acute Cholecystitis  oitie media Malignant neoplasm of breast
© Jearéeaematalamineainitis Recurrent rectal polyp
o ) gransformed migraine
daceration of faot

Momiting symptom

FinfShonjglow back pain

(Brain damage - traumatic
1§ic

small cdll malignant neoplasm of lung TNM stage 1
Cardiac Arrest dmpgessdurolicer protracted urgwﬁﬁdeg’ee Bprf
Sputum finding ) AsthmadHypertriglyceridenia
écute bronchitisconcyssion with loss of consciousness
MNeuropathy due to type 2 diabetes mellitus Blighted ovum
Female InferdIRl P3N oy iarative diabeti 5 Bituon of colon
istory gfAmpotisndghAERTon of forearm  erennial allergc rinits - #ypertension  Bacterial infectious disease Bum injury
asvseul oy 5am of the ot tc’”"'ff ¢ choulger ySHSPECted COVID-19
,overlapping malignant neopl Bnjary @mtaalan of the rotator euff of shoulder Macular edema and retinopathy due to type 2 djabetes mellitus
istory of appendectomy Sepsis caused By e T 0 Y s Retention of urine Opioid abuseNzn BN lung TNM stage 1
ﬁ@@ﬂﬁ’%ﬁh@fﬂfmlly of foot Acute respir; 7
Dyspnea e e ation disorder # piratREsfplbity ocardial infarction
) et A by Pecud STaApbEAEIRoma of lung et
E infection caused by Pseudomonas aeruginosa ) lysis due to lesion of ratory distress
ssrsissausede J&Jpﬂg nic paraly segwema coll urinary ertessLER0N
Recurrent urinary tract infection dnfection caggesky Staphylococcus aureus £ERsiRss pnma e%aasw E\(ﬂmunmv%ﬁcgngem dish
3
Prediabetes

Drug overdose -
Atopic dermatitis

eS |ve
drinary tract infectious disease

ary HEANEDlS W'Z"E‘"‘ﬁnﬁ e Bl o et
Y ass ndex 3 Dbeslty Unab\e to swallow Sﬁjhva ﬁﬁ 4
Chronic kldney d\sease stage 2

&Constipation

cute allergic reaction
&Lontact dermatitis

dupus erythematosus
istory of Icwer limb amputation
hn)mlsJ\tra( able mi rsme ‘without a
«hionic kidney |5eas(e:h i
rofic sinusitis
Chronic obstructive bronchitis#iStory of disarticulation at wrist
etabolic syndrome X ttempted suicide - cut/stab @mokes tobacco dally 1 ic atrophic hypothyroidism

dhcute deep venous thrombosis Miscarriage in first trimester

&hronic kidney disease stage 1
ARirksHRy
¢ daceration of hand

mopamya%%%ocy.%ted w.m type || maﬁé@é&%‘énme of hip
rthritis of ki
RS ot SSPGHER Sy D spinal cora RERGRINIES OFKNSE (it of hip

dficussion injury of brain

- Anemia

onow isk pregnancy Spina biide occulta

First d b o ¢ Fostiraumatic stress disarder

e pul phiciansuicid - i Diabetes from CysRIRARART MBS ST SRR in upsgcprasetisaorhiafiebisode
@ulmonary e suici J
. Yew Fracture sub@mglaﬂf wrist tri 3 in situ of prostate

Hydrocephalus
Ostedtisrorysof upp: fation &hronic pain
#yelonephritis chggaﬁndggg;@étwg;pme Réﬁé?f S
Shock Metastasis from malignant tumor of prostate dnjury of anterior cruciate ligament
_ Loneussion with np loss of consciousness
Seizure disorder Sinusitis
MNonproliferative diabetic retinopathy due to type 2 dlabetgs meH& US o type 2 difibet Gout
ness due to type 2 digbetes
P B s TR RARGIE 21N iHS umatic brain injury @UPEUre of appendix
B e vira pharyngitis ResennigkNatgin Minitis with seasonal vanaucn Fholelithiasis
‘ ttempted suRRIRVUBBLSEA G M o o et W vetes melius dHemoplysie
icitis

Figure 8: 2D t-SNE (full) of the embedding space after the first step of training (learning the contextual

representations) for the Synthea Dataset.
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