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Abstract

Real-world time-series data is riddled with heterogeneity that is often present across a
number of dataset dimensions: features, labels, and time-varying factors. The heterogeneity
in time-series data may be raised by introducing new features, missing data, and domain
shifts in the feature dimension, and the difficulty of collecting promising ground truth results
in label uncertainty. In addition, the variation on the time manner further aggravates the
complexity of data heterogeneity, since the features and labels may change on the same
sequence of data over time. Many machine learning techniques have been proposed to
address the data heterogeneity, including transfer learning, meta-learning, semi-supervised
learning, recurrent networks, etc. However, each of these techniques is limited to one
type of heterogeneity. In this study, we seek to create adaptable models for the multi-
source heterogeneity in time-series data. We propose a semi-supervised-based meta-learning
(SSML) with an adversarial training mechanism simultaneously addressing the heterogeneous
features and labeling uncertainty, a time domain variation (TDV) framework to apply SSML
and transfer learning for the third level of data heterogeneity. We test our models on two
medical datasets, PhysioNet Challenge 2012 and MIMIC-III ICU dataset, and improve
over all benchmark models. Our code is available at https://github.com/lidazhang/

ssml-time-series-heterogeneity.git.

1. Introduction

Data heterogeneity is a natural attribute of many real-world applications and datasets
in the time-series domain. Heterogeneity occurs frequently and can be complex across
several dimensions: features, labels, and the time-varying nature of data. On the feature
dimension, heterogeneity may come from the development of new sensors Wilson et al.
(2020); Javeed et al. (2021), missing data Lipton et al. (2016), or different setups for data
collection Macadam et al. (2019). The difficulty in observing ground truth Pereira and
Silveira (2019); Yu and Sano (2022) and obtaining inconsistent user feedback Plötz and
Guan (2018) may result in label uncertainty. In the time domain, the variation present in
changing health conditions of patients Zhang et al. (2021), changes in seasons Kafy et al.
(2021), cycles in the economy Brynjolfsson et al. (2018), or even the spreading of disease in
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a pandemic can all lead to vastly different data representations and ranges. The different
types of heterogeneity can occur not only individually but also simultaneously, and thus
result in a problem of multi-source heterogeneity in time-series modeling and applications.

Machine learning (ML) techniques have been developed to address the challenges of data
heterogeneity. However, they are usually limited to a certain type of heterogeneity. Often,
the heterogeneous features are handled by training individual models for each subset of data
Zhang et al. (2020); Chen et al. (2020), but this requires onerous training of multiple models
and may result in poorly performing models if the same subsets have very limited data.
Transfer learning and meta-learning are approaches used to aid this limitation across models
Gupta et al. (2020); Desautels et al. (2017), and can significantly reduce the training time
while maintaining performance. However, these techniques are not sufficient for multi-source
heterogeneity. Semi-supervised learning algorithms including active learning are proposed to
address the labeling challenge, and are applied in the time-series field Pereira and Silveira
(2019); Yu and Sano (2022); Jiang et al. (2021); Gweon and Yu (2021), but lack consideration
of various types or frequencies of data. Recurrent networks and attention-based transformer
model Vaswani et al. (2017) are used to capture the time domain variation, but a generalized
version of these models is static and restrictive across types of data Zhang et al. (2020).
Methods that address the simultaneous multi-source heterogeneity occurring in time-series
data are needed.

We seek to solve the multi-source data heterogeneity challenge in applications in medicine,
one of the most complex time-series data types with all three types of data heterogeneity.
First, medical data contain thousands of different observations, laboratory tests, medications,
etc. from hospitals Johnson et al. (2016), and the frequency (and category) of these
measurements comes from doctors’ examinations and implies the potential health condition.
Learning from the similar frequency of medical data can lead the model to be more specific
for a type of patients, so that risk prediction tasks can be improved and aid in up-to-date
clinical decision-making. Second, as a real-world time series dataset, medical data also has
the challenge of obtaining labels. For example, the diagnosis from doctors is time-sensitive,
and the development of patients’ health conditions can cause changes in the labels. The
development of patients’ health conditions also raises the third heterogeneity, time domain
variation. In addition, this variation can also be caused by other factors, such as receiving
treatments in the hospital Webb et al. (2020), hospital transfer Cheng et al. (2020), ICU
admission and release Raita et al. (2019), etc.

Facing these challenges, the goal of this paper is to build adaptive models to address the
multi-source heterogeneity that can occur simultaneously in time-series data. We propose
a semi-supervised meta-learning algorithm for the heterogeneous features and uncertainty
in labels. Meta-learning, in the manner of few-shot learning, addresses the potential data
limitation in certain types of feature space and the demand for fast adaptation in the future.
A discriminator is introduced for adversarial training to improve the model generalization.
Regarding the variation over time, we propose a time domain variation (TDV) framework
applying transfer learning and our SSML. Our approach is a new connection between meta-
learning, transfer learning, and semi-supervised learning. We test our approaches on two
real-world medical datasets, PhysioNet Challenge 2012 and the MIMIC-III ICU dataset. To
the best of our knowledge, we are the first the address this complex real-world simultaneous
multi-source heterogeneity of feature space, time domain variation, and label uncertainty
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Table 1: Overview of the ML techniques addressing various types of time-series heterogeneity

Algorithm Heterogeneous features Label uncertainty Time domain variation

Recurrent network ✓
Transformer ✓
Transfer learning ✓ ✓
Meta-learning ✓
Semi-supervised learning ✓

SSML (Ours) ✓ ✓
SSML-TDV (Ours) ✓ ✓ ✓

on time-series data (Table 1). Our proposed model is flexible to address all or part of the
heterogeneity problem, and is also adaptive for future model update demands.

Generalizable Insights about Machine Learning in the Context of Healthcare

Heterogeneity is a common problem in real-world applications that impedes the development
of modeling. Our SSML and SSML-TDV provide solutions to the complex multi-source
heterogeneity situations in time-series data. Clinicians will benefit from the outcomes in this
paper by obtaining models that are adaptable to the heterogeneous features, the uncertain
labels, and the time domain variation across their patient population. The two versions also
provide the flexibility of choosing appropriate models for different heterogeneity problems.
Additionally, patients that are traditionally dissimilar from the average patient, perhaps
ill-represented by models that work well on the general population, may see an advantage in
this case.

2. Related Work

Meta-Learning. Meta-learning is designed to extract information about the optimization
process on a few samples for various learning tasks Finn et al. (2017); Grant et al. (2018);
Rajeswaran et al. (2019). Finn et al. Finn et al. (2017) propose MAML, which optimizes the
model initialization as the meta-learner, and is widely applied to a large number of healthcare
applications Hu et al. (2018); Banluesombatkul et al. (2020); Naren et al. (2021). Zhang et
al. Zhang et al. (2019) apply MAML on EHR data to predict clinical risk for patients, and
Zhang et al. Zhang et al. (2021) propose DynEHR based on MAML to model for the various
duration of EHR data. Ren et al. Ren et al. (2018) first introduce semi-supervised learning
to the few-shot learning algorithm Prototypical Network Snell et al. (2017); however, refining
the prototype of each class without differentiating the domains cannot achieve the goal of
building adaptive models for various EHR sequences. Our proposed model is also motivated
by MAML and we compare SSML with MAML for heterogeneous EHR data modeling.
Semi-supervised Learning. The goal of semi-supervised learning is to make use of
unlabeled data. Self-training uses the model prediction of unlabeled data as the produced
label and is applied in many applications Rosenberg et al. (2005); Zou et al. (2019); Xie
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et al. (2020); He and Zhou (2011). Pseudo-labeling further converts the confident prediction
to hard labels Lee et al. (2013), but this may not be stable He and Zhou (2011); Arazo et al.
(2020). Consistency regularization Bachman et al. (2014); Rasmus et al. (2015); Sajjadi et al.
(2016) is then introduced to self-training Xie et al. (2020). Sohn et al. Sohn et al. (2020)
propose FixMatch using augmentation French et al. (2017) as a consistency regularization
into pseudo-labeling. Meta-learning is then applied in FixMatch as a new semi-supervised
learning approach Wang et al. (2020); Xiao et al. (2021). However, meta-learning here is only
applied between the labeled and unlabeled data of the same learning task, and these two
papers, which are semi-supervised learning algorithms, cannot be used on multiple learning
tasks and datasets, nor do they serve as an adaptive model for our data heterogeneity
problem. Therefore, we do not directly compare them.
EHR clinical analysis. EHR has been studied in both medicine and machine learning
since its wide use in hospitals. Harutyunyan et al. Harutyunyan et al. (2019) propose an
LSTM-based multi-task model for clinical prediction with EHR variables, and Xu et al. Xu
et al. (2018) introduce waveform data in their model. Transformer Vaswani et al. (2017) is
first used in the EHR model as a replacement of LSTM by Song et al. Song et al. (2019).
However, none of these works have considered the heterogeneity in EHR data. Shukla Shukla
and Marlin (2021) addresses the irregularly-sampled data by mapping it to a regular space,
but there is no specified analysis about each homogeneous set in the heterogeneous in EHRs.
Zhang et al. Zhang et al. (2021) propose DynEHR as an adaptive model for EHRs, but the
method is not flexible enough to be applied in other types of data heterogeneity other than
the temporal source.

3. Methods

In this section, we present our solution for the multi-source heterogeneity in time-series data.
We define the heterogeneous features challenge as a multi-domain problem, and each domain
includes homogeneous examples. We use the meta-learning framework as a fast adaptive
model for each domain, and propose the semi-supervised meta-learning algorithm (SSML)
with adversarial training for the label uncertainty in the multi-domain setting, and SSML is
then applied with transfer learning in a time domain variation (TDV) framework for the
third level of heterogeneity.

3.1. Problem Setup

In this study, a set of domains represents the varied, heterogeneous feature space for the
learning tasks. Each domain includes sequences with similar feature frequency distribution.
Let D denote all domains, and Di ∈ D represents the i-th domain. Let Xi and Ui denote
the labeled and unlabeled data in domain Di, and Yi is the corresponding label of Xi, then
domain Di has Di = {{Xi,Yi},Ui}.

Let S be a set of time-series data. Given a sequence example s = x(1:T ) from S (s ∈ S)
containing T time stamps, and x(t) represents the feature vector at time point t (1 ≤ t ≤ T ).
Assume the time domain variation occurs on s (e.g., complication happening to a patient),
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Figure 1: The framework of SSML-TDV for multi-source time-series heterogeneity.
(Bottom) Semi-supervised meta-learning (SSML) with adversarial training for
heterogeneous features and label uncertainty. (Top) The SSML-based time do-
main variation framework (SSML-TDV). Each sequence participates in SSML
training, and applies the trained SSML with transfer learning for predictions.

which splits the sequence into sub-sequences at time point T ′:

s = x(1), ..., x(T
′)︸ ︷︷ ︸

Di

, x(T
′+1), ..., x(T )︸ ︷︷ ︸

Dj

(1)

where sub-sequences s1 = x(1:T
′) belongs to domain Di and s2 = x(T

′+1:T ) belongs to Dj .
The time domain variation on long sequences also causes label uncertainty among the
sub-sequences, such that s1 ∈ Ui and s2 ∈ Xj (the uncertain label may also come from
unlabeled data). The goal of our work is to build adaptive models under a multi-domain
setting respecting the potential shifts among different domains within each sequence s and
the uncertain label problem.

3.2. Semi-supervised Meta-learning

In this section, we first address two heterogeneity problems: heterogeneous feature space
and label uncertainty. Figure 1 Bottom box shows our proposed solution.
Supervised meta-learning

An underlying challenge of the heterogeneous feature space is the potential limitation
of having sufficient training examples in each domain. In addition, standard supervised
learning is also limited to future demands of model adaption in practice, for example, when

5



SSML for Multi-source Time-series Data Heterogeneity

there is a new disease discovered but very limited patient examples are collected. Therefore,
we address the data heterogeneity problem in a meta-learning setting.

Given a model F consisting a feature extractor Fθ and a predictor Fη, where θ and
η represent their parameters correspondingly. The goal of meta-learning is to learn the
optimization process of several domains and optimize the model initialization θ and η in F ,
so that model Fθ;η can be optimized to be very fast adapted to Fθk;ηk for any domain Dk.

For a domain Di from training domains D, the model Fθi;ηi is initialized with θ and
η. Given the labeled data {xi, yi} ⊆ {Xi,Yi} in Di, model Fθi;ηi can be trained through
supervised learning with cost

LlDi
(θi, ηi) = L(Fθi;ηi(xi), yi), (2)

where L represents the cost function (mean-squared error for a regression task or cross-
entropy for a classification task). After N steps of training with gradient descent, Fθi;ηi

becomes the adapted model Fθ̄i;η̄i
:

θ̄i = θi − α
∂LlDi

(θi, ηi)

∂θi
, η̄i = ηi − α

∂LlDi
(θi, ηi)

∂ηi
, (3)

where α is the step size.
For the purpose of fast adapting to any domain, model Fθ;η needs to learn from several

domains. In each training episode, we randomly generate a set of domains D ⊆ D, and
train their adapted model from Equation 2 and 3. After each domain Di ∈ D obtaining
its adapted model Fθ̄i;η̄i

, another set of data {x̄i, ȳi} ⊆ {Xi,Yi} (query set) is sampled and
tested on the adapted model:

L̄lDi
(θ̄i, η̄i) = L(Fθ̄i;η̄i

(x̄i), ȳi), (4)

and θ, η is optimized with all domains in D:

θ = θ − β
∂
∑D

Di
L̄lDi

(θ̄i, η̄i)

∂θ
,

η = η − β
∂
∑D

Di
L̄lDi

(θ̄i, η̄i)

∂η
,

where β is another step size.
Semi-supervised learning

Facing the challenge of label uncertainty in the multi-domain setting, we extend
supervised-based meta-learning to become semi-supervised learning. Inspired by Lee et al.
(2013), we convert the model prediction of the unlabeled data to be a hard label as their
pseudo-label. Similar to the supervised-learning part, we randomly generate the unlabeled
data {ui} ⊂ {Ui} for each domain Di. The pseudo-label ŷi of ui is produced from the
outcome of the model. A problem with using the model outcome as the pseudo-label is that
the produced label may include bias from a poorly-trained model in the early training stage.
A threshold τ is then introduced to filter the maximum value of unlabeled data prediction,
so that only high-confidence outcomes will be converted to hard labels as the produced
pseudo-label:

ŷi = 1(max(Fθi;ηi(ui)) ≥ τ). (5)
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With pseudo-label, the unlabeled data then have goals to compare with. However,
if we directly calculate the cost between the model prediction of ui and its pseudo-label
ŷi, the model will only be trained to maximize the maximum value of ui, because both
the prediction Fθi;ηi(ui) and pseudo-label ŷi are functions of ui. Therefore, we further
introduce the augmentation from consistency regularization French et al. (2017); Sohn
et al. (2020). Augmentation adds noise to the unlabeled data, playing a similar role as
the activation function to prevent the prediction of the unlabeled data from being a linear
function of ui. More importantly, as a regularization method, augmentation increases the
model generalization and stability: the model should predict the same outcome even with
some noise. The semi-supervised part for domain Di can be presented as

LuDi
(θi, ηi) = L(Fθi;ηi(A(ui)), ŷi), (6)

where A(·) denotes the augmentation function for unlabeled data, for example, cropping,
flipping, and noise injection techniques Wen et al. (2020); Iwana and Uchida (2021). In our
study, each feature represents a measurement taken in-hospital, and we augment the data
with random feature removal, with the assumption that the model should produce similar
output even if some measurements are missing. 1

Adversarial training
By augmenting the unlabeled data for consistency regularization, noise is introduced

in training. In order to minimize the side effect of augmentation in training process, we
further modify the semi-supervised domain-adapted model training to be adversarial training
Ganin et al. (2016). We design the adversarial training between the labeled data and the
augmentation of unlabeled data by classifying the source of the latent space from Fθi . On
the one hand, adversarial training can improve from introducing augmentation, and on the
other hand, the potential data shift between labeled and unlabeled data can be addressed
too. A discriminator Fϕ is introduced for the data source classification in each domain Di:

LdDi
(θi, ϕi) = log(Fθi;ϕi

(xi)) + log(1−Fθi;ϕi
(A(ui))) (7)

where ϕ represents the parameters of the discriminator.
During the model adaptation process of each domain, the feature extractor and predictor

Fθi are trained against the the discriminator Fθi;ϕi
:

LDi(θi, ηi, ϕi) = LlDi
(θi, ηi) + LuDi

(θi, ηi)− λLdDi
(θi, ϕi) (8)

where λ is a weighting hyper-parameter. The adversarial training aims finding a balanced
point Fθ̄i;η̄i;ϕ̄i

between the feature extractor Fθ and discriminator Fϕ such that

θ̄i, η̄i = arg min
θi,ηi

LDi(θi, ηi, ϕ̄i) (9)

ϕ̄i = arg max
ϕi

LDi(θ̄i, η̄i, ϕi) (10)

1. Flipping is not an ideal augmentation because the scales of measurements vary, but it could be an option
for other time-series data such as ECG. We also tried augmenting the data by adding noise and found
that data removal (cropping) is a better solution.
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Algorithm 1 SSML

Randomly initialize θ, η
while not done do

Sample domain subset D′ ⊆ D
for i ∈ D′ do

for m ∈ [1,M ] do
Initialize domain network Fθi,ηi ← (θ, η)
Randomly sample support set {{xi, yi}, ui} and query set {{x̄i, ȳi}, ūi}
Compute cost LlDi

(θi, ηi) from {xi, yi} in Equation 2 ▷ Supervised learning
Produce pseudo label ŷi from {ui} in Equation 5

▷ Pseudo-labeling
Compute classification cost LdDi

(θi, ϕi) in Equation 7 ▷ Discriminator
Adapt parameters θ̄i, η̄i, ϕ̄i with gradient descent in Equations 11 12 13
▷ Adversarial training

end for
Compute cost L̄Di(θ̄i, η̄i) from {{x̄i, ȳi}, ūi} in Equation 14

end for
Update θ and η with domains in D in Equation 15 and 16 ▷ Meta-learning

end while

By adversarial training, Fϕ is trained to determine the source of an example (from
labeled data or augmented unlabeled data), but Fθ is trained to not recognize them, so that
the extracted latent space include the information which is only related to the prediction
from Fη without any biased information from augmentation or the domain shift between
labeled and unlabeled data. The parameters in predictor Fηi and discriminator Fϕi

are
updated by gradient descent:

η̄i = ηi − α ·
∂(LlDi

(θi, ηi) + LuDi
(θi, ηi))

∂ηi
(11)

ϕ̄i = ϕi − αλ ·
∂LdDi

(θi, ϕi)

∂ϕi
(12)

The gradient of feature extractor Fθi is reversed in data source classification LdDi
(θi, ϕi),

so that the feature extractor is trained toward two parallel directions: the decrease of
prediction cost and increase of discrimination cost:

θ̄i = θi − α(− λ ·
∂LdDi

(θi, ϕi)

∂θi

+
∂(LlDi

(θi, ηi) + LuDi
(θi, ηi))

∂θi
)

(13)

This way, the feature extractor is trained to not be able to recognize if an example is from the
labeled data {xi} or the augmented unlabeled data {A(ui)}, and the extracted information
is optimized to be prediction-related regardless the bias from adding noise in augmentation.
Semi-supervised meta-learning
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Similar to supervised meta-learning in Equation 4, after all the domains in D obtained
their adapted model with N steps of training, a query set with unlabeled data for each
domain Di is sampled {{x̄i, ȳi}, ūi} ⊆ {{X̄i, Ȳi}, Ūi} and tested on its adapted model, and
adversarial training does not participate in meta-learning

L̄Di(θ̄i, η̄i) = L(Fθ̄i;η̄i
(x̄i), ȳi)

+ L(Fθ̄i;η̄i
(A(ūi)),Fθi,ηi(ūi)),

(14)

and model initialization θ and η is then updated with gradient descent:

θ = θ − β ·
∂
∑D

Di
L̄Di(θ̄i, η̄i)

∂θ
, (15)

η = η − β ·
∂
∑D

Di
L̄Di(θ̄i, η̄i)

∂η
, (16)

The updated θ can then be used as model initialization in the next training episode.
Algorithm 1 is the pseudo-code for our proposed SSML. Section A.1 is the optimization of
SSML training.

3.3. Time Domain Variation with SSML

In addition to heterogeneous features and label uncertainty, time-series data also has time
domain variation, such as the health condition change when taking treatment, hospital
transmission, etc. We propose a time domain variation framework (TDV) based on our
proposed SSML and transfer learning. Equation 1 defines the time domain variation in a
sequence s = x(1:T ). The variation on each sequence s participates in training SSML, and
the trained SSML is applied to the domain shift on s with transfer learning. According to
SSML, domain Di for sub-sequence x(1:t) can obtain their adapted models Fθi;ηi , so that
sub-sequence x(1:t1) can be encoded and obtain its latent space h(t1):

h(t1) = Fθi(x
(1:t1)),

and the prediction at time t1 is Fηi(h
(t1)).

Assuming the domain is shifted to domain Dj for sub-sequence x(t1+1:t2) (Di ̸= Dj),
the encoded latent space ht1 from sub-sequence x(1:t1) is transmitted to domain Dj feature
extractor Fθj :

h(t2) = Fθj (x
(t1+1:t2)|h(t1)).

By applying SSML, the homogeneous data on each sequence can be addressed independently
through each domain’s corresponding model, and transfer learning in the TDV framework
connects the time domain variation and includes the historical information which prevents
information loss. The representation of the entire sequence x1:T with a series of information
transmissions can then be presented as

h(T ) = Fθ{D}(x(1:T )|h(t1), h(t2), ...).

Figure 1 is the framework of SSML-TDV. SSML can be trained from the sequences with
time domain variation and Figure 1 Top box shows how a trained SSML is used to address
the time domain variation.
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4. Experiment

Datasets
The PhysioNet Challenge 2012 dataset collects the first 48 hours of measurements after

patients are admitted to the intensive-care unit (ICU) Silva et al. (2012). PhysioNet collects
41 variables, including 36 time-series features and five general descriptors: age, gender,
height, ICU type, and initial weight. There are 4,000 labeled sequences of mortality, with
13.8 % positive cases, and another 4,000 unlabeled sequences. The hourly average value for
each feature is computed, and missing data are imputed with the previous existing values.
The mask of data missing is also included as extra features Harutyunyan et al. (2019), and
at the same time is used to analyze the frequency of features and determine the domains for
heterogeneous features.

MIMIC-III (Medical Information Mart for Intensive Care) is a large EHR dataset collected
from the intensive-care unit (ICU) Johnson et al. (2016). MIMIC-III contains the ICU
stays of over 38,000 adult patients, which includes a great number of heterogeneous EHR
records. We select 17 features and discretize them to be hourly-sampled Harutyunyan
et al. (2019). Similar to PhysioNet, the missing data is imputed with previous values. We
have three classification tasks for risk prediction in MIMIC-III: physiologic decompensation
(whether a patient’s health will rapidly deteriorate, binary classification with 2.1 % positive),
length of stay in the ICU (multi-class classification, 10 classes/buckets), and in-hospital
mortality (binary classification with 8.8 % positive). For length of stay, we evaluate the
models using Cohen’s kappa coefficient for the inter-annotator agreement, and the mean
absolute deviation (MAD) between the predicted length of stay and their reference. For the
unbalanced classification tasks decompensation and in-hospital mortality, we introduce both
AUROC and AUPRC for evaluation.
Data preprocessing and learning domains

Feature space is an important aspect of data heterogeneity, stemming from potential
diagnoses and clinical observations. For example, patients with cardiovascular diseases
require more frequent monitoring of blood pressure, and oxygen saturation is more important
to anemia or pulmonary patients. Therefore, the distribution of features, including the
presence and frequency of condition-specific features, is valuable. In order to analyze feature
space with the challenge of multi-dimension data heterogeneity, we calculate the frequency
of each feature and use K-means to cluster the sequences based on the combination of
frequencies of all features. Each cluster then includes homogeneous sequences with similar
feature frequencies and missingness, which indicates the potential similar health conditions.
In medicine, a hierarchical clustering method has been applied to cluster patients Ahmad
et al. (2014), however, in this study we only cluster feature frequency instead of the raw
values, and a comparison shows similar results between K-means and hierarchical clustering
(see A.3), therefore, we apply the simpler method K-means to lighten the data preprocessing.
To address the problem of the uncertain labels with our proposed SSML, we randomly
remove a feature as the augmentation method in Equations 6 and 7. The hourly-average
values are computed and the missing data is imputed with the previous value.
Implementations and experimental details

For the multi-source heterogeneity in time-series data, we first test our SSML on a
simpler situation of heterogeneity: feature space and label uncertainty (SSML), and later
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include the time domain variation into the experiment (SSML-TDV). PhysioNet has both
labeled data and unlabeled data. The labeled data is randomly split into 80% training
data (20% as validation) and 20% test data for 10 rounds of experiments. Domains of
heterogeneous feature frequencies are clustered separately each time for the training set and
test set including labeled and unlabeled data. On MIMIC-III, considering the various length
of sequences and the variation in the time domain, we build the model based on multiple
24-hour windows on each sequence. Due to the variation and uncertainty in the time domain
(e.g., decompensation may happen at multiple random time points during an ICU stay), the
early windows are used as the unlabeled data in SSML. PhysioNet only includes sequences
with a length of 48-hour which limits the time domain variation, therefore, we only test
SSML-TDM on MIMIC-III.

The SSML and SSML-TDV models are implemented on top of an LSTM model with a
hidden size of 128. The sequences with heterogeneous feature spaces are clustered into 8
clusters (domains) for PhysioNet and 18 for MIMIC-III (obtained from hyperparameters
tuning). In each training episode, five optimization steps are applied on a support set (with
labeled and unlabeled data) for each domain with a learning rate of 0.005, and the optimized
model for each domain is then tested on another query set. The loss on the query sets
from all the randomly sampled domains in this episode is collected to for meta-training
with a learning rate of 0.0005. In validation and test sets, we only apply labeled data to
evaluate the model performance. Please see section A.2 for details of hyperparameter tuning
for pseudo-labeling threshold τ , number clusters, and optimization steps. This work is
implemented in Python 3.6 with PyTorch 1.3.1, Numpy 1.18, sklearn 0.21 on our server of 2
Xeon 2.2GHz CPUs, 8 GTX 1080ti GPUs, and 528 GB RAM.
Baseline models

We test our SSML and SSML-TDV against:

• LogsticRegression: a logistic regression model with grid search among penalty and
the regularization strength.

• Transformer: an attention-based model for sequential data without recurrent or
convolutional mechanism Vaswani et al. (2017).

• LSTM: an LSTM model on hourly time-series medical data with missing data imputed
Harutyunyan et al. (2019).

• P-LSTM: a phased LSTM model applying a time gate to regulate the access of hidden
and cell state of LSTM which captures the time-series irregularity Neil et al. (2016).

• FixMatch: a semi-supervised learning method producing confident pseudo-label for
unlabeled data and compare with its augmentation Sohn et al. (2020).

• MAML: a few-shot-based meta-learning method optimizing global initialization for
various tasks and rapidly adapting to any new task Finn et al. (2017).

• DynEHR: a meta-learning based model for various lengths of medical data Zhang
et al. (2021) (only compare with SSML-TDV for time domain variation).

4.1. Experiments on Heterogeneous Features and Label Uncertainty

PhysioNet
Table 2 represents the experimental results on PhysioNet mortality prediction task. Our

proposed SSML shows great improvement over all the baseline models on both AUCOC
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Table 2: Average performance (and standard deviations) on PhysioNet.

Evaluation AUCROC AUCPRC

LogisticReg 0.711 (0.003) 0.343 (0.005)
Transformer 0.770 (0.009) 0.405 (0.008)

LSTM 0.784 (0.010) 0.399 (0.007)
P-LSTM 0.756 (0.015) 0.368 (0.009)
FixMatch 0.789 (0.013) 0.401 (0.010)
MAML 0.809 (0.007) 0.431 (0.008)

SSML (Ours) 0.826 (0.008) 0.462 (0.007)

Table 3: Average performance (and standard deviations) on MIMIC-III for heterogeneous
features and label uncertainty.

Task Decompensation Length-of-stay In-hospital Mortality

Evaluation AUCROC AUCPRC Kappa MAD AUCROC AUCPRC

LogisticReg 0.816 (0.016) 0.231 (0.026) 0.346 (0.008) 163.8(10.9) 0.795 (0.011) 0.492 (0.019)

Transformer 0.837 (0.012) 0.241 (0.019) 0.371 (0.019) 160.0(6.9) 0.829 (0.012) 0.497 (0.013)

LSTM 0.848 (0.009) 0.278 (0.012) 0.405 (0.013) 156.2(6.4) 0.835 (0.011) 0.500 (0.010)

P-LSTM 0.836 (0.007) 0.207 (0.014) 0.382 (0.008) 152.4(7.8) 0.834 (0.006) 0.504 (0.009)

FixMatch 0.856 (0.008) 0.282 (0.016) 0.413 (0.016) 157.4 (7.5) 0.840 (0.004) 0.507 (0.008)

MAML 0.868 (0.009) 0.292 (0.007) 0.400 (0.009) 151.5 (4.1) 0.840 (0.008) 0.552 (0.011)

SSML 0.875(0.010) 0.330(0.008) 0.422(0.007) 148.6(4.7) 0.851(0.009) 0.575(0.008)

and AUCPRC. For the models not considering data heterogeneity, LSTM performs the
best (compared to LogisticReg, Transformer, and P-LSTM). The comparison between
MAML and LSTM shows the benefits of addressing the heterogeneous feature space, and by
introducing unlabeled data, FixMatch also has an improvement to LSTM. However, both
FixMatch and MAML only address a single type of data heterogeneity. For a multi-source
heterogeneity situation in PhysioNet, SSML handles both the heterogeneous features and
the label uncertainty, and further improves over FixMatch and MAML.
MIMIC-III

Compared to PhysioNet, MIMIC-III is a more complex dataset with various lengths of
sequences. In Table 3, we first focus on the heterogeneous features and label uncertainty
in MIMIC-III by simplifying it using the latest 24-hour data. We test MIMIC-III on
three learning tasks decompensation, length-of-stay, and in-hospital mortality, and SSML
performs the best for all three tasks. Compared to MAML, the improvements of SSML on
decompensation and length-of-stay indicate that valuable information from introducing the
unlabeled data, and the results on in-hospital mortality further show a better performed
meta-learning algorithm SSML with better noise tolerance from the augmented data. When
comparing SSML with LSTM and FixMatch, the improvements on SSML further show that
specializing the medical sequences from the feature distributions obtain better models on
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Table 4: Average performance (and standard deviations) on MIMIC-III full sequences with
time domain variation.

Task Decompensation Length-of-stay In-hospital Mortality

Evaluation AUCROC AUCPRC Kappa MAD AUCROC AUCPRC

LogisticReg 0.839 (0.015) 0.246 (0.017) 0.378 (0.009) 161.2 (8.7) 0.825 (0.011) 0.499 (0.019)

Transformer 0.842 (0.012) 0.260 (0.019) 0.384 (0.014) 147.2 (7.5) 0.836 (0.009) 0.504 (0.010)

LSTM 0.856 (0.011) 0.313 (0.015) 0.423 (0.010) 152.4 (4.2) 0.847 (0.008) 0.515 (0.012)

P-LSTM 0.838 (0.009) 0.237 (0.013) 0.426 (0.012) 145.6 (4.9) 0.848 (0.006) 0.505 (0.008)

FixMatch 0.876 (0.004) 0.317 (0.018) 0.425 (0.006) 151.7 (5.4) 0.854 (0.007) 0.519 (0.009)

MAML 0.879 (0.008) 0.320 (0.011) 0.428 (0.011) 149.5 (4.7) 0.858 (0.009) 0.540 (0.014)

DynEHR 0.863 (0.008) 0.345 (0.009) 0.415 (0.016) 137.4 (7.5) 0.847 (0.006) 0.556 (0.005)

SSML-TDV 0.906(0.007) 0.359(0.006) 0.443(0.009) 132.6(3.6) 0.869(0.007) 0.566(0.009)

each homogeneous set of data, especially with unbalance dataset, obtaining higher AUCPRC
values.

4.2. Experiments on Three-source Heterogeneity (including Time Domain
Variation)

MIMIC-III
Table 4 represents the results of the three-source heterogeneity in MIMIC-III: hetero-

geneous features, label uncertainty, and time domain variation. Similar to Table 3, we
also test three tasks and provide the averaged performances and their standard deviation.
From the table, SSML-TDV performs better than all the baseline models on all the tasks.
For example, SSML-TDV improves AUCPRC on decompensation by 13.2 % (0.042) over
FixMatch and 11.1 % (0.036) compared to the best baseline model MAML. SSML-TDV and
MAML are both meta-learning algorithms, and SSML-TDV has an additional consistency
regularization mechanism from the label uncertainty. The improvements of SSML-TDV over
MAML indicate a more reliable stable model with higher noise tolerance obtained from
applying this consistency regularization method to the augmented data. When compared
to FixMatch which also has consistency regularization, the benefits of SSML-TDV then
imply that the EHR feature distribution is a valuable aspect of heterogeneity to analyze,
and modeling it can help the model better concentrate on each homogeneous set of data.

From Table 4, logistic regression performs the worse in all the models, and LSTM is
slightly better than transformer and P-LSTM. When comparing these four static models
with SSML-TDV and MAML, we observe that both SSML-TDV and MAML have great
improvements, especially on the AUCPRC for decompensation and in-hospital mortality,
meaning a better performance on the imbalanced dataset. In addition, the improvement of
SSML-TDV over SSML (in Table 3) shows the benefit of the transfer learning mechanism in
SSML-TDV by handling the time domain variation in time-series sequences.
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5. Discussion

Facing the multi-source heterogeneity problem, we propose SSML for the heterogeneous
feature space and label uncertainty and SSML-TDV which also accounts for the time domain
variation simultaneously. These two versions offer flexible solutions for researchers to choose
appropriate models giving any new problems of data heterogeneity. More importantly, we
provide an example of how these complex real-world problems can be effectively solved.
From experiments, SSML outperforms all baseline models, including a semi-supervised
model for unlabeled data and a meta-learning-based model for heterogeneous features. This
demonstrates the advantages of addressing data heterogeneity simultaneously. Furthermore,
the robustness of our model is shown through experiments conducted on two different
datasets. When extending to time domain variation, our SSML-TDV also outperforms
DynEHR, another adaptive model for time domain variation. This indicates that other
types of data heterogeneity (heterogeneous features and uncertain labels) can influence the
model’s adaptation to the time domain, and how our solution can address the problem.
Additionally, the higher performance of SSML-TDV compared to SSML alone indicates the
value of incorporating historical information in predictions and the importance of adapting
models over time.

Limitations A challenge for addressing the heterogeneity in time-series data is the defini-
tion of heterogeneity. Our proposed models require pre-defined domains of heterogeneous
data. In our experiment, we process the heterogeneity by computing the frequency of each
medical measurement and applying an unsupervised clustering method to obtain the groups
of patients with similar feature distributions. However, the number of clusters is manually
chosen as a hyperparameter, causing the tedious work of searching for the optimal setting.
In addition, clustering with a given number of clusters has difficulties handling new activities
in practice, for example, a newly discovered disease (e.g., COVID-19) will all be clustered
in the existing clusters. In the future, we plan to extend our SSML and SSML-TDV to
a flexible number of domains. We look to apply a growing clustering method so that our
model can address any new coming data.

6. Conclusion

Time-series data faces the challenge of multi-source heterogeneity, including heterogeneous
features, uncertain labels, and time-varying factors. Traditional machine learning techniques
have difficulty addressing these heterogeneities simultaneously. In this paper, we propose
a semi-supervised meta-learning (SSML) algorithm with adversarial training mechanism
for the multi-source heterogeneity challenge in time-series data. Our SSML can address
the heterogeneous features and label uncertainty at the same time. In addition, for the
time-varying factor, we further introduce a time domain variation framework based on our
proposed SSML and transfer learning. We test our proposed models on two real-world
medical datasets: PhysioNet Challenge 2012 and MIMIC-III ICU dataset, and over-perform
all the baseline models.
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Appendix A.

A.1. Optimization for SSML Training

We now explain the optimization process of training our proposed SSML algorithm. The ob-
jective of SSML includes the feature extraction θ, prediction network η, and the discriminator
ϕ:

minimize
{θ},{η}

L(θ, η, ϕ), maximize
{ϕ}

L(θ, η, ϕ)

such that
θn = Θn(θn−1), ηn = Ψn(ηn−1), ϕn = Φn(ϕn−1) (n ∈ [1, N ])

where Θn, Ψn, Φn represents the gradient step of parameter optimizations at step n of the
SSML adversarial training. The Lagrangian is this:

L({θ}, {η}, {ϕ}, δ, ϵ, σ) = ℓ(θ, η, ϕ) +

N∑
n

δn(Θ(θn−1)− θn)

+
N∑
n

ϵn(Ψn(ηn−1)− ηn)−
N∑
n

σn(Φn(ϕn−1)− ϕn)

where δn, ϵn and σn are the associated Lagrangian multipliers of step n of Θ, Ψ, and Φ. The
derivatives of the last step of SSML inner loop are given as:

∇θNL = ∇θN ℓ(θN , ηN )−∇θN ℓ(θN , ϕN )− δN

∇ηNL = ∇ηN ℓ(θN , ηN )− ϵN

∇ϕN
L = ∇ϕN

ℓ(θN , ϕN )− σN

At each intermediate step n of SSML, the derivatives are:

∇θnL = −δn + δn∇θnΘn+1(θn|ηN )− δn∇θnΘn+1(θn|ϕN ), n ∈ [1, N − 1]

∇ηnL = −ϵn + ϵn∇ηkΨn+1(ηn), n ∈ [1, N − 1]

∇ϕnL = −σn + σn∇ϕk
Φn+1(ϕn), n ∈ [1, N − 1]

Each derivative is set to zero to optimize the model:

ϵN = ∇ηN ℓ(ηN )

ϵn = ϵn+1 +∇ηnΨn+1(ηn), n ∈ [1, N − 1]

σN = ∇ϕN
ℓ(ϕN )

σn = σn+1 +∇ϕnΦn+1(ϕn), n ∈ [1, N − 1]

δN = ∇θN ℓ(θN )

δn = δn+1 +∇θnΘn+1(θn|ηn)−∇θnΘn+1(θn|ϕn), n ∈ [1, N − 1]
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A.2. Hyperparameters Study

One important hyperparameter in our proposed SSML is the threshold τ in pseudo-labeling
(Equation 6). We test the different settings for hyperparameter τ of 0.5, 0.6, 0.7, 0.8, 0.9,
as well as 0 (using all produced pseudo-labels) for both PhysioNet Challenge 2012 and
MIMIC-III datasets, and compare with the baseline models FixMatch (with different settings
of τ) and MAML (i.e. τ = 1).

Figure 2 shows the experiments on PhysioNet. From the figure, τ = 0.8 is the optimal
setting for SSML, and for FixMatch, the optimal τ is around 0.7 to 0.8. When τ is 0.5
or 0.9, the performance decreases for both SSML and FixMatch, and there is a further
decrease when τ is 0. This result indicates that the threshold τ can filter out the samples
with low-confidence pseudo labels, and can improve the model performance by providing
high-confidence samples in consistence generalization. However, a very high value of τ
can cause a decrease because too few samples are kept and the model only gets limited
benefits from the very little pseudo-labeling. The performance of SSML varies between
different values of τ , but all are better than MAML and FixMatch. MAML does not have
the hyperparameter τ , so we only compare with its average performance.

Figure 3 includes the experiments for hyperparameters τ on all tasks of MIMIC-III:
Figures 3(a)subfigure, 3(b)subfigure are the performance comparison of AUCROC and
AUCPRC for Decompensation, 3(c)subfigure and 3(d)subfigure are the comparison for
In-hospital Mortality, and 3(e)subfigure and 3(f )subfigure are Kappa score and MAD for
Length-of-stay. Note that the higher values of AUCROC, AUCPRC, Cohen’s Kappa, and
lower MAD represent better performance. The best performing τ is around 0.7. Similar
to the experiment on PhysioNet, SSML and FixMatch perform the worst when τ is 0, and
there is also a decrease when τ is a large value. For Decompensation, In-hospital Mortality,
and Cohen’s Kappa score of Length-of-stay, SSML performs better than both MAML and
FixMatch for all the settings of τ . However, for MAD of Length-of-Stay, SSML is only better
than MAML when τ is between 0.5 to 0.8.

In addition to the hyperparameter τ , we also test the different number of clusters in data
preprocessing, and the meta-learning steps (inner loop). We test the number of clusters
between 5 to 40, and observe that the optimal setting is eight clusters for PhysioNet and 18
for MIMIC-III. The reason may come from the size of the dataset. PhysioNet only includes
4,000 labeled data and 4,000 unlabeled data, and MIMIC-III has over 38,000 patients
recorded, and the bigger dataset needs more clusters. We also run experiments for the steps
of inner loop optimization from 1 to 15, and the optimal step is 5 for both PhysioNet and
MIMIC-III.

A.3. Clustering Results Analysis

In the study, we use clustering to address the heterogeneous feature space. Instead of using
the actual feature values, we apply the clustering on the feature frequency, so that the samples
in each cluster have similar feature occurrences. In medicine, hierarchical clustering is widely
applied. Here we compare the statistical analysis of the two different clustering methods
- K-means and hierarchical clustering. We use 18 clusters for both methods, the optimal
setting obtained from the prediction tasks. For each cluster, we calculate the percentage
of positive samples for the two binary classification tasks mortality and decompensation,
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Figure 2: Hyperparameters comparison on PhysioNet: Blue, gray, orange represent our
proposed SSML, MAML, and FixMatch repectively. X-axis is the hyperparameter
τ and y-axis are the AUCROC in (a) and AUCPRC in (b). The optimal τ is
around 0.8 on PhysioNet.

and the average length of hospital stay for length-of-stay. Then, the results from all the
clusters are used to obtain the mean and standard deviation, maximum, and minimum
values. Through these statistical data, we can learn if the two clustering methods have
a significant difference, and also if any of the clustering methods have a serious bias, for
example, separating the very sick patients from others.

Table 5 shows our analyzing results. When comparing the two clustering methods
K-means and hierarchical clustering, we learn that the two methods do not have a significant
difference. They have very similar average, standard deviation, maximum, and minimum
values for all three tasks. To lighten the data preprocessing and focus on addressing the
multi-source heterogeneity problem, we use the simpler method K-means in the paper to
obtain the learning domains for the heterogeneous feature space problem. On the other hand,
both clustering methods have low standard deviation values for all three tasks, indicating
that both methods do not cause serious bias in the clustering results.

Table 5: The label distributions with K-means and hierarchical clustering methods.

K-means Hierarchical clustering

Avg (stdev) Max Min Avg (stdev) Max Min

In-hospital mortality 0.146 (0.039) 0.222 0.082 0.144 (0.033) 0.207 0.073
Decompensation 0.027 (0.010) 0.052 0.014 0.026 (0.011) 0.049 0.011
Length-of-stay 153.6(35.9) 225.2 106.9 159.3 (38.8) 230.7 107.4
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Figure 3: Hyperparameters comparison on MIMIC-III: Blue, gray, orange represent our
proposed SSML, MAML, and FixMatch repectively. X-axis is the hyperparameter
τ and the optimal τ is around 0.7.

23


	Introduction
	Related Work
	Methods
	Problem Setup
	Semi-supervised Meta-learning
	Time Domain Variation with SSML

	Experiment
	Experiments on Heterogeneous Features and Label Uncertainty
	Experiments on Three-source Heterogeneity (including Time Domain Variation)

	Discussion
	Conclusion
	
	Optimization for SSML Training
	Hyperparameters Study
	Clustering Results Analysis


