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The intuitionistic linguistic variables are easier to describe the fuzzy information which widely exists in the real world, and
Bonferroni mean can capture the interrelationship of the individual arguments. However, the traditional Bonferroni mean can only
process the crisp number. In this paper, we will extend Bonferroni mean to the intuitionistic linguistic environment and propose a
multiple attribute decisionmakingmethodwith intuitionistic linguistic information based on the extended Bonferronimeanwhich
can consider the interrelationship of the attributes. Firstly, score function and accuracy function of intuitionistic linguistic numbers
are introduced. Then, an intuitionistic linguistic Bonferroni mean (ILBM) operator and an intuitionistic linguistic weighted
Bonferroni mean (ILWBM) operator are developed, and some desirable characteristics of them are studied. At the same time,
some special cases with respect to the parameters 𝑝 and 𝑞 in Bonferroni are analyzed. Based on the ILWBM operator, the approach
to multiple attribute decision making with intuitionistic linguistic information is proposed. Finally, an illustrative example is given
to verify the developed approach and to demonstrate its effectiveness.

1. Introduction

Since the object things are fuzzy and uncertain, the attributes
involved in the multiple attribute decision making (MADM)
problems are not always expressed as crisp numbers, and
some of them are more suitable to be denoted by fuzzy
numbers, such as interval number, linguistic variable, and
intuitionistic fuzzy number. Atanassov [1, 2] proposed the
intuitionistic fuzzy set (IFS) characterized by a membership
function and a nonmembership function, which is a gen-
eralization of the concept of fuzzy set proposed by Zadeh
[3]. Later, Atanassov and Gargov [4] and Atanassov [5]
further introduced the interval-valued intuitionistic fuzzy set
(IVIFS), and Xu [6] and Wang [7] proposed the decision-
making methods based on IVIFS. Zhang and Liu [8] defined
the triangular intuitionistic fuzzy number, and they proposed
the relevant decision making methods separately. Wang [9]
gave the definition of intuitionistic trapezoidal fuzzy number
and interval intuitionistic trapezoidal fuzzy number; then,

some decision making methods based on the intuitionistic
triangular fuzzy number had been proposed [10]. On the
other hand, because linguistic variables are easy to express the
qualitative information in evaluating the attributes, the deci-
sion making methods based on the linguistic variables have
been a rapid development and a wide range of applications
[11–14]. Furthermore, Wang and Li [15] proposed intuitionis-
tic linguistic sets which combine intuitionistic fuzzy sets and
linguistic variables, intuitionistic linguistic numbers, intu-
itionistic two-semantics, and the Hamming distance between
two intuitionistic two-semantics and rank the alternatives
by calculating the comprehensive membership degree to the
ideal solution for each alternative. Obviously, intuitionistic
linguistic sets are better to express the fuzzy information
by integrating the advantages of intuitionistic fuzzy sets and
linguistic variables, and they are receiving wide concerns.
Liu [16] developed an intuitionistic linguistic generalized
dependent ordered weighted average (ILGDOWA) operator
and an intuitionistic linguistic generalized dependent hybrid
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weighted aggregation (ILGDHWA) operator. Liu and Wang
[17] proposed an intuitionistic linguistic power generalized
weighted average (ILPGWA) operator and an intuitionistic
linguistic power generalized ordered weighted average (ILP-
GOWA) operator. On the basis of intuitionistic linguistic
variables, Liu and Jin [18] further proposed the concept
of intuitionistic uncertain linguistic variables (IULVs) and
defined the operations on them, further developing some
geometric average operators based on IULVs. Liu et al. [19]
proposed the intuitionistic uncertain linguistic arithmetic
Heronianmean (IULAHM) operator, intuitionistic uncertain
linguistic weighted arithmetic Heronian mean (IULWAHM)
operator, intuitionistic uncertain linguistic geometric Hero-
nian mean (IULGHM) operator, and intuitionistic uncertain
linguistic weighted geometric Heronian mean (IULWGHM)
operator. Liu [20] proposed the concept of interval valued
intuitionistic uncertain linguistic variables (IVIULVs) and
defined the operations on them, further developing some
geometric average operators based on IVIULVs. Obviously,
now there are no researches on intuitionistic linguistic vari-
ables being applied to Bonferroni mean.

The information aggregation operators are an interesting
and important research topic, which are receiving increasing
concerns [16–28]. Bonferroni [22] originally proposed a Bon-
ferroni mean (BM) operator, which has a desirable character-
istic; that is, it can capture the expressed interrelationship of
the individual arguments. Recently, Yager [23] further studied
the BM and proposed an OWA variation of Bonferroni
means, weighted Bonferroni aggregation, and Bonferroni
choquet aggregation operator, and these generalizations
enhance their modeling capability. Later, Beliakov et al. [24]
proposed the generalized Bonferroni mean and discussed
several interesting special cases with quite an intuitive inter-
pretation for application. Xu and Yager [25] investigated the
BM under intuitionistic fuzzy environments and developed
an intuitionistic fuzzy BM (IFBM) and discussed its variety of
special cases. Furthermore, they applied the weighted IFBM
to multicriteria decision making and gave some numerical
examples to illustrate related results. Beliakov and James
[26] proposed the extending generalized Bonferroni means
to Atanassov orthopairs in decision making contexts. Wei
et al. [27] proposed the uncertain linguistic weighted Bonfer-
roni mean operator (ULWBM) and the uncertain linguistic
weighted geometric Bonferroni mean operator (ULWGBM).
Liu and Jin [28] proposed some extended Bonferroni mean
operators for trapezoid fuzzy linguistic variables, including
a trapezoid fuzzy linguistic weighted Bonferroni mean oper-
ator (TFLWBM) and a trapezoid fuzzy linguistic weighted
Bonferroni OWA operator (TFLWBOWA). Obviously, Bon-
ferroni mean had been extended to intuitionistic fuzzy sets,
uncertain linguistic variables, and trapezoid fuzzy linguistic
variables. However, now Bonferroni mean has not been
extended to intuitionistic linguistic variables.

The intuitionistic linguistic variables are very suitable
to be used for depicting uncertain or fuzzy information,
and Bonferroni mean can capture the interrelationship of
the individual arguments. Motivated by the idea of IFBM
operator proposed by Xu and Yager [25], this paper is to
propose some Bonferroni operators, such as an intuitionistic

linguistic Bonferroni mean (ILBM) operator and an intu-
itionistic linguistic weighted Bonferroni mean (ILWBM)
operator, and some desirable properties of these operators
are studied. At the same time, some special cases in these
operators are analyzed. Based on the ILWBM operator,
the approach to multiple attribute decision making with
intuitionistic linguistic information is proposed.

The remainder of this paper is organized as follows.
In Section 1, we give an introduction of the research back-
ground. Section 2 briefly reviews some basic concepts and
operations related to the intuitionistic linguistic variables
and BM. In Section 3, an intuitionistic linguistic BM (ILBM)
and an intuitionistic linguistic weighted BM (ILWBM) are
developed, and some special cases are discussed. Section 4
introduces a procedure formultiple attribute decisionmaking
based on ILWBM operator. Section 5 gives an example to
illustrate the decision making steps based on the proposed
method and to analyze the affect on the decision-making
results of the different parameters. Section 6 ends this paper
with some concluding remarks.

2. Preliminaries

2.1. The Linguistic Set and Its Extension. Suppose that 𝑆 =

(𝑠
0
, 𝑠
1
, . . . , 𝑠

𝑙−1
) is a finite and totally ordered discrete term set,

where 𝑙 is the odd value. In real situation, 𝑙 is equal to 3, 5, 7, 9,
and so forth. For example, when 𝑙 = 9, a set 𝑆 could be given
as follows: 𝑆 = (𝑠

0
, 𝑠
1
, 𝑠
2
, 𝑠
3
, 𝑠
4
, 𝑠
5
, 𝑠
6
, 𝑠
7
, 𝑠
8
) = {extremely poor,

very poor, poor, slightly poor, fair, slightly good, good, very
good, extremely good}.

Usually, for any linguistic set 𝑆, it is required that 𝑠
𝑖
and 𝑠
𝑗

must satisfy the following additional characteristics [11, 12].

(1) The set is ordered: 𝑠
𝑖
≺ 𝑠
𝑗
, if and only if 𝑖 < 𝑗.

(2) There is the negation operator: neg(𝑠
𝑖
) = 𝑠
𝑙−1−𝑖

.
(3) Maximum operator: max(𝑠

𝑖
, 𝑠
𝑗
) = 𝑠
𝑖
, if 𝑖 ≥ 𝑗.

(4) Minimum operator: min(𝑠
𝑖
, 𝑠
𝑗
) = 𝑠
𝑖
, if 𝑖 ≤ 𝑗.

Furthermore, in order to preserve all the given informa-
tion, Herrera et al. [11] proposed that the discrete linguistic
label 𝑆 = (𝑠

0
, 𝑠
1
, . . . , 𝑠

𝑙−1
) is extended to a continuous

linguistic label 𝑆 = {𝑠
𝛼
| 𝛼 ∈ 𝑅

+
} which satisfied the above

characteristics.
For any linguistic variables 𝑠

𝑖
, 𝑠
𝑗
∈ 𝑆, the operations are

defined as follows [13, 14]:

𝛽𝑠
𝑖
= 𝑠
𝛽×𝑖
, 𝛽 ≥ 0,

𝑠
𝑖
⊕ 𝑠
𝑗
= 𝑠
𝑖+𝑗
,

𝑠
𝑖

𝑠
𝑗

= 𝑠
𝑖/𝑗
, 𝑗! = 0,

(𝑠
𝑖
)
𝑛
= 𝑠
𝑖
𝑛 , 𝑛 ≥ 0.

(1)

2.2. The Intuitionistic Linguistic Set (ILS)

Definition 1 (see [15]). An ILS 𝐴 in𝑋 is defined as

𝐴 = {⟨𝑥 [ℎ
𝜃(𝑥)

, (𝑢
𝐴 (𝑥) , V𝐴 (𝑥))]⟩ | 𝑥 ∈ 𝑋} , (2)
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where ℎ
𝜃(𝑥)

∈ 𝑆, 𝑢
𝐴
: 𝑋 → [0, 1], and V

𝐴
: 𝑋 → [0, 1],

with the condition 0 ≤ 𝑢
𝐴
(𝑥) + V

𝐴
(𝑥) ≤ 1, for all 𝑥 ∈ 𝑋.

The numbers 𝑢
𝐴
(𝑥) and V

𝐴
(𝑥) represent, respectively, the

membership degree and nonmembership degree of the ele-
ment 𝑥 to linguistic index ℎ

𝜃(𝑥)
.

For each ILS 𝐴 in 𝑋, if 𝜋(𝑥) = 1 − 𝑢
𝐴
(𝑥) − V

𝐴
(𝑥), for all

𝑥 ∈ 𝑋, then 𝜋(𝑥) is called a hesitancy degree of 𝑥 to linguistic
index ℎ

𝜃(𝑥)
. It is obvious that 0 ≤ 𝜋(𝑥) ≤ 1, for all 𝑥 ∈ 𝑋.

Definition 2 (see [15]). Let 𝐴 = {⟨𝑥[ℎ
𝜃(𝑥)

, (𝑢
𝐴
(𝑥), V
𝐴
(𝑥))]⟩ |

𝑥 ∈ 𝑋} be ILS; the ternary group ⟨ℎ
𝜃(𝑥)

, (𝑢
𝐴
(𝑥), V
𝐴
(𝑥))⟩

is called an intuitionistic linguistic number, and 𝐴 can
also be viewed as a collection of the intuitionistic linguis-
tic number (ILN). So, it can also be expressed as 𝐴 =

{⟨ℎ
𝜃(𝑥)

, (𝑢
𝐴
(𝑥), V
𝐴
(𝑥))⟩ | 𝑥 ∈ 𝑋}. In addition, 𝜋

𝐴
(𝑥) =

1 − 𝑢
𝐴
(𝑥) − V

𝐴
(𝑥) represents the hesitancy degree, and it can

also be called the intuitionistic linguistic fuzzy degree. For
convenience, an ILN is denoted by 𝑎 = ⟨𝑠

𝜃(𝑎)
, (𝑢(𝑎), V(𝑎))⟩,

where 𝑢(𝑎), V(𝑎) ≥ 0, 𝑢(𝑎) + V(𝑎) ≤ 1.

Let 𝑎
1
= ⟨𝑠
𝜃(𝑎
1
)
, (𝑢(𝑎
1
), V(𝑎
1
))⟩ and 𝑎

2
= ⟨𝑠
𝜃(𝑎
2
)
, (𝑢(𝑎
2
),

V(𝑎
2
))⟩ be two ILNs and 𝜆 ≥ 0; then, the operations of ILNs

are defined as follows [15]:

𝑎
1
+ 𝑎
2
= ⟨𝑠
𝜃(𝑎
1
)+𝜃(𝑎

2
)
,

(1 − (1 − 𝑢 (𝑎
1
)) (1 − 𝑢 (𝑎

2
)) , V (𝑎

1
) V (𝑎
2
)) ⟩ ,

(3)

𝑎
1
𝑎
2
= ⟨𝑠
𝜃(𝑎
1
)×𝜃(𝑎

2
)
,

(𝑢 (𝑎
1
) 𝑢 (𝑎
2
) , V (𝑎

1
) + V (𝑎

2
) − V (𝑎

1
) V (𝑎
2
)) ⟩ ,

(4)

𝜆𝑎
1
= ⟨𝑠
𝜆×𝜃(𝑎

1
)
, (1 − (1 − 𝑢 (𝑎

1
))
𝜆
, (V (𝑎

1
))
𝜆
)⟩ , (5)

𝑎
𝜆

1
= ⟨𝑠
(𝜃(𝑎
1
))
𝜆 , ((𝑢 (𝑎

1
))
𝜆
, 1 − (1 − V (𝑎

1
))
𝜆
)⟩ . (6)

Definition 3 (see [16]). Let 𝑎
1
= ⟨𝑠
𝜃(𝑎
1
)
, (𝑢(𝑎
1
), V(𝑎
1
))⟩ be an

ILN; a score function 𝑆(𝑎
1
) of an ILN 𝑎

1
can be represented

as follows:

𝑆 (𝑎
1
) =

𝜃 (𝑎
1
)

𝑙 − 1
× [𝑢 (𝑎

1
) +

1

2
(1 − 𝑢 (𝑎

1
) − V (𝑎

1
))] . (7)

Definition 4 (see [16]). Let 𝑎
1
= ⟨𝑠
𝜃(𝑎
1
)
, (𝑢(𝑎
1
), V(𝑎
1
))⟩ be

an ILN; an accuracy function 𝐻(𝑎
1
) of an ILN 𝑎

1
can be

represented as follows:

𝐻(𝑎
1
) =

𝜃 (𝑎
1
)

𝑙 − 1
× (𝑢 (𝑎

1
) + V (𝑎

1
)) . (8)

Definition 5 (see [16]). If 𝑎
1
= ⟨𝑠
𝜃(𝑎
1
)
, (𝑢(𝑎
1
), V(𝑎
1
))⟩ and 𝑎

2
=

⟨𝑠
𝜃(𝑎
2
)
, (𝑢(𝑎
2
), V(𝑎
2
))⟩ are any two ILNs, then

(1) if 𝑆(𝑎
1
) > 𝑆(𝑎

2
), then 𝑎

1
≻ 𝑎
2
;

(2) if 𝑆(𝑎
1
) = 𝑆(𝑎

2
), then if𝐻(𝑎

1
) > 𝐻(𝑎

2
), then 𝑎

1
≻ 𝑎
2
;

if𝐻(𝑎
1
) = 𝐻(𝑎

2
), then 𝑎

1
= 𝑎
2
.

2.3. Bonferroni Mean (BM). TheBMwas originally proposed
by Bonferroni in [22], which was defined as follows.

Definition 6 (see [22]). Let 𝑝, 𝑞 ≥ 0, and let 𝑎
𝑖
(𝑖 = 1, 2, . . . , 𝑛)

be a collection of nonnegative numbers. If

𝐵
𝑝,𝑞
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = (

1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

(9)

then 𝐵𝑝,𝑞 is called the Bonferroni mean (BM).

Obviously, the BM has the following properties.

(1) 𝐵𝑝,𝑞(0, 0, . . . , 0) = 0.
(2) 𝐵𝑝,𝑞(𝑎, 𝑎, . . . , 𝑎) = 𝑎, if 𝑎

𝑖
= 𝑎, for all 𝑖.

(3) 𝐵𝑝,𝑞(𝑎
1
, 𝑎


2
, . . . , 𝑎



𝑛
) ≥ 𝐵

𝑝,𝑞
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
); that is, 𝐵𝑝,𝑞

is monotonic, if 𝑎
𝑖
≥ 𝑎
𝑖
, for all 𝑖.

(4) min
𝑖
(𝑎
𝑖
) ≤ 𝐵
𝑝,𝑞
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) ≤ max

𝑖
(𝑎
𝑖
).

If 𝑝 = 1 and 𝑞 = 1, then (9) reduces to the following:

𝐵
1,1
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = (

1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑖
𝑎
𝑗
)

1/2

. (10)

If 𝑞 = 0, (9) reduces to the following:

𝐵
𝑝,0
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = (

1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
0

𝑗
)

1/(𝑝+0)

= (
1

𝑛

𝑛

∑

𝑖=1

𝑎
𝑝

𝑖
)

1/𝑝

(11)

which is a generalizedmean operator; particularly the follow-
ing cases hold.

(1) If 𝑝 = 1 and 𝑞 = 0, then (11) reduces to the usual
average

𝐵
1,0
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) =

1

𝑛

𝑛

∑

𝑖=1

𝑎
𝑖
. (12)

(2) If𝑝 → 0 and 𝑞 = 0, then (11) reduces to the geometric
mean operator

lim
𝑝→0

𝐵
𝑝,0
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = (

𝑛

∏

𝑖=1

𝑎
𝑖
)

1/𝑛

. (13)

3. The Intuitionistic Linguistic Weighted
Bonferroni Mean Operators

The Bonferroni mean (BM) has a significant advantage of
capturing the interrelationship of the individual arguments;
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however, the traditional BM can only process the crisp
numbers and cannot deal with intuitionistic linguistic. In
this section, we will extend BM to deal with intuitionistic
linguistic information and develop an intuitionistic linguistic
Bonferroni mean (ILBM) operator and an intuitionistic
linguistic weighted Bonferroni mean (ILWBM) operator.
Further, we will discuss some desirable characteristics of
them and some special cases with respect to the parameters
𝑝 and 𝑞 in Bonferroni.

Definition 7. Let 𝑎
𝑗
= ⟨𝑠
𝜃
𝑗

, (𝑢
𝑗
, V
𝑗
)⟩ (𝑗 = 1, 2, . . . , 𝑛) be a

collection of ILNs, and ILB : Ω
𝑛
→ Ω; if

ILB𝑝,𝑞 (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = (

1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

,

(14)

where Ω is the set of all intuitionistic linguistic numbers
and for any 𝑝, 𝑞 ≥ 0, then ILB𝑝,𝑞 is called the intuitionistic
linguistic Bonferroni mean (ILB).

According to the operations of ILNs, we can get the
following result.

Theorem 8. Let 𝑝, 𝑞 ≥ 0, and let 𝑎
𝑗
= ⟨𝑠
𝜃
𝑗

, (𝑢
𝑗
, V
𝑗
)⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of ILNs. Then, the aggregated result
by formula (14) is also an ILN, and

𝐼𝐿𝐵
𝑝,𝑞
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
)

=⟨𝑠
((1/𝑛(𝑛−1))∑

𝑛

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗
)
1/(𝑝+𝑞) ,

((1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
))

1/𝑛(𝑛−1)

)

1/(𝑝+𝑞)

,

1 −(1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V
𝑖
)
𝑝

×(1−V
𝑗
)
𝑞

))

1/𝑛(𝑛−1)

)

1/(𝑝+𝑞)

)⟩.

(15)

We use mathematical induction to prove this theorem
shown as follows.

Proof. (1) Firstly, we need to prove that

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
=⟨𝑠

∑
𝑛

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗

,

(1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
)) ,

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑗
)
𝑞

))⟩.

(16)

By the operations of ILNs defined in (3)–(6), we have

𝑎
𝑝

𝑖
= ⟨𝑠
𝜃
𝑝

𝑖

, (𝑢
𝑝

𝑖
, 1 − (1 − V

𝑖
)
𝑝
)⟩ ,

𝑎
𝑞

𝑗
= ⟨𝑠
𝜃
𝑞

𝑗

, (𝑢
𝑞

𝑗
, 1 − (1 − V

𝑗
)
𝑞

)⟩ ,

(17)

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
= ⟨𝑠
𝜃
𝑝

𝑖

, (𝑢
𝑝

𝑖
, 1 − (1 − V

𝑖
)
𝑝
)⟩

⊗ ⟨𝑠
𝜃
𝑞

𝑗

, (𝑢
𝑞

𝑗
, 1 − (1 − V

𝑗
)
𝑞

)⟩

= ⟨𝑠
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗

, (𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
, 1 − (1 − V

𝑖
)
𝑝
(1 − V

𝑗
)
𝑞

)⟩ .

(18)

(a) When 𝑛 = 2, by formulas (18) and (3), we can get

2

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
= 𝑎
𝑝

1
𝑎
𝑞

2
+ 𝑎
𝑝

2
𝑎
𝑞

1

= ⟨𝑠
𝜃
𝑝

1
𝜃
𝑞

2

, (𝑢
𝑝

1
𝑢
𝑞

2
, 1 − (1 − V

1
)
𝑝
(1 − V

2
)
𝑞
)⟩

+ ⟨𝑠
𝜃
𝑝

2
𝜃
𝑞

1

, (𝑢
𝑝

2
𝑢
𝑞

1
, 1 − (1 − V

2
)
𝑝
(1 − V

1
)
𝑞
)⟩

= ⟨𝑠
𝜃
𝑝

1
𝜃
𝑞

2
+𝜃
𝑝

2
𝜃
𝑞

1

, (1 − (1 − 𝑢
𝑝

1
𝑢
𝑞

2
) (1 − 𝑢

𝑝

2
𝑢
𝑞

1
) ,

(1 − (1 − V
1
)
𝑝
(1 − V

2
)
𝑞
)

× (1 − (1 − V
2
)
𝑝
(1 − V

1
)
𝑞
)) ⟩

=⟨𝑠
∑
2

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗

,

(1 −

2

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
) ,

2

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑗
)
𝑞

))⟩;

(19)

that is, when 𝑛 = 2, formula (16) is right.
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(b) Suppose that when 𝑛 = 𝑘, formula (16) is right; that is,

𝑘

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
=⟨𝑠

∑
𝑘

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗

,

(1 −(

𝑘

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
)) ,

𝑘

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑗
)
𝑞

))⟩;

(20)

then, when 𝑛 = 𝑘 + 1, we have
𝑘+1

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
=

𝑘

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
+

𝑘

∑

𝑖=1

𝑎
𝑝

𝑖
𝑎
𝑞

𝑘+1
+

𝑘

∑

𝑗=1

𝑎
𝑝

𝑘+1
𝑎
𝑞

𝑗
. (21)

Firstly, we prove that

𝑘

∑

𝑖=1

𝑎
𝑝

𝑖
𝑎
𝑞

𝑘+1

= ⟨𝑠
∑
𝑘

𝑖=1
𝜃
𝑝

𝑖
𝜃
𝑞

𝑘+1

,

(1 −

𝑘

∏

𝑖=1

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑘+1
) ,

𝑘

∏

𝑖=1

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑘+1
)
𝑞
))⟩ .

(22)

We also use the mathematical induction on 𝑘 as follows.
(i) When 𝑘 = 2, we have

𝑎
𝑝

𝑖
𝑎
𝑞

3
= ⟨𝑠
𝜃
𝑝

𝑖
𝜃
𝑞

3

, (𝑢
𝑝

𝑖
𝑢
𝑞

3
, 1 − (1 − V

𝑖
)
𝑝
(1 − V

3
)
𝑞
)⟩

2

∑

𝑖=1

𝑎
𝑝

𝑖
𝑎
𝑞

𝑘+1
= 𝑎
𝑝

1
𝑎
𝑞

3
+ 𝑎
𝑝

2
𝑎
𝑞

3

= ⟨𝑠
𝜃
𝑝

1
𝜃
𝑞

3

, (𝑢
𝑝

1
𝑢
𝑞

3
, 1 − (1 − V

1
)
𝑝
(1 − V

3
)
𝑞
)⟩

+ ⟨𝑠
𝜃
𝑝

2
𝜃
𝑞

3

, (𝑢
𝑝

2
𝑢
𝑞

3
, 1 − (1 − V

2
)
𝑝
(1 − V

3
)
𝑞
)⟩

= ⟨𝑠
𝜃
𝑝

1
𝜃
𝑞

3
+𝜃
𝑝

2
𝜃
𝑞

3

, (1 − (1 − 𝑢
𝑝

1
𝑢
𝑞

3
) (1 − 𝑢

𝑝

2
𝑢
𝑞

3
) ,

(1 − (1 − V
1
)
𝑝
(1 − V

3
)
𝑞
)

× (1 − (1 − V
2
)
𝑝
(1 − V

3
)
𝑞
)) ⟩

= ⟨𝑠
∑
2

𝑖=1
𝜃
𝑝

𝑖
𝜃
𝑞

3

, (1 −

2

∏

𝑖=1

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

3
) ,

2

∏

𝑖=1

(1 − (1 − V
𝑖
)
𝑝
(1 − V

3
)
𝑞
))⟩ .

(23)

(ii) Suppose that 𝑘 = 𝑙, then formula (22) is right; that is,

𝑙

∑

𝑖=1

𝑎
𝑝

𝑖
𝑎
𝑞

𝑙+1
= ⟨𝑠

∑
𝑙

𝑖=1
𝜃
𝑝

𝑖
𝜃
𝑞

𝑙+1

,

(1 −

𝑙

∏

𝑖=1

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑙+1
) ,

𝑙

∏

𝑖=1

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑙+1
)
𝑞
))⟩ .

(24)

Then, when 𝑘 = 𝑙 + 1, we have

𝑙+1

∑

𝑖=1

𝑎
𝑝

𝑖
𝑎
𝑞

𝑙+2

=

𝑙

∑

𝑖=1

𝑎
𝑝

𝑖
𝑎
𝑞

𝑙+2
+ 𝑎
𝑝

𝑙+1
𝑎
𝑞

𝑙+2

= ⟨𝑠
∑
𝑙

𝑖=1
𝜃
𝑝

𝑖
𝜃
𝑞

𝑙+2

,

(1 −

𝑙

∏

𝑖=1

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑙+2
) ,

𝑙

∏

𝑖=1

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑙+2
)
𝑞
))⟩

+ ⟨𝑠
𝜃
𝑝

𝑙+1
𝜃
𝑞

𝑙+2

, (𝑢
𝑝

𝑙+1
𝑢
𝑞

𝑙+2
, 1 − (1 − V

𝑙+1
)
𝑝
(1 − V

𝑙+2
)
𝑞
)⟩

= ⟨𝑠
∑
𝑙+1

𝑖=1
𝜃
𝑝

𝑖
𝜃
𝑞

𝑙+2

, (1 −

𝑙+1

∏

𝑖=1

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑙+2
) ,

𝑙+1

∏

𝑖=1

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑙+2
)
𝑞
))⟩ ;

(25)

that is, for 𝑘 = 𝑙 + 1, formula (22) is also right.
(iii) So, for all 𝑘, formula (22) is right.
Similarly, we can prove that

𝑘

∑

𝑗=1

𝑎
𝑝

𝑘+1
𝑎
𝑞

𝑗
= ⟨𝑠

∑
𝑘

𝑗=1
𝜃
𝑝

𝑘+1
𝜃
𝑞

𝑗

,

(1 −

𝑘

∏

𝑗=1

(1 − 𝑢
𝑝

𝑘+1
𝑢
𝑞

𝑗
) ,

𝑘

∏

𝑗=1

(1 − (1 − V
𝑘+1
)
𝑝
(1 − V

𝑗
)
𝑞

))⟩ .

(26)
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So, by formulas (20), (22), and (26), formula (21) can be trans-
formed as
𝑘+1

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
=

𝑘

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
+

𝑘

∑

𝑖=1

𝑎
𝑝

𝑖
𝑎
𝑞

𝑘+1
+

𝑘

∑

𝑗=1

𝑎
𝑝

𝑘+1
𝑎
𝑞

𝑗

=⟨𝑠
∑
𝑘

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗

,

(1 −(

𝑘

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
)) ,

𝑘

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑗
)
𝑞

))⟩

+⟨𝑠
∑
𝑘

𝑖=1
𝜃
𝑝

𝑖
𝜃
𝑞

𝑘+1

,

(1 −

𝑘

∏

𝑖=1

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑘+1
) ,

𝑘

∏

𝑖=1

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑘+1
)
𝑞
))⟩

+⟨𝑠
∑
𝑘

𝑗=1
𝜃
𝑝

𝑘+1
𝜃
𝑞

𝑗

,

(1 −

𝑘

∏

𝑗=1

(1 − 𝑢
𝑝

𝑘+1
𝑢
𝑞

𝑗
) ,

𝑘

∏

𝑗=1

(1 − (1 − V
𝑘+1
)
𝑝
(1 − V

𝑗
)
𝑞

))⟩

=⟨𝑠
∑
𝑘+1

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗

,

(1 −(

𝑘+1

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
)) ,

𝑘+1

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V
𝑖
)
𝑝
(1 − V

𝑗
)
𝑞

))⟩.

(27)

So, when 𝑛 = 𝑘 + 1, formula (16) is also right.
Thus, formula (16) is right, for all 𝑛.
(2) Then, we can prove that formula (15) is right.

By formula (16), we can get

ILB𝑝,𝑞 (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
)

= (
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

= (
1

𝑛 (𝑛 − 1)
⟨𝑠
∑
𝑛

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗

,

(1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
)) ,

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1− (1−V
𝑖
)
𝑝
(1−V
𝑗
)
𝑞

))⟩)

1/(𝑝+𝑞)

= (⟨𝑠
(1/(𝑛(𝑛−1))) ∑

𝑛

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗

,

(1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
))

1/𝑛(𝑛−1)

,

(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1−(1−V
𝑖
)
𝑝

× (1−V
𝑗
)
𝑞

))

1/𝑛(𝑛−1)

)⟩)

1/(𝑝+𝑞)

=⟨𝑠
((1/𝑛(𝑛−1)) ∑

𝑛

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗
)
1/(𝑝+𝑞) ,

((1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − 𝑢
𝑝

𝑖
𝑢
𝑞

𝑗
))

1/𝑛(𝑛−1)

)

1/(𝑝+𝑞)

,
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1 −(1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V
𝑖
)
𝑝

× (1−V
𝑗
)
𝑞

))

1/𝑛(𝑛−1)

)

1/(𝑝+𝑞)

)⟩.

(28)

Example 9. Suppose that there are three intuitionistic linguis-
tic numbers 𝑎

1
= ⟨𝑠
2
, (0.6, 0.1)⟩, 𝑎

2
= ⟨𝑠
4
, (0.4, 0.3)⟩, and

𝑎
3
= ⟨𝑠
1
, (0.8, 0.2)⟩, and suppose that 𝑝 = 1 and 𝑞 = 2; then,

we can calculate the ILB1,2(𝑎
1
, 𝑎
2
, 𝑎
3
) shown as follows:

ILB1,2 (𝑎
1
, 𝑎
2
, 𝑎
3
)

= ⟨𝑠
((1/(3×2))(𝜃

1
𝜃
2

2
+𝜃
1
𝜃
2

3
+𝜃
2
𝜃
2

1
+𝜃
2
𝜃
2

3
+𝜃
3
𝜃
2

1
+𝜃
3
𝜃
2

2
))
1/(1+2) ,

( (1 − ((1 − 𝑢
1
𝑢
2

2
) (1 − 𝑢

1
𝑢
2

3
)

× (1 − 𝑢
2
𝑢
2

1
) (1 − 𝑢

2
𝑢
2

3
) (1 − 𝑢

3
𝑢
2

1
)

× (1 − 𝑢
3
𝑢
2

2
))
1/(3×2)

)

1/(1+2)

,

1 − (1 − (V)1/(3×2))
1/(1+2)

)⟩ ,

(29)

where

V = (1 − (1 − V
1
) (1 − V

2
)
2
)

× (1 − (1 − V
1
) (1 − V

3
)
2
) (1 − (1 − V

2
) (1 − V

1
)
2
)

× (1 − (1 − V
2
) (1 − V

3
)
2
) (1 − (1 − V

3
) (1 − V

1
)
2
)

× (1 − (1 − V
3
) (1 − V

2
)
2
) .

(30)

Replace the data of 𝑎
1
, 𝑎
2
, and 𝑎

3
; we can get

V = (1 − (1 − 0.1) ∗ (1 − 0.3)
2
)

∗ (1 − (1 − 0.1) ∗ (1 − 0.2)
2
)

∗ (1 − (1 − 0.3) ∗ (1 − 0.1)
2
)

∗ (1 − (1 − 0.3) ∗ (1 − 0.2)
2
)

∗ (1 − (1 − 0.2) ∗ (1 − 0.1)
2
)

∗ (1 − (1 − 0.2) ∗ (1 − 0.3)
2
) = 0.01212,

ILB1,2 (𝑎
1
, 𝑎
2
, 𝑎
3
)

= ⟨𝑠
((1/(3×2))((2∗4

2
+2∗1
2
+4∗2
2
+4∗1
2
+1∗2
2
+1∗4
2
)))
1/(1+2) ,

( (1 − ((1 − 0.6 ∗ 0.4
2
) ∗ (1 − 0.6 ∗ 0.8

2
)

∗ (1 − 0.4 ∗ 0.6
2
) ∗ (1 − 0.4 ∗ 0.8

2
)

∗ (1 − 0.8 ∗ 0.6
2
)

∗ (1 − 0.8 ∗ 0.4
2
) )
(1/6)

)

(1/3)

,

1 − (1 − (0.01212)
1/(3×2)

)
1/(1+2)

)⟩

= ⟨𝑠
2.310

, (0.606, 0.195)⟩ .

(31)

In the following, we will discuss some special cases of the
ILB𝑝,𝑞 operator shown as follows.

(1) When 𝑞 = 0, formula (15) reduces to an intuitionistic
linguistic generalized mean operator; it follows that

ILB𝑝,0 (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
)

= ⟨𝑠
((1/𝑛)∑

𝑛

𝑖=1
𝜃
𝑝

𝑖
)
1/𝑝 ,

((1 − (

𝑛

∏

𝑖=1

(1 − 𝑢
𝑝

𝑖
))

1/𝑛

)

1/𝑝

,

1 − (1 − (

𝑛

∏

𝑖=1

(1 − (1 − V
𝑖
)
𝑝
))

1/𝑛

)

1/𝑝

)⟩.

(32)

(2) If 𝑝 = 1 and 𝑞 = 0, then (15) reduces to an intuiti-
onistic linguistic average operator

𝐵
1,0
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) =

1

𝑛

𝑛

∑

𝑖=1

𝑎
𝑖

ILB1,0 (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
)

= ⟨𝑠
(1/𝑛)∑

𝑛

𝑖=1
𝜃
𝑖

,

((1 − (

𝑛

∏

𝑖=1

(1 − 𝑢
𝑖
))

1/𝑛

) ,

(

𝑛

∏

𝑖=1

V
𝑖
)

1/𝑛

)⟩.

(33)
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(3) If 𝑝 → 0 and 𝑞 = 0, then (15) reduces to an intuiti-
onistic linguistic geometric mean operator

lim
𝑝→0

𝐵
𝑝,0
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
)

= ⟨𝑠
(∏
𝑛

𝑖=1
𝜃
𝑖
)
1/𝑛 ,

((

𝑛

∏

𝑖=1

𝑢
𝑖
)

1/𝑛

, 1 − (

𝑛

∏

𝑖=1

(1 − V
𝑖
))

1/𝑛

)⟩.

(34)

The traditional BM has the properties of commutativity,
idempotency, monotonicity, and boundedness; in the follow-
ing, we will prove that ILB also has these properties.

Theorem 10 (commutativity). Let (𝑎
1
, 𝑎


2
, . . . , 𝑎



𝑛
) be any per-

mutation of (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
); then,

𝐼𝐿𝐵
𝑝,𝑞
(𝑎


1
, 𝑎


2
, . . . , 𝑎



𝑛
) = 𝐼𝐿𝐵

𝑝,𝑞
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) . (35)

Proof. Let

ILB𝑝,𝑞 (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = (

1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

ILB𝑝,𝑞 (𝑎
1
, 𝑎


2
, . . . , 𝑎



𝑛
) = (

1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

(𝑎


𝑖
)
𝑝

(𝑎


𝑗
)
𝑞

)

1/(𝑝+𝑞)

.

(36)

Since (𝑎
1
, 𝑎


2
, . . . , 𝑎



𝑛
) is any permutation of (𝑎

1
, 𝑎
2
, . . . , 𝑎

𝑛
), we

have

(
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

= (
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

(𝑎


𝑖
)
𝑝

(𝑎


𝑗
)
𝑞

)

1/(𝑝+𝑞)

;

(37)

thus,

ILB𝑝,𝑞 (𝑎
1
, 𝑎


2
, . . . , 𝑎



𝑛
) = ILB𝑝,𝑞 (𝑎

1
, 𝑎
2
, . . . , 𝑎

𝑛
) . (38)

Theorem 11 (idempotency). Let 𝑎
𝑗
= 𝑎, 𝑗 = 1, 2, . . . , 𝑛; then

𝐼𝐿𝐵
𝑝,𝑞
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = 𝑎.

Proof. Since 𝑎
𝑗
= 𝑎, for all 𝑗, we have

ILB𝑝,𝑞 (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = (

1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

= (
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝+𝑞

)

1/(𝑝+𝑞)

= (𝑎
𝑝+𝑞

)
1/(𝑝+𝑞)

= 𝑎.

(39)

Theorem 12 (monotonicity). Let 𝑎
𝑖
(𝑖 = 1, 2, . . . , 𝑛) and �̃�

𝑖

(𝑖 = 1, 2, . . . , 𝑛) be two collections of IFNs. If 𝑎
𝑖
≥ �̃�
𝑖
, for all

𝑖, then

𝐼𝐿𝐵
𝑝,𝑞
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) ≥ 𝐼𝐿𝐵

𝑝,𝑞
(�̃�
1
, �̃�
2
, . . . , �̃�

𝑛
) . (40)

Proof. Since 𝑎
𝑖
≥ �̃�
𝑖
for all 𝑖, we have

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
≥ �̃�
𝑝

𝑖
�̃�
𝑞

𝑗
,

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
≥

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

�̃�
𝑝

𝑖
�̃�
𝑞

𝑗
. (41)

So,

(
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

≥ (
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

�̃�
𝑝

𝑖
�̃�
𝑞

𝑗
)

1/(𝑝+𝑞)

;

(42)

that is, ILB𝑝,𝑞(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) ≥ ILB𝑝,𝑞(�̃�

1
, �̃�
2
, . . . , �̃�

𝑛
).

Theorem 13 (boundedness). The 𝐼𝐿𝐵𝑝,𝑞 operator lies between
themax andmin operators:

min (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) ≤ 𝐼𝐿𝐵

𝑝,𝑞
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
)

≤ max (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) .

(43)

Proof. Let 𝑎 = min(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) and �̃� = max(𝑎

1
, 𝑎
2
, . . . , 𝑎

𝑛
).

Since 𝑎 ≤ 𝑎
𝑗
≤ �̃�, then

(
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝
𝑎
𝑞
)

1/(𝑝+𝑞)

≤ (
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

≤ (
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

�̃�
𝑝
�̃�
𝑞
)

1/(𝑝+𝑞)

.

(44)
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That is,

𝑎 ≤ (
∑
𝑛

𝑗=1
𝑠 (𝑎
𝑗
, 𝑥) 𝑎
𝜆

𝑗

∑
𝑛

𝑗=1
𝑠 (𝑎
𝑗
, 𝑥)

)

1/𝜆

≤ �̃�; (45)

that is, min(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) ≤ ILB𝑝,𝑞 ≤ max(𝑎

1
, 𝑎
2
, . . . , 𝑎

𝑛
).

In ILB𝑝,𝑞 operator, we only consider the input param-
eters and their interrelationships and do not consider the
importance of each input parameter itself. However, in many
practical situations, the weight of input data is also an
important parameter. So, we can define an intuitionistic
linguistic weighted Bonferronimean (ILWBM) operator.

Definition 14. Let 𝑎
𝑗
= ⟨𝑠
𝜃(𝑎
𝑗
)
, (𝑢(𝑎
𝑗
), V(𝑎
𝑗
))⟩ (𝑗 = 1, 2, . . . , 𝑛)

be a collection of ILNs, and ILWB : Ω
𝑛
→ Ω, if

ILWB𝑝,𝑞
𝜔
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) = (

1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

�̃�
𝑝

𝑖
�̃�
𝑞

𝑗
)

1/(𝑝+𝑞)

,

(46)

where Ω is the set of all intuitionistic linguistic numbers
and 𝜔 = (𝜔

1
, 𝜔
2
, . . . , 𝜔

𝑛
)
𝑇 is the weight vector of 𝑎

𝑗
(𝑗 =

1, 2, . . . , 𝑛), 𝜔
𝑗
∈ [0, 1],∑𝑛

𝑗=1
𝜔
𝑗
= 1. �̃�
𝑗
= 𝑛𝜔
𝑗
𝑎
𝑗
; 𝑛 is a balance

parameter. Then, ILWB is called the intuitionistic linguistic
weighted Bonferroni mean (ILWBM) operator.

Theorem 15. ILB operator is a special case of the ILWB
operator.

Proof. If 𝜔 = (1/𝑛, 1/𝑛, . . . , 1/𝑛)
𝑇, then �̃�

𝑗
= 𝑛𝜔

𝑗
𝑎
𝑗

=

𝑛(1/𝑛)𝑎
𝑗
= 𝑎
𝑗
:

ILWB𝑝,𝑞
𝜔
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
)

= (
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

�̃�
𝑝

𝑖
�̃�
𝑞

𝑗
)

1/(𝑝+𝑞)

= (
1

𝑛(𝑛 − 1)

𝑛

∑

𝑖,𝑗=1

𝑖 ̸= 𝑗

𝑎
𝑝

𝑖
𝑎
𝑞

𝑗
)

1/(𝑝+𝑞)

= ILB𝑝,𝑞 (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
) .

(47)

Theorem 16. Let 𝑝, 𝑞 ≥ 0 and 𝑎
𝑗
= ⟨𝑠
𝜃
𝑗

, (𝑢
𝑗
, V
𝑗
)⟩ (𝑗 =

1, 2, . . . , 𝑛) be a collection of ILNs, and 𝜔 = (𝜔
1
, 𝜔
2
, . . . , 𝜔

𝑛
)
𝑇

is the weight vector of 𝑎
𝑗
(𝑗 = 1, 2, . . . , 𝑛), 𝜔

𝑗
∈ [0, 1],

∑
𝑛

𝑗=1
𝜔
𝑗
= 1.Then, the aggregated result by formula (46) is also

an ILN, and

𝐼𝐿𝑊𝐵
𝑝,𝑞

𝜔
(𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
)

=⟨𝑠
((𝑛
𝑝+𝑞−1
/(𝑛−1))∑

𝑛

𝑖,𝑗=1, 𝑖 ̸= 𝑗
𝜔
𝑝

𝑖
𝜔
𝑞

𝑗
𝜃
𝑝

𝑖
𝜃
𝑞

𝑗
)
1/(𝑝+𝑞) ,

((1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − (1 − 𝑢
𝑖
)
𝑛𝜔
𝑖

)
𝑝

× (1 − (1 − 𝑢
𝑗
)
𝑛𝜔
𝑗

)
𝑞

))

1/𝑛(𝑛−1)

)

1/(𝑝+𝑞)

,

1 −(1 −(

𝑛

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V𝑛𝜔𝑖
𝑖
)
𝑝

×(1−V
𝑛𝜔
𝑗

𝑗
)
𝑞

))

1/𝑛(𝑛−1)

)

1/(𝑝+𝑞)

)⟩.

(48)

Similar to Theorem 8, it can be proved by using mathematical
induction on 𝑛.

Example 17. Suppose that there are three intuitionistic lin-
guistic numbers 𝑎

1
= ⟨𝑠
2
, (0.6, 0.1)⟩, 𝑎

2
= ⟨𝑠
4
, (0.4, 0.3)⟩,

and 𝑎
3

= ⟨𝑠
1
, (0.8, 0.2)⟩, and the weight vector 𝜔 =

(0.40, 0.35, 0.25) (suppose 𝑝 = 1 and 𝑞 = 2); then, we can
calculate the ILWB1,2(𝑎

1
, 𝑎
2
, 𝑎
3
) shown as follows:

ILWB1,2 (𝑎
1
, 𝑎
2
, 𝑎
3
)

= ⟨𝑠
((3
1+2−1
/(3−1))(𝜃))

1/(1+2) ,

((1 − (𝑢)
1/(3×2)

)
1/(1+2)

,

1 − (1 − (V)1/(3×2))
1/(1+2)

)⟩ ,

(49)

where

𝜃 = 𝜔
1
𝜔
2

2
𝜃
1
𝜃
2

2
+ 𝜔
1
𝜔
2

3
𝜃
1
𝜃
2

3
+ 𝜔
2
𝜔
2

1
𝜃
2
𝜃
2

1

+ 𝜔
2
𝜔
2

3
𝜃
2
𝜃
2

3
+ 𝜔
1

3
𝜔
2

1
𝜃
3
𝜃
2

1
+ 𝜔
1

3
𝜔
2

2
𝜃
3
𝜃
2

2
,

𝑢 =

3

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − (1 − 𝑢
𝑖
)
3𝜔
𝑖

) (1 − (1 − 𝑢
𝑗
)
3𝜔
𝑗

)
2

)

= (1 − (1 − (1 − 𝑢
1
)
3∗𝜔
1

) ∗ (1 − (1 − 𝑢
2
)
3∗𝜔
2

)
2

)
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∗ (1 − (1 − (1 − 𝑢
1
)
3∗𝜔
1

) ∗ (1 − (1 − 𝑢
3
)
3∗𝜔
3

)
2

)

∗ (1 − (1 − (1 − 𝑢
2
)
3∗𝜔
2

) ∗ (1 − (1 − 𝑢
1
)
3∗𝜔
1

)
2

)

∗ (1 − (1 − (1 − 𝑢
2
)
3∗𝜔
2

) ∗ (1 − (1 − 𝑢
3
)
3∗𝜔
3

)
2

)

∗ (1 − (1 − (1 − 𝑢
3
)
3∗𝜔
3

) ∗ (1 − (1 − 𝑢
1
)
3∗𝜔
1

)
2

)

∗ (1 − (1 − (1 − 𝑢
3
)
3∗𝜔
3

) ∗ (1 − (1 − 𝑢
2
)
3∗𝜔
2

)
2

) ,

V =
3

∏

𝑖,𝑗=1

𝑖 ̸= 𝑗

(1 − (1 − V3𝜔𝑖
𝑖
) (1 − V

3𝜔
𝑗

𝑗
)
2

)

= (1 − (1 − V
1

3∗𝜔
1) ∗ (1 − V

2

3∗𝜔
2)
2

)

∗ (1 − (1 − V
1

3∗𝜔
1) ∗ (1 − V

3

3∗𝜔
3)
2

)

∗ (1 − (1 − V
2

3∗𝜔
2) ∗ (1 − V

1

3∗𝜔
1)
2

)

∗ (1 − (1 − V
2

3∗𝜔
2) ∗ (1 − V

3

3∗𝜔
3)
2

)

∗ (1 − (1 − V
3

3∗𝜔
3) ∗ (1 − V

1

3∗𝜔
1)
2

)

∗ (1 − (1 − V
3

3∗𝜔
3) ∗ (1 − V

2

3∗𝜔
2)
2

) .

(50)

Replace the data of 𝑎
1
, 𝑎
2
, and 𝑎

3
; we can get

𝜃 = 0.4 ∗ 0.35
2
∗ 2 ∗ 4

2
+ 0.4 ∗ 0.25 ∗ 2

∗ 1
2
+ 0.35 ∗ 0.4

2
∗ 4 ∗ 2

2
+ 0.35

∗ 0.25
2
∗ 4 ∗ 1

2
+ 0.25 ∗ 0.4

2
∗ 1 ∗ 2

2

+ 0.25 ∗ 0.35
2
∗ 1 ∗ 4

2

= 3.4015,

𝑢 = (1 − (1 − (1 − 0.6)
(3∗0.4)

)

∗(1 − (1 − 0.4)
(3∗0.35)

)
2

)

∗ (1 − (1 − (1 − 0.6)
(3∗0.4)

)

∗(1 − (1 − 0.8)
(3∗0.25)

)
2

)

∗ (1 − (1 − (1 − 0.4)
(3∗0.35)

)

∗(1 − (1 − 0.6)
(3∗0.4)

)
2

)

∗ (1 − (1 − (1 − 0.4)
(3∗0.35)

)

∗(1 − (1 − 0.8)
(3∗0.25)

)
2

)

∗ (1 − (1 − (1 − 0.8)
(3∗0.25)

) ∗ (1 − (1 − 0.6)
(3∗0.4)

)
2

)

∗ (1 − (1 − (1 − 0.8)
(3∗0.25)

) ∗ (1 − (1 − 0.4)
(3∗0.35)

)
2

)

= 0.23367,

V = (1 − (1 − 0.1(3∗0.4)) ∗ (1 − 0.3(3∗0.35))
2

)

∗ (1 − (1 − 0.1
(3∗0.4)

) ∗ (1 − 0.2
(3∗0.25)

)
2

)

∗ (1 − (1 − 0.3
(3∗0.35)

) ∗ (1 − 0.1
(3∗0.4)

)
2

)

∗ (1 − (1 − 0.3
(3∗0.35)

) ∗ (1 − 0.2
(3∗0.25)

)
2

)

∗ (1 − (1 − 0.2
(3∗0.25)

) ∗ (1 − 0.1
(3∗0.4)

)
2

)

∗ (1 − (1 − 0.2
(3∗0.25)

) ∗ (1 − 0.3
(3∗0.35)

)
2

)

= 0.01646;

(51)

then,

ILWB1,2 (𝑎
1
, 𝑎
2
, 𝑎
3
)

= ⟨𝑠
((3
1+2−1
/(3−1))(𝜃))

1/(1+2) ,

((1 − (𝑢)
1/(3×2)

)
1/(1+2)

,

1 − (1 − (V)1/(3×2))
1/(1+2)

)⟩

= ⟨𝑠
2.4829

, (0.5992, 0.2086)⟩ .

(52)

It is easy to prove that the ILWB𝑝,𝑞 operator hasthe
properties of commutativity and monotonicity, but it has not
the property of idempotency.

4. An Approach to Multiple Attribute
Decision Making Based on the Intuitionistic
Linguistic Numbers

In the previous section, we extended BM to intuitionistic
linguistic information and proposed ILBM and ILWBM
operators. In this part, we will apply these extended BM
operators to solve the multiple attribute decision making
problems with intuitionistic linguistic information and give
the detail decision making steps. The advantage of the
proposed method is that it can consider the interrelationship
of the attributes.

Consider a multiple attribute decision making with intu-
itionistic linguistic information: let 𝐴 = {𝐴

1
, 𝐴
2
, . . . , 𝐴

𝑚
} be

a discrete set of alternatives, and let 𝐶 = {𝐶
1
, 𝐶
2
, . . . , 𝐶

𝑛
} be

the set of attributes; 𝜔 = (𝜔
1
, 𝜔
2
, . . . , 𝜔

𝑛
)
𝑇 is the weighting

vector of the attribute 𝐶
𝑗
(𝑗 = 1, 2, . . . , 𝑛), where 𝜔

𝑗
≥ 0,

𝑗 = 1, 2, . . . , 𝑛, ∑
𝑛

𝑗=1
𝜔
𝑗
= 1. Suppose that 𝑋 = [𝑥

𝑖𝑗
]
𝑚×𝑛

is the decision matrix, where 𝑥
𝑖𝑗
= ⟨𝑠
𝑎
𝑖𝑗

, (𝑢
𝑖𝑗
, V
𝑖𝑗
)⟩ takes the

form of the intuitionistic linguistic number, and 0 ≤ 𝑢
𝑖𝑗
≤ 1,

0 ≤ V
𝑖𝑗
≤ 1, 𝑢

𝑖𝑗
+ V
𝑖𝑗
≤ 1, 𝑠

𝑎
𝑖𝑗

∈ 𝑆. Then, the ranking of
alternatives is required.

In the following, we apply ILWB𝑝,𝑞 operator to multiple
attribute decision making based on intuitionistic linguistic
information.
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The methods involve the following steps.

Step 1 (normalization). Generally, there are two attribute
types in multiple attribute decision making: they are benefit
type (the bigger the performance values the better) and cost
type (the smaller the performance values the better); we need
normalization in order to transform the performance values
of the cost type into the performance values of the benefit
type. Then, 𝑋 = [𝑥

𝑖𝑗
]
𝑚×𝑛

will be transformed into the matrix
�̃� = [𝑟

𝑖𝑗
]
𝑚×𝑛

, where

(1) 𝑟
𝑖𝑗
= ⟨𝑠
𝑎
𝑖𝑗

, (𝑢
𝑖𝑗
, V
𝑖𝑗
)⟩, for benefit type of 𝐶

𝑗
;

(2) 𝑟
𝑖𝑗
= ⟨Neg(𝑠

𝑎
𝑖𝑗

), (V
𝑖𝑗
, 𝑢
𝑖𝑗
)⟩, for cost type of 𝐶

𝑗
.

Step 2. Calculate the comprehensive evaluation values of
each alternative by ILWB𝑝,𝑞 operator:

𝑟
𝑖
= ⟨𝑠
𝑎
𝑖

, (𝑢
𝑖
, V
𝑖
)⟩

= ILWB𝑝,𝑞
𝜔
(𝑟
𝑖1
, 𝑟
𝑖2
, . . . , 𝑟

𝑖𝑛
)

=⟨𝑠
((𝑛
𝑝+𝑞−1
/(𝑛−1))∑

𝑛

𝑘,𝑗=1, 𝑘 ̸= 𝑗
𝜔
𝑝

𝑘
𝜔
𝑞

𝑗
𝑎
𝑝

𝑖𝑘
𝑎
𝑞

𝑖𝑗
)
1/(𝑝+𝑞) ,

((1 −(

𝑛

∏

𝑘,𝑗=1

𝑘 ̸= 𝑗

(1 − (1 − (1 − 𝑢
𝑖𝑘
)
𝑛𝜔
𝑘

)
𝑝

×(1−(1−𝑢
𝑖𝑗
)
𝑛𝜔
𝑗

)
𝑞

))

1/𝑛(𝑛−1)

)

1/(𝑝+𝑞)

,

1 −(1 −(

𝑛

∏

𝑘,𝑗=1

𝑘 ̸= 𝑗

(1 − (1 − V𝑛𝜔𝑘
𝑖𝑘
)
𝑝

×(1−V
𝑛𝜔
𝑗

𝑖𝑗
)
𝑞

))

1/𝑛(𝑛−1)

)

1/(𝑝+𝑞)

)⟩.

(53)

Step 3. Rank the intuitionistic linguistic number 𝑟
𝑖
by

Definition 5.

Step 4. Rank all the alternatives 𝐴 = {𝐴
1
, 𝐴
2
, . . . , 𝐴

𝑚
} in

accordance with 𝑟
𝑖
in descending order, and then select the

most desirable alternative with the largest overall perfor-
mance value.

Step 5. End.

5. Example

Let us suppose an investment company, which wants to invest
a sum of money in the best option. There is a panel with four
possible alternatives in which to invest the money:

(1) 𝐴
1
is a car company;

(2) 𝐴
2
is a computer company;

(3) 𝐴
3
is a TV company;

(4) 𝐴
4
is a food company.

The investment companymustmake a decision according
to the following four attributes (suppose that the weight
vector of four attributes is 𝜔 = (0.32, 0.26, 0.18, 0.24)

𝑇):

(1) 𝐶
1
is the risk analysis;

(2) 𝐶
2
is the growth analysis;

(3) 𝐶
3
is the social-political impact analysis;

(4) 𝐶
4
is the environmental impact analysis.

The four possible alternatives {𝐴
1
, 𝐴
2
, 𝐴
3
, 𝐴
4
} are evalu-

ated using the linguistic term set 𝑆 = (𝑠
0
, 𝑠
1
, 𝑠
2
, 𝑠
3
, 𝑠
4
, 𝑠
5
, 𝑠
6
)

under the above four attributes, and the decision matrix𝑋 =

[𝑥
𝑖𝑗
]
4×4

is listed in Table 1.

5.1. Decision Steps. To get the best alternative(s), the follow-
ing steps are involved.

Step 1 (normalization). Because all the attributes 𝐶
1
, 𝐶
2
, 𝐶
3
,

𝐶
4
are the benefit type, the decision making matrix 𝑋 does

not need normalization.

Step 2. Calculate the comprehensive evaluation values of
each alternative by ILWB𝑝,𝑞 operator (here let 𝑝 = 𝑞 = 1).

From formula (53), we can get

𝑟
1
= ⟨𝑠
3.979

, (0.670, 0.212)⟩ ,

𝑟
2
= ⟨𝑠
3.544

, (0.644, 0.250)⟩ ,

𝑟
3
= ⟨𝑠
3.035

, (0.667, 0.153)⟩ ,

𝑟
4
= ⟨𝑠
3.411

, (0.568, 0.229)⟩ .

(54)

Step 3. Rank the intuitionistic linguistic number 𝑟
𝑖
by

Definition 5:

𝑆 (𝑟
1
) = 0.483, 𝑆 (𝑟

2
) = 0.412,

𝑆 (𝑟
3
) = 0.383, 𝑆 (𝑟

4
) = 0.381.

(55)

Step 4. Rank all the alternatives 𝐴 = {𝐴
1
, 𝐴
2
, 𝐴
3
, 𝐴
4
} in

accordance with 𝑟
𝑖
in descending order; we can get

𝐴
1
≻ 𝐴
2
≻ 𝐴
3
≻ 𝐴
4
. (56)
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Table 1: Decision matrix𝑋.

𝐶
1

𝐶
2

𝐶
3

𝐶
4

𝐴
1
⟨𝑠
5
, (0.7, 0.1)⟩ ⟨𝑠

3
, (0.7, 0.3)⟩ ⟨𝑠

4
, (0.6, 0.2)⟩ ⟨𝑠

4
, (0.7, 0.2)⟩

𝐴
2
⟨𝑠
4
, (0.6, 0.2)⟩ ⟨𝑠

5
, (0.6, 0.3)⟩ ⟨𝑠

2
, (0.8, 0.1)⟩ ⟨𝑠

3
, (0.6, 0.4)⟩

𝐴
3
⟨𝑠
4
, (0.7, 0.2)⟩ ⟨𝑠

5
, (0.6, 0.2)⟩ ⟨𝑠

1
, (0.7, 0.1)⟩ ⟨𝑠

2
, (0.7, 0.1)⟩

𝐴
4
⟨𝑠
3
, (0.5, 0.2)⟩ ⟨𝑠

3
, (0.7, 0.1)⟩ ⟨𝑠

4
, (0.6, 0.3)⟩ ⟨𝑠

4
, (0.5, 0.3)⟩

Table 2: Ordering of the alternatives by utilizing the different 𝑝, 𝑞
in ILWB𝑝,𝑞 operator.

𝑝, 𝑞 Score function 𝑆(𝑟
𝑖
) (𝑖 = 1, 2, 3, 4) Ranking

𝑝 = 1

𝑞 = 1

𝑆(𝑟
1
) = 0.483, 𝑆(𝑟

2
) = 0.412

𝑆(𝑟
3
) = 0.383, 𝑆(𝑟

4
) = 0.381

𝐴
1
≻ 𝐴
2
≻ 𝐴
3
≻ 𝐴
4

𝑝 = 2

𝑞 = 2

𝑆(�̃�
1
) = 0.500, 𝑆(�̃�

2
) = 0.445

𝑆(�̃�
3
) = 0.447, 𝑆(�̃�

4
) = 0.385

𝐴
1
≻ 𝐴
3
≻ 𝐴
2
≻ 𝐴
4

𝑝 = 1

𝑞 → 0

𝑆(�̃�
1
) = 0.510, 𝑆(�̃�

2
) = 0.432

𝑆(�̃�
3
) = 0.412, 𝑆(�̃�

4
) = 0.394

𝐴
1
≻ 𝐴
2
≻ 𝐴
3
≻ 𝐴
4

𝑝 → 0

𝑞 → 0

𝑆(�̃�
1
) = 0.574, 𝑆(�̃�

2
) = 0.472

𝑆(�̃�
3
) = 0.379, 𝑆(�̃�

4
) = 0.499

𝐴
1
≻ 𝐴
4
≻ 𝐴
2
≻ 𝐴
3

𝑝 = 0.5

𝑞 = 0.5

𝑆(�̃�
1
) = 0.475, 𝑆(�̃�

2
) = 0.394

𝑆(�̃�
3
) = 0.347, 𝑆(�̃�

4
) = 0.378

𝐴
1
≻ 𝐴
2
≻ 𝐴
4
≻ 𝐴
3

𝑝 = 10

𝑞 = 10

𝑆(�̃�
1
) = 0.579, 𝑆(�̃�

2
) = 0.565

𝑆(�̃�
3
) = 0.605, 𝑆(�̃�

4
) = 0.423

𝐴
3
≻ 𝐴
1
≻ 𝐴
2
≻ 𝐴
4

5.2. Discussions

5.2.1. About the Influence of the Parameters 𝑝, 𝑞 on Decision
Making Result. In order to illustrate the influence of the
parameters 𝑝, 𝑞 on decision making result of this example,
we use the different values of 𝑝, 𝑞 in Step 2 to rank the
alternatives. The ranking results are shown in Table 2.

As we can see from Table 2, the ordering of the alterna-
tives may be different for the different value 𝑝, 𝑞 in ILWB𝑝,𝑞
operator. In general, we can take the values of the two param-
eters as 𝑝 = 𝑞 = 1, which is not only intuitive and simple
but also considering the interrelationship of the attributes. In
the special case where at least one of these two parameters
takes the value of zero, the ILWB𝑝,𝑞 operator cannot capture
the interrelationship of the individual arguments. Thus, the
organization can properly select the desirable alternative
according to his interest and the actual needs.

5.2.2. About the Validity of This Method. In order to verify
the validity of this method, we use the method proposed by
Wang and Li [15], which is the first method to process the
multiple attribute decision making problems with intuition-
istic linguistic information; to rank this example, we can get
the ranking as 𝐴

1
≻ 𝐴
2
≻ 𝐴
3
≻ 𝐴
4
. Obviously, these two

methods have the same ranking result when 𝑝 = 𝑞 = 1 or
𝑝 = 1, 𝑞 = 0.

5.2.3. Comparing with the Existing Methods. There are many
decision making methods to process the multiple attribute
decisionmaking problems inwhich the attribute value is crisp

number. However, there are a fewmethods which can process
the intuitionistic linguistic information.

The first method which can process intuitionistic lin-
guistic information was proposed by Wang and Li [15], and
it is based on the arithmetic weighted average operator of
intuitionistic linguistic information.Thismethod can be only
a special case of ILWB𝑝,𝑞 when 𝑝 = 1, 𝑞 = 0 proposed
in this paper. Obviously, the method in [15] cannot consider
the interrelationship of the attributes. However, the proposed
method in this paper can provide a generalized method with
parameters 𝑝 and 𝑞 and can capture the interrelationship of
the attributes.

Comparing with the methods proposed by Liu [16] and
Liu and Wang [17], which can consider the relationships
between the attributes and can process the intuitionistic
linguistic information, however, these methods process the
relationships between the attributes by adding a class of
weighted vector; for example, in [16], the added weighted
vector can be obtained by calculating the similarity of each
attribute to mean value and in [17] the weighted vector is
determined by the support degree between the attributes.
Obviously, these methods consider the relationships between
the attributes in an indirect way. However, the method
proposed in this paper can directly calculate the relationship
between attribute values, so we can call it interrelationship.

Based on above discussions, the proposed method has a
significant advantage which can consider the interrelation-
ship between two attribute values. Of course, there exist some
shortcomings in the proposed method; for example, it only
considered the interrelationship between two attributes and
not for three attributes or more. In addition, this method is
more complex in calculation than the other methods.

6. Conclusion

Bonferroni mean has a significant advantage which can
capture the interrelationship of the individual arguments.
However, the traditional Bonferroni mean can only process
the crisp number. In this paper, we extended Bonferroni
mean to the intuitionistic linguistic environment and pro-
posed an intuitionistic linguistic Bonferroni mean (ILBM)
operator and an intuitionistic linguistic weighted Bonferroni
mean (ILWBM) operator. Furthermore, we discussed some
desirable properties of these operators and analyzed their
special cases. Based on the ILWBM operator, we proposed a
multiple attribute decisionmakingmethodwith intuitionistic
linguistic information which can not only consider the
importance of each attribute but also reflect the interrela-
tionship between the attributes. However, there exist some
shortcomings in the proposed method; for example, it only
considered the interrelationship between two attributes and
not for three attributes or more. In addition, it is more
complex in calculation than the other methods. In the future,
we will extend ILWBM operator to process the interrelation-
ship among three attributes, and not for three attributes, or
extend BM operator to process the other fuzzy information.
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In addition, we will research the applications of the proposed
operators to solve the real decision making problems.
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