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Abstract

In a bidirected graph an edge has a direction at each end, so bidirected graphs
generalize directed graphs. We generalize the definitions of transitive closure and
transitive reduction from directed graphs to bidirected graphs by introducing new
notions of b-path and b-circuit that generalize directed paths and cycles. We show
how transitive reduction is related to transitive closure and to the matroids of the
signed graph corresponding to the bidirected graph.
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1 Introduction.

Bidirected graphs are a generalization of undirected and directed graphs.
Harary defined in 1954 the notion of signed graphs. For any bidirected graph,
we can associate a signed graph. Reciprocally, any signed graph can be as-
sociated to a bidirected graph. Transitive reduction in directed graphs was
introduced by A. V. Aho. The aim of this paper is to extend the concept
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of transitive closure,mmq which is denoted Ft(Gτ ), and transitive reduction,
which is denoted Rt(Gτ ), to bidirected graphs. We seek to find definitions
of transitive closure and transitive reduction for bidirected graphs through
which the classical concepts would be a special case. We establish for bidi-
rected graphs some properties of these concepts and a duality relationship
between transitive closure and transitive reduction.

2 Bidirected Graphs

We allow graphs to have loops and multiple edges. Given an undirected graph
G = (V,E), the set of half-edges of G is the set Φ(G) defined as follows:

Φ(G) = {(e, x) ∈ E × V : e is incident with x}.

Thus, each edge e with ends x and y is represented by its two half-edges (e, x)
and (e, y). For a loop the notation does not distinguish between its two half-
edges. There is no very good notation for the two half-edges of a loop, but we
believe the reader will be able to interpret our formulas for loops.

A chain is a sequence of vertices and edges, x0, e1, x1, . . . , ek.xk such that k ≥ 0
and xi−1 and xi are the ends of ei, ∀ i = 1, . . . , k. It is elementary if it does
not repeat any vertices or edges. It is closed if x0 = xk. A partial graph of a
graph is also known as a subgraph. The terminology is due to Berge [2].

2.1 Basic Properties of Bidirected Graphs

Definition 2.1 A biorientation of G is a signature of its half-edges:

τ : Φ(G)→ {−1,+1}.

It is agreed that τ(e, x) = 0 if (e, x) is not a half-edge of G; that makes it
possible to extend τ to all of E × V , which we will do henceforth.

A bidirected graph is a graph provided with a biorientation; it is written Gτ =
(V,E; τ).

u u+ −
x y

u u− −
x y

u u+ +

x y
u u− +

x y

Fig. 1. The four possible biorientations of an edge {x, y} of Gτ .
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Each edge (including a loop) has four possible biorientations (figure 1); there-
fore, the number of biorientations of G is 4|E|.

Definition 2.2 We define two subsets of V :

V+1 = {x ∈ Gτ : τ(e, x) = +1, ∀(e, x) ∈ Ex} is the set of source vertices,
V−1 = {x ∈ Gτ : τ(e, x) = −1, ∀(e, x) ∈ Ex} is the set of sink vertices,

where Ex is the set of all half-edges incident with x.

We observe that V+1 ∩ V−1 is the set of vertices that are not an end of any
edge (isolated vertices).

Definition 2.3 [3] Let Gτ = (V,E; τ)be a bidirected graph. Then W (resp.,
W ) is a function defined on V (resp., E) as follows:

W : V → Z, x 7→ W (x) =
∑
e∈E τ(e, x),

W : E → {−2, 0, 2}, e 7→ W (e) =
∑
x∈V τ(e, x).

Thus,W (x) is the number of positive half-edges incident with x less the number
of negative half-edges incident with x.

Definition 2.4 [7] A signed graph is a triple (V,E;σ) where G = (V,E) is
an undirected graph and σ is a signature of the edge set E:

σ : E → {−1,+1}.

A signed graph is written Gσ = (V,E;σ).

Definition 2.5 [3] Let Gσ = (V,E;σ) be a signed graph and P a chain (not
necessarily elementary) connecting x and y in Gσ:

P : x, e1, x1, e2, x2, . . . , y,

where x, x1, . . . , y are vertices and e1, e2, . . . are edges of G. We put

σ(P ) =
∏
ei∈P

σ(ei).

We write Pα instead of P , if α = σ(P ). Pα is called a signed chain of sign α
connecting x and y; for short, an s-chain of sign α. See figure 2.

Especially, a cycle in a signed graph is positive if the number of its negative
edges is even. In the opposite case, it is negative.

Definition 2.6 A signed graph is balanced if all its cycles are positive [7].
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Fig. 4.
P+ : x, x1, x2, x3, x2, x4, y is a positive s-chain.
P− : x, x1, x2, x4, y is a negative s-chain.

Fig. 2. P+ contains P− as a subchain, but both P+ and P− are minimal s-chains
from x to y because their signs differ.

A signed graph is antibalanced if, by negating the signs of all edges, it becomes
balanced[8].

It follows from the definitions that a cycle is balanced if, and only if, it is
positive.

Lemma 2.7 A signed graph is antibalanced if, and only if, every positive cycle
has even length and every negative cycle has odd length.

Proof. Let Gσ be a signed graph. It is antibalanced if, and only if, G−σ has
only positive cycles. The sign of a cycle is the same in Gσ and G−σ if the cycle
has even length and is the opposite if the cycle has odd length. Thus, G−σ is
balanced if, and only if, every even cycle in Gσ is positive and every odd cycle
in Gσ is negative.

Definition 2.8 [13] For a biorientation τ of a graph Gτ = (V,E; τ), we define
a signature σ of E, for any edge e with ends x and y, by:

σ(e) = −τ(e, x).τ(e, y).

Definition 2.9 A signed or bidirected graph is all positive if all its edges are
positive, i.e., for every edge e, W (e) = 0.

We observe that a bidirected graph that is all positive is a usual directed
graph.

Each bidirected graph determines a unique signature. However, the number
of biorientations of a signed graph is 2|E| because each edge has two possible
biorientations.

Definition 2.10 [9,13] Let Gτ = (V,E; τ) be a bidirected graph and let X
be a set of vertices of G. A biorientation τX of G is defined as follows:

τx(e, x) = −τ(e, x), ∀ x ∈ X,
τx(e, y) = τ(e, y), ∀ y ∈ V −X,
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for any edge e ∈ E. We say that the biorientation τX and the bidirected graph
GτX are obtained respectively from τ and Gτ , by switching X. If X = {x}
where x ∈ V , we write τx for simplicity. The definition of switching a signed
graph is similar. Let Gσ be a signed graph and X ⊆ V . The sign function σ
switched by X is σX defined as follows:

σX(e) =

σ(e), if x, y ∈ X or x, y ∈ V −X,
−σ(e), otherwise,

where x and y are the ends of the edge e.

We note that switching X is a self-inverse operation. It also follows from the
definitions that the following result holds:

Proposition 2.11 Let Gτ be a bidirected graph and σ the signature deter-
mined by τ . Let X ⊆ V . Then τX determines the signature σX .

u u

u u

+
+ +

− −

−

− −

d c

a b

-by switching

{b, c} u u

u u

+
+

+
− +

+

−

−

d c

a b

Proposition 2.12 (i) [12] The result of switching a balanced signed graph
is balanced.

(ii) [7,12] A signed graph is balanced if, and only if, there is a subset X of
vertices such that switching X produces a signed graph in which all edges
are positive.

(iii) [8,12] A signed graph is antibalanced if, and only if, there is a subset X
of vertices such that switching X produces a signed graph in which all
edges are negative.

Proof. (i) Switching does not change the sign of any cycle.

(ii) Harary [7] has shown that the set of negative edges of a balanced signed
graph, if it is not empty, constitutes a cocycle of Gσ. The cocycle divides V
into two sets, X and V − X, such that F consists of all edges with one end
in each set. Thus by switching X, we obtain σ(e) = +1 ∀ e ∈ F in the new
graph GσX and the other edge signs remain positive. Thus GσX is all positive.

Conversely, if there exists X ⊆ V such that GσX is all positive, then GσX is
balanced, so Gσ is balanced by part (i).

(iii) Gσ is antibalanced ⇔ G−σ is balanced ⇔ ∃ X ⊆ V such that G(−σ)X =
G−σX is all positive ⇔ ∃ X ⊆ V such that GσX is all negative.
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Proposition 2.12 applies to bidirected graphs (cf. [3]) because of Definition 2.8
and Proposition 2.11. Similarly, all propositions about signed graphs Gσ apply
to bidirected graphs Gτ through the signature σ determined by τ .

2.2 Characterization of b-Paths in Bidirected Graphs

Definition 2.13 [3] Let Gτ be a bidirected graph, and let P be a chain con-
necting x and y in Gτ :

P : xe1x1 . . . eixiei+1 . . . xk−1eky,

where x, x1, . . . , y are vertices of G and e1, e2, . . . , ek are edges of G. We define

WP (xi) = τ(ei, xi) + τ(ei+1, xi) for every xi ∈ V (P ), i = 1, . . . , k − 1.

(We note that WP (xi) and WP (xj) may differ when i 6= j, even if xi = xj.)
Let τ(e1, x) = α and τ(ek, y) = β; then we write

P = P(α,β)(x, y) : xαe1x1 . . . eixi+1ei+1 . . . xk−1eky
β.

We call P(α,β)(x, y) an (α, β) b-path (short for bidirected path) from x to y, or
a b-path from xα to yβ, if:

(i) k ≥ 1.
(ii) τ(e1, x) = α, and τ(ek, y) = β.
(iii) WP (xi) = 0, ∀i = 1, . . . , k − 1 (if k > 1).
(iv) P(α,β)(x, y) is minimal for the properties (i)–(iii), given xα and yβ.

If P(α,β)(x, y) satisfies (i)–(iii), we call it a b-walk from xα to yβ. Thus a b-path
is a minimal b-walk (in the sense of (iv)).

In the notation for a b-path P , we define x0 = x and xk = y. Then edge ei
has vertices xi−1 and xi, ∀i = 1, 2, . . . , k.

If P(α,β)(x, y) is a b-path from xα to yβ, then

P(β,α)(y, x) : yβekxk−1 . . . ei+1xiei . . . x1e1x
α

is also a b-path, from yβ to xα.

Remark 2.14 No two consecutive edges ei, ei+1 can be equal, because then
by cutting out eixiei+1 we obtain a shorter b-path, which is absurd.

Proposition 2.15 The sign of a b-walk P(α,β)(x, y) is σ(P ) = −αβ.
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Proof. Let P(α,β)(x, y) : xαe1x1 . . . xk−1ekyβ be a b-walk from xα to yβ. The
sign of this b-walk is given by

σ(P(α,β)(x, y)) =
∏

e∈P(α,β)(x,y)

σ(e)

= [−τ(e1, x)τ(e1, x1)][−τ(e2, x1)τ(e2, x2)] . . .

[−τ(ek−2, xk−2)τ(ek−1, xk−1)][−τ(ek, xk−1)τ(ek, y)]

= −τ(e1, x)[−τ(e1, x1)τ(e2, x1)] . . .

[−τ(ek−1, xk−1)τ(ek, xk−1)]τ(ek, y).

According to the definition of b-walks we have

WP (xi) = τ(ei, xi) + τ(ei+1, xi) = 0,

therefore τ(ei, xi)τ(ei+1, xi) = −1 ∀ i = 1, . . . , k − 1. Thus,

σ(P(α,β)) = −τ(e1, x)τ(ek, y) = −αβ,

which proves the result.

Proposition 2.16 Let Gτ be a bidirected graph, and let

P : x0e1x1 . . . eixiei+1 . . . xk−1ekxk,

where k ≥ 1 and ei = {xαi−1

i−1 , x
βi
i } for i = 1, . . . , k, be a chain in Gτ . Then P

is a b-path if, and only if,

(a) αi = −βi for i = 1, . . . , k − 1 and
(b) xαii 6= x

αj
j when i < j and (i, j) 6= (0, k);

and then it is an (α0, βk) b-path from xα0
0 to xβkk .

Proof. Let x = x0, y = xk, α = α0, β = αk. Since WP (xi) = βi + αi for
i = 1, . . . , k − 1, condition (iii) is equivalent to condition (a).

Assume P is an (α, β) b-path from x to y. Therefore, P is a chain

xα0e1x1 . . . eixiei+1 . . . xk−1eky
βk

from xα0
0 to xβkk that satisfies (i)–(iii) in Definition 2.13. If xαii = x

αj
j for some

i < j, then by cutting out ei+1 . . . ej we get a shorter chain with the same
properties (i)–(iii), unless (i, j) = (0, k). We conclude that if xi = xj (i < j
and (i, j) 6= (0, k)), then αi 6= αj. It follows that P satisfies (b).

Assume P satisfies (a) and (b). Then it satisfies (i)–(iii). Suppose P were not
minimal with those properties. Then there is an (α, β) b-path Q from x to y
whose edges are some of the edges of P in the same order as in P . If Q begins
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with edge ei+1, then it begins at xαii and xαii = xα = xα0
0 , therefore i = 0 by

(b). Similarly, Q ends at edge ek and vertex xβkk . If Q includes edges ei and
ej+1 with i < j but not edges ei+1, . . . , ej, then xαii = x−βii = x

αj
j , contrary to

(b). Therefore, Q cannot omit any edges of P . It follows that P is minimal
satisfying (i)–(iii), so P is an (α, β) b-path from x to y.

Corollary 2.17 If P is a b-path that contains a positive cycle C, then P = C.

Examples of b-paths can be seen in figure 3.

We now give the different types of b-path which have a unique cycle which is
negative.

Definition 2.18 A purely cyclic b-path at a vertex x in a bidirected graph is
a b-path C whose chain is a cycle. We say C is on the vertex x. The sign of
C is the sign of its chain.

We note that in a purely cyclic negative b-path C on x, x is the unique vertex
in V (C) such that WC(x) = ±2.

Definition 2.19 A cyclic b-path P connecting two vertices x and y (not nec-
essarily distinct) in a bidirected graph Gτ , is a b-path from x to y which
contains a unique purely cyclic b-path, which is negative. Figure 3 shows the
three possible cases. We note that α, β, γ, λ ∈ {−1,+1}. If x = y in type (a),
the cyclic b-path is purely cyclic.

Lemma 2.20 A cyclic b-path must have one of the forms in figure 3.

Proof. Let P be a cyclic b-path from x to y, C the purely cyclic b-path in
P , and v the vertex at which WC(v) = ±2. The graph of P must consist of
C and trees attached to C at a vertex, and it can have at most two vertices
with degree 1 because P has only two ends. We may assume y 6= v. P must
enter C at v (unless x = v) and leave it at v to get to y. Therefore, there must
be a tree attached to v. There cannot be a tree attached to any vertex z of C
other than v, because P would have to enter the tree from C at zγ and retrace
its path back to zγ in C, which would oblige P to contradict Remark 2.14.
Therefore x and y are both in the tree T attached to v, possibly with x = v.
If x 6= v, then x must be a vertex of degree 1 in T , or P would contradict
Remark 2.14. Similarly, y must be a vertex of degree 1 in T . As T must be
the union of the paths in T from x and y to v, P can only be one of the types
in figure 3.

Definition 2.21 [3] Let Gτ be a bidirected graph, let α, β ∈ {−1,+1}, and
let C be a b-path C : xα e1 x1 . . . xk−1 ek xβ. If α = −β, we say that C is a
b-circuit of Gτ .
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Fig. 3. The three types of cyclic b-path. In (a), x = y is possible. In (c), x or y or
both may equal w, but w 6= v.

Not all b-circuits trace out a matroid circuit. The b-circuits have been classified
in a paper by Chen, Wang, and Zaslavsky [5].

��
��

��
��

��
��HHHHHHHHHHHHu

u
uu

u

−
−

+

+ −
+−

− +

−

+

+

x4 x3

x x2
x1

C : x, x1, x2, x3, x1, x4, x

u u

u u

+

+

+

+

x4
x3

x2x1

C : x1, x2, x3, x4, x1

Fig. 4. Two kinds of b-circuit
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3 Transitive Closure in Bidirected Graphs

Definition 3.1 Let Gτ be a bidirected graph. Gτ is transitive if, for any ver-
tices x and y (not necessarily distinct) such that there is an (α, β) b-path from
xα to yβ in Gτ , there is an edge {xα, yβ} in Gτ .

Definition 3.2 Let Gτ be a bidirected graph. The transitive closure of Gτ

is the graph, notated Ft(Gτ ) = (V,Ft(E); τ), such that {xα, yβ} ∈ Ft(E) if
there is a b-path P(α,β)(x, y) from xα to yβ in Gτ (x and y are not necessarily
distinct).

Remark 3.3 We see that E ⊆ Ft(E). If {xα, yβ} ∈ E, then {xα, yβ} is the
edge of a b-path of length 1, so {xα, yβ} ∈ Ft(E).

Remark 3.4 If there is a b-path P(α,β)(x, x) from xα to xβ in Gτ , then there
is a loop {xα, xβ} with sign −αβ in Ft(Gτ ).

Remark 3.5 If Gτ contains a b-circuit C, then Ft(Gτ ) contains all the edges
{x−α, y−β} such that {xα, yβ} ∈ E(C). In other words, the transitive closure
contains the opposite orientation of every edge that lies in a b-circuit in Gτ .
For an example see Figure 8.

Proposition 3.6 Ft is an abstract closure operator; that is:

(i) Gτ is a partial graph of Ft(Gτ ).
(ii) If Hτ is a partial graph of Gτ , then Ft(Hτ ) is a partial graph of Ft(Gτ ).
(iii) Ft(Ft(Gτ )) = Ft(Gτ ).

Proof. (i) and (ii) are obvious from the definition.

(iii) We prove that Ft(Gτ ) is transitive. Let P : xe1x1 . . . eixiei+1 . . . xk−1eky
be a b-path in Ft(Gτ ), with ei = {xαi−1

i−1 , x
βi
i } for i = 1, . . . , k. By Proposition

2.16 αi = −βi for i = 1, . . . , k − 1 and P is an (α0, βk) b-path. For each edge
ei there is an (αi−1, βi) b-path Qi(xi−1, xi) in Gτ (which may be ei itself). Let
R = x0Q1x1Q2 . . . Qkxk, the concatenation of Q1, . . . , Qk. At each interme-
diate vertex y of any Qi we have WR(y) = WQi(y) = 0 by property (iii) of
Definition 2.13. At each xi, i = 1, . . . , k − 1 we have WR(xi) = βi + αi = 0
by Proposition 2.16. Therefore, R is an (α0, βk) b-path from x to y in Gτ .
We deduce that the edge {xα0 , yβk} is in the transitive closure of Gτ . Thus,
Ft(Gτ ) is transitive and its transitive closure is itself.

Define
W (P(α,β)(x, y)) =

∑
e∈P(α,β)(x,y)

W (e).

Theorem 3.7 Given a bidirected graph Gτ and its transitive closure Ft(Gτ ) =

10



(V,Ft(E); τ). If e = {xα, yβ} is the edge in Ft(Gτ ) implied by transitive closure
of the b-path P(α,β)(x, y) from xα to yβ in Gτ , then

W (P(α,β)(x, y)) = W (e).

Proof. Let P(α,β)(x, y) : xαe1x1 . . . xk−1ekyβ be a b-path from xα to yβ in Gτ .
According to Definition 2.3 we have

W (P(α,β)(x, y)) = τ(e1, x) +W (x1) +W (x2) + . . .+W (xk−1) + τ(ek, y),

and by Definition 2.13 we obtain

W (P(α,β)(x, y)) = τ(e1, x) + τ(ek, y) = α + β.

According to Definition 2.3, W (e) = α + β = W (P(α,β)).

We recall that σ(P ) designates the sign of a chain P (Definition 2.5).

Corollary 3.8 Given a bidirected graph Gτ and its transitive closure Ft(Gτ ) =
(V,Ft(E); τ). If e = {xα, yβ} is the edge implied by transitive closure of the
b-path P(α,β)(x, y) from xα to yβ, then

σ(P(α,β)(x, y)) = σ(e).

Proof. The sign of the b-path is σ(P(α,β)(x, y)) = −αβ by Proposition 2.15.
We have σ(e) = −τ(e, x)τ(e, y) = −αβ, from which the result follows.

u u u u
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u u u u
x a b y
− − + + − −.
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.............................................
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..................− ++ −

− −

Ft(P(−,−)(x, y))

Fig. 5. An example of transitive closure of a bidirected graph.

Lemma 3.9 Let Gτ be a bidirected graph and X ⊆ V . Then Ft(GτX ) is the
result of switching Ft(Gτ ) by X.

Proof. We observe that a b-path in Gτ remains a b-path after switching Gτ .
For a set X ⊆ V , define ι(v) = +1 if v /∈ X and −1 if v ∈ X.
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Assume that e = {xα, yβ} is an edge of Ft(Gτ ), not in E(Gτ ), that is implied
by a b-path P(α,β)(x, y) in Gτ . Switch Gτ and Ft(Gτ ) by X. Then e becomes
{xαι(x), yβι(y)} and P(α,β)(x, y) becomes P(αι(x),βι(y))(x, y). Therefore e is implied
by the b-path P(αι(x),βι(y))(x, y) in Ft(GτX ), so e is an edge in Ft(GτX ). This
proves that Ft(Gτ ) switched by X is a partial graph of Ft(GτX ).

By similar reasoning, if e = {xα, yβ} is an edge of Ft(GτX ) not in E(GτX ), it is
implied by a b-path P(α,β)(x, y) inGτX . Switching byX, the edge {xαι(x), yβι(y)}
is implied by P(αι(x),βι(y))(x, y), which is a b-path in GτX , so that {xαι(x), yβι(y)}
is an edge of GτX switched by X, which is Gτ . Therefore Ft(GτX ) switched by
X is a partial graph of Ft(Gτ ). The result follows.

Proposition 3.10 The transitive closure of an all-positive bidirected graph is
all positive. The transitive closure of a balanced bidirected graph is balanced.

Proof. Assume Gτ is all positive. Let P(α,β)(x, y) : xαe1x1 . . . xk−1ekyβ be a
b-path from xα to yβ; we close this b-path by the positive edge e = {xα, yβ}.
Since W (ei) = 0 for a positive edge ei, W (P(α,β)(x, y)) = 0. By Theorem 3.7,
W (e) = 0, which means that β = −α. Thus, e is positive.

Assume Gτ is balanced. By Proposition 2.11 there is a vertex set X ⊆ V such
that GτX is all positive. By the first part, Ft(GτX ) is all positive, therefore
balanced, and by Lemma 3.9 it equals Ft(Gτ ) switched byX. Therefore Ft(Gτ )
equals Ft(GτX ) switched by X, which is balanced by Proposition 2.12.

The diagram below, obtained from the results above, shows that the classical
notion of transitive closure for directed graphs is a particular case of that
found for bidirected graphs.

G Digraph -transitive closure

in digraphs
Ft(G) Digraph

Gτbalanced -transitive closure Ft(Gτ ) Balanced

?

GτPositive
?

?

Ft(Gτ ) Positive
?

by
sw

itching

by
sw

itching

by
orientation

by
orientation
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4 Transitive Reduction in Bidirected Graphs

4.1 Definition and Basic Results

Definition 4.1 Let Gτ = (V,E; τ) be a bidirected graph. Define ft(Gτ ;Hτ ) =
ft(Hτ ) = the transitive closure of Hτ in Gτ , where Hτ is a partial graph of Gτ .
(We can write only Hτ when the larger graph, here Gτ , is obvious).

Proposition 4.2 Let Hτ be a partial graph of Gτ . Then

ft(Gτ ;Hτ ) = Ft(Hτ ) ∩Gτ .

Proof. The definition implies that Ft(Hτ ) ∩Gτ ⊆ ft(Gτ ;Hτ ).

Let e be an edge of ft(Gτ ;Hτ ) not in Hτ . The edge e is induced by a b-path
P in Hτ . Thus, e ∈ Ft(E(Hτ )). It follows that e is an edge of Ft(Hτ ). Since
also e ∈ E(Gτ ), we conclude that ft(Gτ ;Hτ ) ⊆ Ft(Hτ ) ∩Gτ .

Definition 4.3 Let Gτ = (V,E; τ) be a bidirected graph. A transitive reduc-
tion of Gτ is a minimal generating set under ft. Thus we define Rt(Gτ ) =
(V,Rt(E); τ) to be a minimal partial graph of Gτ with the property that
ft(Gτ ; Rt(Gτ )) = Gτ . We note that Rt(Gτ ) may not be unique; see Remark
4.10.

The definitions and Proposition 3.6 immediately imply that

ft(Ft(Gτ ); Rt(Gτ )) = ft(Ft(Gτ );Gτ ) = Ft(Gτ ).

Proposition 4.4 Let Gτ be a bidirected graph and Rt(Gτ ) a transitive reduc-
tion. Then Ft(Rt(Gτ )) = Ft(Gτ ).

Proof. Ft(Rt(Gτ )) = ft(Ft(Gτ ); Rt(Gτ )) = Ft(Gτ ).

Proposition 4.5 Let Gτ be a bidirected graph. A partial graph Hτ of Gτ is
a transitive reduction Rt(Gτ ) if, and only if, it is minimal such that Gτ ⊆
Ft(Hτ ).

Proof. It follows from Proposition 4.2 that for Hτ to be a transitive reduction
of Gτ it is necessary that Gτ ⊆ Ft(Hτ ). It follows that Hτ is a transitive
reduction of Gτ ⇔ Hτ is minimal such that Gτ ⊆ Ft(Hτ ).

Proposition 4.6 If Gτ is a connected bidirected graph, then Rt(Gτ ) is also
connected.

13



Proof. The operator Ft does not change the connected components of a graph.

Corollary 4.7 Let Gτ be a bidirected graph without positive loops. If it has
no b-path of length greater than 1, then Rt(Gτ ) = Gτ and every vertex is a
source or a sink.

Proof. Since Rt(Gτ ) is a partial graph of Gτ , it is enough to prove that each
edge e in Gτ is in Rt(Gτ ). Assume that there exists an edge e = {xα, yβ} ∈
Gτ−Rt(Gτ ). According to the definitions of transitive reduction and transitive
closure, there exists a b-path from xα to yβ in Gτ − {e} with length k ≥ 2,
which is absurd.

If a vertex x is neither a source nor a sink, it has incident half-edges (e, x)
and (f, x) with τ(e, x) = +1 and τ(f, x) = −1. Then ef is a b-path of length
2, which is absurd, or e = f , which implies that e is a positive loop, which is
also absurd.

We can characterize the graphs in Corollary 4.7 as follows (see figure 6):

• Gτ = (V+1 ∪ V−1, E; τ). (V+1 and V−1 are the sets of sources and sinks; see
Definition 2.2.)
• Gτ is antibalanced (Definition 2.6). (Thus, if Gτ is balanced, then it is

bipartite.) The edges connecting a vertex of V+1 to a vertex of V−1 are
positive. The edges connecting two vertices of the same set are negative.
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Fig. 6. The form of a graph that satisfies the hypotheses of Corollary 4.7.

Theorem 4.8 (i) The transitive reduction Rt(Gτ ) is balanced if, and only
if, Gτ is balanced.

(ii) Rt(Gτ ) is all positive if, and only if, Gτ is all positive.

Proof. We conclude from Proposition 3.10 that Rt(Gτ ) is all positive (resp.,
balanced) ⇔ Ft(Rt(Gτ )) is all positive (resp., balanced) and that Gτ is all
positive (resp., balanced)⇔ Ft(Gτ ) is all positive (resp., balanced). By Propo-
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sition 4.4, Ft(Rt(Gτ )) = Ft(Gτ ). The result follows.

Theorem 4.8(ii) is important because all-positive bidirected graphs are the
usual directed graphs. Thus, it says that the transitive reduction of a directed
graph, in our definition of transitive reduction, is a directed graph. The di-
agram below, obtained from the results above, shows the stronger statement
that the classical notion of transitive reduction for directed graphs is a par-
ticular case of our notion for bidirected graphs.

G digraph -transitive reduction

in digraphs
Rt(G) digraph

Gτ balanced -transitive reduction Rt(Gτ ) balanced

?

Gτ positive
?

?

Rt(Gτ ) positive
?

by
sw

itching

by
sw

itching

by
orientation

by
orientation

Proposition 4.9 For a bidirected graph without b-circuits, the graph Rt(Gτ )
is unique. It is obtained from Gτ by removing the edges which are in the tran-
sitive closure of a b-path.

Proof. Let R(Gτ ) be the set of edges which are in the transitive closure of a
b-path. We note that if Hτ is a partial graph of Gτ , then R(Hτ ) ⊆ R(Gτ ).

We prove first that, if e, f ∈ R(Gτ ), then f ∈ R(Gτ − {e}). Suppose e =
{xα, yβ} is implied by a b-path P0 = P(α,β)(x, y) and f = {zγ, wδ} is implied
by a b-path Q0 = Q(γ,δ)(z, w).

If e /∈ Q0, then Q0 is a b-path in Gτ − {e} that implies f .

If e ∈ Q0 but f /∈ P0, then Q0 = Q1eQ2 where, by choice of notation, e appears
as (xα, yβ) in that order, so that Q1 = P(γ,−α)(z, x) and Q2 = P−β,δ)(y, w).
Replace Q0 by Q1P0Q2. This is a b-walk from zγ to wδ so it contains a b-path
P from zγ to wδ, in Gτ − {e}, and P implies f .

If e ∈ Q0 and f ∈ P0, then Q0 = Q1eQ2 where e, Q1 and Q2 are as in the
previous case, and P0 = P1fP2 where f appears in P0 as either (zγ, wδ) or
(wδ, zγ). Suppose the first possibility. Then Q1 = P(α,−γ)(x, z) so P1Q1 is a
b-walk from xα to xα; therefore P1Q1 contains a b-circuit, which is impossible.
Now suppose the second possibility and let P ∗ denote the reverse of the path
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P . Then P1Q1P
∗
2Q
∗
2 is a b-walk from xα to xα; therefore it contains a b-circuit,

which is impossible. Therefore, this case cannot occur.

We conclude that f ∈ R(Gτ−{e}) for every edge f ∈ R(Gτ ), f 6= e. Therefore,
R(Gτ−{e}) ⊇ R(Gτ )−{e}. Since Gτ )−{e} is a partial graph of Gτ , R(Gτ )−
{e}) ⊆ R(Gτ ) so R(Gτ−{e}) = R(Gτ )−{e}. By induction, R(Gτ−R(Gτ )) =
R(Gτ )−R(Gτ ) = ∅. We also conclude that f ∈ Ft(Gτ−{e}) and by induction
that R(Gτ ) ⊆ Ft(Gτ − R(Gτ )). Therefore, Rt(Gτ ) = Gτ − R(Gτ ), so Gτ =
ft(Gτ ; Rt(Gτ )) by Propositions 4.2 and 4.4.

We can say that these edges are redundant edges in Gτ . Figure 7 shows that
the transitive closure of the b-path P(−,−)(2, 3) : 2−, 1, 3− contains the edge
{2−, 3−} which is a redundant edge.
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Fig. 7. {2−, 3−} is a redundant edge.

Remark 4.10 We show an example in which the transitive reduction is unique,
and an example in which it is not unique. If C1 and C2 are two symmetri-
cal b-circuits, that is, {xα, yβ} ∈ E(C1) ⇐⇒ {x−α, y−β} ∈ E(C2)), then
Ft(C1) = Ft(C2) = Ft(Gτ ). Hence in figure 8 Gτ has only one transitive
reduction, C1, but Ft(Gτ ) has both C1 and C2 as transitive reductions.
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Fig. 8. Example for Remark 4.10. C1 is an Rt(Gτ ) and an Rt(Ft(Gτ )). C2 is an
Rt(Ft(Gτ )), but not an Rt(Gτ ) because it is not contained in Gτ . For legibility, in
Ft(Gτ ) we do not show the positive loops that exist at every vertex.

Let Gτ be a bidirected graph and E = {e1, e2, . . . , en} its set of edges. Assume
E is linearly ordered by a linear ordering < in index order, i.e., ei < ej ⇔ i < j.
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Let (Gτ )i be a family of graphs constructed from Gτ as follows:

(Gτ )0 = Gτ and

(Gτ )i =


(Gτ )i−1 − ei if ei = {xα, yβ} is implied by transitive closure

of a b-path P(α,β)(x, y) in (Gτ )i−1 − {ei},
(Gτ )i−1 otherwise.

We put
S<(Gτ ) = {ei ∈ E : ei ∈ (Gτ )i−1 and ei /∈ (Gτ )i}.

Proposition 4.11 Let Gτ be a bidirected graph. For each linear ordering <
of E, Gτ − S<(Gτ ) is a transitive reduction of Gτ . Conversely, if Rt(Gτ ) =
(V,Rt(E); τ) is a transitive reduction of Gτ , then Rt(Gτ ) = Gτ − S<(Gτ ) for
some linear ordering < of E.

Proof. Assume a linear ordering < of E. By construction, if ei ∈ S<(Gτ ),
then ei ∈ Ft((Gτ )i). Let m = |E|; then Ft(Gτ = Ftm(Gτ − S<(Gτ ) (the m-
times iterate of ft) = Ft(Gτ −S<(Gτ ) by Proposition 3.6. By Proposition 4.2,
ft(Gτ ;Gτ−S<(Gτ ) = Gτ since Gτ ⊆ Ft(Gτ = Ft(Gτ−S<(Gτ ). If Gτ−S<(Gτ )
were not a minimal partial graph that generates Gτ under Ft, then there would
be an edge ej ∈ E − S<(Gτ ) such that ej is implied by a b-path P(α,β)(x, y)
in Gτ − S<(Gτ ) − ej, where ej = {xα, yβ}. This b-path is in (Gτ )j−1 − ej so
by construction ej /∈ (Gτ )j, therefore ej ∈ S<(Gτ ), which is absurd. Therefore
Gτ − S<(Gτ ) is a transitive reduction of Gτ .

Suppose Rt(Gτ ) is a transitive reduction of Gτ . Let S = E − Rt(E). Every
edge in S is implied by a b-path in Rt(Gτ ). Linearly order E by < so that
S = {e, . . . , ek} is initial in the ordering. Then at step i ≤ k of the construction
of S<(Gτ ), edge ei is implied by transitive closure of a b-path in (Gτ )i−1−{ei}
so ei ∈ S<(Gτ ); but at step i > k, (Gτ )i = Rt(Gτ ), which has no such b-path
because of minimality of Rt(Gτ ).

Corollary 4.12 Let Gτ be a bidirected graph. If S<(Gτ ) = ∅, then Rt(Gτ ) =
Gτ .

Corollary 4.13 If P(α,β)(x, y) is a b-path, then Rt(P(α,β)(x, y)) = P(α,β)(x, y).

Proof. For the graph P(α,β)(x, y), we have S<(Gτ ) = ∅.

4.2 Transitive Closure – Transitive Reduction

In this section we study the relationship between transitive closure and tran-
sitive reduction.
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Proposition 4.14 Let Gτ be a bidirected graph. Then every transitive reduc-
tion of Gτ is a transitive reduction of Ft(Gτ ).

Proof.We apply Proposition 4.11. Let Rt(Gτ ) be a transitive reduction of Gτ .
Choose a linear ordering of E(Ft(Gτ ) in which the edges of Ft(Gτ ) − E(Gτ )
are initial and the edges of Rt(Gτ ) are final. By the definition of Ft, the m
edges of Ft(Gτ ) − E(Gτ ) are in S<(Ft(Gτ ) − E(Gτ )) and (Ft(Gτ ))m = Gτ .
The proposition follows.

It may not be true that every transitive reduction of Ft(Gτ ) is an Rt(Gτ ). Let
Hτ be a bidirected graph that has more than one transitive reduction, and
let Gτ = Rt(Hτ ). Then Gτ = Rt(Gτ ). Since Hτ ⊆ Ft(Hτ ) = Ft(Gτ ), every
transitive reduction of Hτ is a transitive reduction of Ft(Gτ ), but only one of
those transitive reductions can be Gτ = Rt(Gτ ). That cannot happen if Gτ

has no b-circuit. We prove a lemma first.

Lemma 4.15 Let Gτ be a bidirected graph without a b-circuit. Then Ft(Gτ )
has no b-circuit.

Proof. Suppose e = {xα, yβ} ∈ Ft(Gτ )−E(Gτ ). That means there is a b-path
P(α,β)(x, y) in Gτ . Now suppose there is a b-circuit C from zγ to zγ in Gτ ∪{e},
C = C1eC2, where we may assume C1 ends at xα and C2 begins at yβ. Then
C1PC2 is a closed b-walk from zγ to zγ in Gτ , so it contains a b-circuit, but
that is absurd. Therefore, Gτ ∪{e} contains no b-circuit. The proof follows by
induction on the number of edges in Ft(Gτ )− E(Gτ ).

Proposition 4.16 Let Gτ be a bidirected graph without a b-circuit. Then
Rt(Ft(Gτ )) = Rt(Gτ ). That is, the unique transitive reduction of Ft(Gτ ) is
the (unique) transitive reduction of Gτ .

Proof. By Lemma 4.15, Ft(Gτ ) has no b-circuit. According to Proposition 4.9,
Ft(Gτ ) has a unique transitive reduction. Rt(Gτ ) is such a transitive reduction.
Therefore, Rt(Ft(Gτ )) = Rt(Gτ ).

Corollary 4.17 Let Gτ be a bidirected graph without a b-circuit. If S<(Gτ ) =
∅, then Rt(Ft(Gτ )) = Gτ .

Proof. If S<(Gτ ) = ∅, then according to Corollary 4.12 we have Rt(Gτ ) = Gτ .
Moreover, it follows from Proposition 4.16 that Rt(Ft(Gτ )) = Rt(Gτ ), from
which the result follows.

Proposition 4.18 Let Gτ be a bidirected graph without a b-circuit. Then
Ft(Rt(Ft(Gτ ))) = Ft(Gτ ).

Proof. By Proposition 4.16, Rt(Ft(Gτ )) = Rt(Gτ ) ⇒ Ft(Rt(Ft(Gτ ))) =
Ft(Rt(Gτ ))⇒ Ft(Rt(Ft(Gτ ))) = Ft(Gτ ) by Proposition 4.4.
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5 The Matroid of a Bidirected Graph

We indicate by b(Gτ ) the number of balanced connected components of Gτ .

Theorem 5.1 [12] Given a signed graph Gσ, there is a matroid M(Gσ) asso-
ciated to Gσ, such that a subset F of the edge set E is a circuit of M(Gσ) if,
and only if, either

Type (i) F is a positive cycle, or
Type (ii) F is the union of two negative cycles, having exactly one common

vertex, or
Type (iii) F is the union of two vertex-disjoint negative cycles and an ele-

mentary chain which is internally disjoint from both cycles.

See figure 9, where we represent a positive (resp., negative) cycle by a quadri-
lateral (resp., triangle).
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Fig. 9.

The matroid associated to the bidirected graph is the matroid associated to
its signed graph (given by Definition 2.8). The rank function is r(M(Gτ )) =
|V | − b(Gτ ) [12].

Definition 5.2 [9] A signed graph Gσ is called quasibalanced if it does not
admit circuits of types (ii) and (iii). We have the same definition for bidirected
graphs.

Proposition 5.3 A connected signed graph Gσ is quasibalanced if, and only
if, for any two negative cycles C and Ć we have |V (C) ∩ V (Ć)| ≥ 2.

Proof. Sufficiency results from Definition 5.2 and Theorem 5.1.

To prove necessity, suppose that Gσ admits two negative cycles C and Ć.
Suppose |V (C) ∩ V (Ć)| = 0. Since Gσ is connected, there exists a chain
connecting a vertex of C with a vertex of Ć, therefore there exists a circuit of
type (iii) which contains C and Ć. Suppose |V (C)∩V (Ć)| = 1. Then C ∪ Ć is
a circuit of type (ii). Both cases are impossible; therefore |V (C) ∩ V (Ć)| > 1.
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Problem 5.4 Describe all quasibalanced signed graphs, i.e., signed graphs in
which every pair of negative cycles has at least two common vertices.

Proposition 5.5 If Gτ is a quasibalanced bidirected graph, then Rt(Gτ ) is
quasibalanced.

Proof. As M(Gτ ) is without circuits of type (ii) and (iii), and since Rt(Gτ )
is a partial graph of Gτ , the result follows.

Proposition 5.6 Let Gτ be a bidirected graph such that Rt(Gτ ) is quasibal-
anced. Let < be a linear ordering of E. If Gτ is quasibalanced, then for every
edge e belonging to the set S<(Gτ ), e is not in the transitive closure of any
cyclic b-path in Gτ .

Proof. Let Gσ be the signed graph corresponding to Gτ .

Assume that there is an edge e = {xα, yβ}, belonging to the set S<(Gτ ), which
is in the transitive closure of the cyclic b-path P = P(α,β)(x, y), containing the
negative cycle C. This implies that P ∪ {e} is a circuit of the type (ii) or (iii)
of Gσ, if the cycle Ć of P ∪ {e} that contains e is negative. By Proposition
2.15 the sign of P is −αβ, which is also the sign of e. Therefore, the sign of
the closed walk Pe is +. This sign equals σ(C)σ(Ć), so σ(Ć) = σ(C) = −.
Thus Gτ is not quasibalanced, which is absurd.

We do not have a sufficient condition for quasibalance. The converse of Propo-
sition 5.6 is false. Consider Gτ with V = {1, 2, 3, 4, 5, 6, 7} and edges

e = 1−2+, 2+3+, 3+4+, 4+5+, 1−5+, 5−6+, 6−7+, 5+7+, 7−2+,

linearly ordered in that order. I claim that e is removable using the path
P : 15672, and that no other edge is removable. There is no matroid circuit
of type (ii) or (iii) in Gτ − e. But Gτ − 7−2+ is a matroid circuit of type (ii).
Therefore, Gτ is not quasibalanced, but Rt(Gτ ) = Gτ − e is quasibalanced.
However, e is not in the transitive closure of any cyclic b-path. P and e are
the only b-paths from 1 to 2.

Let F denote the closure of F in a matroid.

Lemma 5.7 Let Gτ be a bidirected graph with edge set E. If e ∈ E −Rt(E),
then e belongs to the closure Rt(E) in M(Gτ ). If e ∈ E(Ft(Gτ ))− E, then e
belongs to the closure E in M(Ft(Gτ )).

Proof. Let P be a b-path in Rt(Gτ ) which induces e ∈ E. Then P ∪ {e} is a
matroid circuit of type (i), (ii) or (iii). Thus, e ∈ Rt(E) in M(Gτ ).

The second statement follows from the first because in M(Ft(Gτ )), E is the
closure of Rt(E), which equals Rt(E).
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Theorem 5.8 Let Gτ be a bidirected graph. Then

r(M(Ft(Gτ ))) = r(M(Gτ )) = r(M(Rt(Gτ ))).

Proof. For r(M(Ft(Gτ ))) = r(M(Gτ )), it is enough to use Lemma 5.7.

For r(M(Rt(Gτ ))) = r(M(Ft(Gτ ))), it is enough to cite Proposition 4.4 and
replace Gτ in the previous case by Rt(Gτ ).

The definitions of a connected matroid in [11] apply to the matroids of signed
graphs. In particular:

Definition 5.9 Let Gσ = (V,E;σ) be a signed graph. The matroid M(Gσ)
is connected if each pair of distinct edges e and é from Gσ, is contained in a
circuit C of M(Gσ).

Theorem 5.10 Let Gτ = (V,E; τ) be a bidirected graph and let Rt(Gτ ) be
any transitive reduction of Gτ . If M(Rt(Gτ )) is connected, then M(Gτ ) is
connected.

Proof. Theorem 5.8 implies thatE(Rt(Gτ )) = E(Gτ ) = E(Ft(Gτ ) inM(Ft(Gτ ).
It follows by standard matroid theory, since M(Rt(Gτ )) is connected, that
M(Gτ ) and M(Ft(Gτ ) are connected.

We note that the converse is false. For example, let P(α,β)(x, y) be a b-path
of length not less than 2, whose graph is an elementary chain, and let e be
the edge {xα, yβ}. Let Gτ = P(α,β)(x, y) ∪ {e}. Then P(α,β)(x, y) = Rt(Gτ ),
but M(P(α,β)(x, y)) is disconnected while M(Gτ ) is connected (since the cor-
responding signed graph is a positive cycle).
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