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ADAPTIVE AREA OF INFLUENCE FILTER

FIELD OF THE INVENTION

[0001] The invention is related to the field of video compression.

BACKGROUND

[0002] A temporal prediction prediction filter is used in a video compression
process to predict a target image from a set of previously decoded reference
images. The temporal prediction process is effective at removing a significant
amount of temporal redundancy, which generally results in a higher coding
efficiency. The prediction process uses a set of motion vectors and a filter that
operates on the motion vectors to predict the target image.

[0003] For example, the prediction method divides a reference image 110 into
multiple fixed-size blocks 120, as shown in Figure 1. Each block has an
associated motion vector to describe the motion of the block relative to the target
image. The motion vectors are shown by the white dots in image 110. A
temporal prediction filter uses the associated motion vector to perform a simple
motion compensation technique on each block in the reference image to predict
the location of the block in the target image. Thus, each block in the target image
is estimated from a block in the reference image using the single motion vector.
However, this approach treats each motion vector independently and is not
adaptive to image features.

[0004] Conventional temporal filters, which use a single motion vector to
predict the location of an associated block, or rely on a filter defined for a regular
motion vector pattern, need a regular distribution of motion vectors to perform
temporal prediction. Therefore, they are unable to adapt the prediction process to
an irregular pattern of motion vectors. There is a need for a filter that can locally
adapt its tap and filter coefficients to the variation s of an irregular pattern of
motion vectors. There is also a need for a temporal filter that has flexibility to

adapt to object boundaries and spatial textures.
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SUMMARY

[0005] A method of generating an adaptive temporal filter is performed by
constructing a motion vector area cell around each of a plurality of motion vectors
in a target image, selecting a pixel in the target image, constructing a pixel area
cell around the selected pixel, determining an overlap area between the motion
vector area cells and the pixel area cell, generating filter weights from the overlap

area, and using the filter weights to filter the selected pixel.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] The present invention is illustrated by way of example and may be
better understood by referring to the following description in conjunction with the
accompanying drawings, in which:

[0007] Figure 1 shows an example of a conventional block based temporal
filter.

[0008] Figure 2 shows an example of an adaptive temporal filtering
procedure.

[0009] Figure 3 shows examples of an irregular pattern of motion vectors and
area of influence cells used in the adaptive temporal filtering procedure.

[0010] Figure 4A and 4B show examples of a method to generate an adaptive
temporal filter used in the adaptive temporal filtering procedure.

[0011] Figure 5 shows an example of a prediction performed with the
adaptive temporal filter.

[0012] Figure 6 shows an example of an error reduction method which can
be used in the adaptive temporal filtering procedure.

[0013] Figure 7 shows an example of a video compression encoding process
that uses the adaptive temporal filter.

[0014] Figure 8 shows an example of a decoding process that uses the
adaptive temporal filter.

[0015] Figure 9 shows an example of a system that uses the adaptive area of

influence filter.
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DETAILED DESCRIPTION

[0016] In the following description, reference is made to the accompanying
drawings which form a part hereof, and in which is shown by way of illustration a
specific embodiment in which the invention may be practiced. It is to be
understood that other embodiments may be utilized and structural changes may be
made without departing from the scope of the present invention. For example,
skilled artisans will understand that the terms field or frame or image that are
used to describe the various embodiments are generally interchangeable as used
with reference to video data.

[0017] An adaptive area of influence (AAOI) temporal filter automatically
adapts to an irregular pattern of motion vectors, object features, and spatial
textures when predicting a target image. The AAOI filter operates in the time-
domain over motion compensated signals, which is different from other methods
that attempt to filter motion vectors directly (e.g., triangulation filtering in the
motion vector domain). For example, because the AAOI filtering method
operates in the time-domain, it is more amenable to adaptation to object and
spatial textures. In one embodiment, the AAOI filter performs a two stage
process to couple neighboring motion vectors during the prediction of a pixel.
The first stage adapts the filter to an irregular sampling pattern of motion vectors,
to object shapes, and to boundaries. The second stage adapts the filter to spatial
textures of the image.

[0018] An example of an adaptive temporal filtering procedure is shown in
Figure 2. At 210, an irregular sampling pattern of motion vectors is generated for
an image. Such irregular patterning may be done in various ways using methods
that are known to those of skill in the art. An example of an irregular pattern of
motion vectors is shown in block 310 of Figure 3. The white dots in the image
310 represent the motion vectors With this adaptive sampling pattern, the motion
vectors are more concentrated in regions that are difficult to predict from the

reference image (i.e., image regions with more complex motion, such as regions
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near moving boundaries). Fewer motion vectors are placed in simple motion
regions, such as image background regions, for example.

[0019] Returning to Figure 2, at 220, the image is partitioned into multiple
cells, called area of influence cells (AOI cells), where each AOI cell has one
motion vector as its node. An example of an image partitioned into AOI cells is
shown in Figure 3, at block 320. Each AOI cell represents a region that is
influenced more by the motion vector inside of the cell than by any other motion
vector in the image. Because an AOI cell is generated for each motion vector, the
size of the AOI cells may be related to features of objects in the image, such as
boundary regions. For example, AOI cells near a boundary region between
objects may be smaller than AOI cells in an image background region. Also, the
shape of the AOI cell can be locally modified to adapt to the shape of an object’s
boundary. One embodiment of a method for generating AOI cells is a distance
nearest motion vector partitioning method (e.g., Voronoi cells). Other
partitioning methods may be used, such as block or triangular methods for
example. Also, the AOI cell can be locally modified to adapt to an object
boundary.

[0020] Returning to Figure 2, at 230, an initial motion estimation is
performed to determine an initial value for the motion vector in each AOI cell.
The initial motion estimation maps the AOI cell associated with the motion vector
to a corresponding cell in the reference image, and measures a displacement
between the two cells. The displacement provides the initial value for each
motion vector. Consequently, the initial value does not reflect any influence from
surrounding motion vectors, because it is determined by this cell-to-cell mapping
and displacement measurement. Therefore, the initial value for a particular
motion vector is independent of other motion vectors.

[0021] At 240, the adaptive area of influence (AAQI) filter is applied to the
area of influence cells to perform temporal prediction for the target image. The
filter is applied in the time domain to generate a prediction result for the target

image given the set of motion vector values and sampling pattern. The AAOI
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filter uses a filter tap and filter coefficients that are defined by an area of
overlapping regions to capture the relevance of motion vectors neighboring a
pixel to be predicted. At 250, the prediction results produced by the filter are
used to re-estimate the values of the motion vectors, so as to improve the
accuracy of the adaptive filter. At 260, in some embodiments, the process may
return to 240 to decrease the prediction error generated by the adaptive area of
influence filter. Otherwise, the process ends at 270.

[0022] Referring to 240 shown in Figure 2 in more detail, the adaptive area
of influence filter is applied to the area of influence cells to generate a temporal
prediction of the target image from the reference image and the set motion
vectors. The filter has the following structure. Let {v;} denote the set of N
motion vectors, and I(x) the reference image (a previously decoded image). Let
S(x) denote some set of motion vectors surrounding the location of pixel x. The

prediction of that target pixel x can be generally expressed as:

]”’“d(x)= Zf,.]"'f(x+v,.)

ieS(x)
where {f;} is a set of filter coefficients, and x+v; is the motion compensated pixel
when motion vector v; is applied to pixel x. The support or tap of the filter is
defined by the set S(x). The tap support S(x) and the filter coefficients {f;} are, in
general, functions of the pixel position x and its neighboring motion vectors. That
is, the filter coefficients can change for each pixel, because the distribution of
motion vectors changes throughout the image. Hence, the filter locally adapts to
the changing motion vector pattern.
[0023] In one embodiment, filter coefficients {f;} are computed using the
method illustrated by Figure 4A. In the first stage, a natural tap structure and
filter weights are defined, and in the second stage, the filter is adapted to spatial
textures of the image. The first stage generates and AAOI filter that can adapt to
features such as an irregular sampling pattern, as well as object shapes and

boundaries. The second stage allows the AAOI filter to adapt to spatial textures
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of the image during a motion vector based temporal prediction process for video
compression.

[0024] The first stage begins at 410, receiving a local motion vector sampling
pattern, that contains motion vectors in the neighborhood of a target pixel to be
predicted. At 420, area of influence cells are constructed around each local
motion vector. The local area of the target pixel is thus partitioned into a set of
AOI cells. At 430, in order to interpolate the pixel, it is viewed as a new node,
and a pixel area of influence cell is constructed around it. Then, at 440, the area
of each neighboring AOI cell that overlaps the pixel area of influence cell is
determined. The overlapping areas define a natural tap structure and filter weight.
In other words, the tap structure is defined by each motion vector i whose AOI
cell has a non-zero overlapping area A; with the pixel area cell. The filter weight
of each motion vector in the tap structure is defined by the ration ANA. That is,

for some pixel location x:
S(x)={i|4, > 0}

A,
=%
where S(x) is a set of local motion vectors in the neighborhood of pixel x, 4; is an
overlapping area of an AOI cell for motion vector 7 in the set S(x) and the pixel
influence cell, A is the total overlap area of the AOI cells and the pixel influence
cell, and £; is the filter weight.
[0025] At 450, the filter is adapted to image features, such as an object
boundary of a moving object, for example. The shape of the area of influence
cells in some embodiments changes to adapt to the boundary of the moving
object. The area cells are adapted to an object boundary in the image by
constraining the motion vector area cells and pixel area cell to include only pixels
that belong to the same object. This generates modified AOI cells around the

pixel to be predicted. Therefore, in one embodiment, the filter support and

coefficients are expressed as:
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S(x)= (i 4: > 0}

where ;1,- is the modified AOI cell for motion vector i, due to the object
boundary. Each modified AOI cell includes pixels in the same motion layer as
the pixel to be predicted, and excludes pixels in other motion layers. At the
conclusion of this first stage, the filter has adapted to the both the irregular pattern
of motion vectors and to the boundary of the moving object.

[0026] After generating a prediction for each pixel in the image, the second
stage of the filtering process is performed. In the second stage, at 460, the filter is
adapted to spatial textures. Because the prediction that is output from the first
stage of the AAOI filter is in the form of a regular pattern of sampled data, a least
squared (LS) trained filter is used in some embodiments in the second stage to
adapt the filter to spatial textures. In another embodiment, a spatial adaptation
process can directly modify the AOI cells in stage 1 to include only those pixels
that have a similar spatial texture.

[0027] The adaptive filtering process illustrated in Figure 4A generates an
area-based filter defined in the time domain that couples neighboring motion
vectors during a temporal prediction process. The filter adapts naturally to a non-
uniform or irregular sampling pattern of motion vectors in a motion image, object
shapes and boundaries, and spatial textures.

[0028] An example of the intermediate results produced during the first stage
of the process of Figure 4A is shown in Figure 4B. At 417, a local node pattern
is received. The local node pattern includes a set of motion vectors (represented
by the circles) that are in the neighborhood of pixel x, which needs to be
predicted. The motion vectors are numbered, from (1) through (6). At 427, area

of influence cells are constructed around the motion vectors. Each dashed line
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represents a boundary between AOI cells. At 437, an area of influence cell,
represented by the solid line, is constructed around the pixel x to be predicted.
[0029] At 447, an overlap area between the AOI cell of each motion vector
and AOI cell of the pixel is determined. For example, the AOI cell for motion
vector (1) overlaps the pixel AOI cell in overlap area 4;. The tap and filter
weights of the filter are determined by the overlap areas. The tap structure is
defined by each motion vector i whose AOI cell has a non-zero overlapping area
4; with the pixel area cell. In this example, the AOI cell for motion vector Q)
does not overlap with the pixel AOI cell. Therefore, the filter tap structure for
pixel x is motion vectors (1), (2), (3), (5), and (6). The filter weight of each
motion vector in the tap structure is defined by the ratio 4VA. For example, in
this case, f;= AVA.

[0030] At 457, the filter is adapted to image features, such as an object
boundary 451 of a moving object, for example. The moving object’s object
boundary 451 separates motion layers 453 and 455. To interpolate pixel x, the tap
structure is modified to include motion vectors that are in the same motion layer
as the pixel x. Because pixel x is in a motion layer 455, the tap structure from 447
is modified to remove motion vectors (3) and (5), leaving motion vectors (1), (2)
and (6) as the tap structure.

[0031] Furthermore, at 457, the filter weights are adapted to the shape of the
object boundary 451. In this example, the shapes of the area of influence cells
along object boundary 451 change to adapt to the boundary of the moving object.
Object boundary 451 dissects the AOI cell for motion vector (2). To interpolate
pixel x, which is in motion layer 455, the AOI cell for motion vector 2)is
redefined to include only those pixels of its original cell that are motion layer 455.
This generates a modified AOI cell around motion vector (2). The shape of the
AOQI cell for motion vector (6) is also adapted to the object boundary 451. The
area between the AOI cell for motion vector (6) and object boundary 451 is in
motion layer 455. However, this area was initially included in the AOI cell for

motion vector (5). Because motion vector (5) is no longer part of the tap structure
8



WO 2007/035465 PCT/US2006/035982

for the filter, the pixels in this area now become part of the AOI cell for motion
vector (6). The modified overlapping areas 4, and Ay, and overlapping area 4,
are used to generate filter weights.
[0032] The filter produced by the method illustrated in Figures 4A and 4B is
used to predict a pixel in a target image. For example, referring again to 240 of
Figure 2 in more detail, the filter is used to predict a pixel x in the target image,
as illustrated in Figure 5. Pixels in a reference image 510 are used to predict
pixels in a target image 520. The reference pixels are represented by solid circles
in reference image 510, and the target pixels to be predicted are represented by
dashed circles in target image 520.
[0033] The filter forms a predication for pixel x in the target image 520 using
a tap structure of local motion vectors v; through vs. The motion vectors are local
to pixel x because each of their respective AOI cells overlap with at least a
portion of the AOI cell for pixel x. Each motion vector {v1} in the tap structure
maps to image data {I;} in the reference image 510. The adaptive temporal
prediction filter adjusts the reference data {I;} by a filter weight {f;} to predict
pixel x. In one embodiment, the prediction filter uses the tap structure and the
filter weights to generate a prediction according to the following equation:
Prediction =I; *fi+l *fH3* H+1* £4+ 15 *fs
where the filter tap, which is defined by the local motion vectors, and the filter
coefficients {f;}, are determined by the method illustrated in Figure 4A and 4B.
[0034] After the initial prediction, the process re-estimates the value of the
motion vectors, as shown in block 250 of Figure 2, to improve the accuracy of
the filter. In one embodiment, the re-estimation is performed using the method
illustrated in Figure 6. At 610, the motion vector that contributes the largest
prediction error to the AAOI filter is identified. Then, at 620 the value of the
identified motion vector is changed until the AAOI filter’s prediction error is
reduced or minimized. At 630, the value of the motion vector is then updated
with the changed value. At 640, if the error reduction has saturated, then the

process ends. Otherwise, the process returns to 610 until the prediction error
9
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reduction saturates. Then, in some embodiments, the process of Figure 2 is
repeated for all the motion vectors in the image.

[0035] In one embodiment, the AAOI filter is used by a video coding system
for encoding an image (or frame, or field) of video data, as shown in Figure 7.

At 710, the encoder receives an input target image. (A set of reference images,
which contain decoded image data related to the target image, is available to the
encoder during the encoding process, and also to the decoder during the decoding
process). At 720, the encoder generates a sampling, or distribution, of motion
vectors associated with the target image. That is, given a number N of motion
vectors, these N motion vectors are placed in the target image. The positions of
the motion vectors are generally adapted to areas of motion in the image content,
yielding an irregular pattern of motion vectors as shown in Figure 3, for example.
At 730, the sampling pattern information (e.g., bits to represent the pattern) is
transmitted to a decoder. Many approaches can be used to generate the adaptive
sampling pattern.

[0036] At 740, a temporal prediction filtering process is applied to the
irregular motion sampling pattern. This adaptive filtering process uses the motion
vectors, irregular sampling pattern, and reference image to generate a prediction
of the target image. At 750, the motion vector values are coded and sent to the
decoder. At 760, a residual is generated, which is the actual target data of the
target image minus the prediction error from the adaptive filtering process. At
770, the residual is coded and at 780 is sent to the decoder.

[0037] In another embodiment, the AAOQI filter is used in decoding a image
(or frame, or image) of video data, as shown in Figure 8. At 810, an encoded
residual is received. At 820, the decoder decodes the received encoded residual.
At 830, the decoder receives the sample pattern information, reference images,
and motion vector values. Then, at 840 the decoder applies the adaptive temporal
filter procedure to generate the temporal prediction. At 850, the decoded target

image is generated by adding the decoded residual to the temporal prediction.

10
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[0038] Figure 9 shows an example of a system that uses the adaptive area of
influence filter. A digital video camera 910 captures images in an electronic
form, and processes the image using compression device 920, which uses the
adaptive area of influence filter during the compression and encoding process.
The encoded images are sent over an electronic transmission medium 930 to
digital playback device 940. The images are decoded by decoding device 950,
which uses the filter during the decoding process. Camera 910 is illustrative of
various image processing apparatuses (e.g., other image capture devices, image
editors, image processors, personal and commercial computing platforms, etc.)
that include embodiments of the invention. Likewise, decoding device 950 is
illustrative of various devices that decode image data.

[0039] While the invention is described in terms of embodiments in a specific
system environment, those of ordinary skill in the art will recognize that the
invention can be practiced, with modification, in other and different hardware

and software environments within the spirit and scope of the appended claims.

11
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CLAIMS

1. A method carried out in an electronic data processor, comprising:

constructing a motion vector area cell around each of a plurality of
motion vectors in a target image;

selecting a pixel in the target image;

constructing a pixel area cell around the selected pixel;

determining an overlap area between the motion vector area cells and
the pixel area cell;

generating filter weights from the overlap area; and

using the filter weights to filter the selected pixel.

2. The method of claim 1, further comprising:
reducing a filter prediction error by revising values of the motion
vectors.
3. The method of claim 2, wherein revising further comprises:
identifying a motion vector that contributes a largest filter prediction
error, and

changing the value of the identified motion vector until the filter

prediction error is reduced.

4. The method of claim 1, wherein determining the overlap area further
comprises:

adapting the motion vector area cells to an object boundary in the
image by constraining the motion vector area cells and pixel area cell to include
pixels that belong to the same object as the selected pixel and to remove other

pixels.

5. The method of claim 1, wherein generating filter weights comprises:
12
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for each motion vector area cell having an overlap with the pixel area cell,

determining

S(x)={i4, > 0}

Ai
fi_A

where i is the motion vector in a set of local motion vectors S(x) around the pixel
x, 4;is the overlap area of the cell for motion vector 7 with the pixel area cell, 4 is
the total overlap area of the motion vector cells with the pixel area cell, and f; is

the filter weight.

6. The method of claim 1, wherein filtering comprises:

predicting the target pixel such that, for an irregular motion vector pattern:

Ip"“i(x)= Zﬂ]""f(x+vi)

ieS(x)
where x is the pixel to be predicted, 77*/(x) is the predicted value of pixel x, S(x)
is a set of motion vectors surrounding pixel x, v; is a motion vector, fiis afilter
weight for a motion vector in the set S(x), I'¥(x) is a value in the reference image,

x+v; is the motion compensated pixel when motion vector v; is applied to pixel x.

7. The method of claim 1, further comprising:

adapting the filtered pixel to a spatial texture of the image.

8. The method of claim 1, wherein determining the overlap area further
comprises:

adapting the motion vector area cells to a spatial texture by constraining
the motion vector area cells and pixel area cell to include pixels with the spatial

texture of the selected pixel and to remove other pixels.

9. The method of claim 1, wherein constructing a motion vector area cell

around each of a plurality of motion vectors in a target image comprises:

13
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applying a nearest neighbor distance partition.

10.  An apparatus comprising:

a motion vector area cell constructor that constructs a motion vector area
cell around each of a plurality of motion vectors in a target image; |

a selector that selects a pixel to filter in the target image;

a pixel area cell constructor that constructs a pixel area cell around the
selected pixel,

an overlap area determinator that determines an overlap area between the
motion vector cells and the pixel cell;

a filter weight generator that generates filter weights from the overlap
area; and .

a filter that uses the filter weights to filter the selected pixel.

11.  The apparatus of claim 10, further comprising:
a revisor that revises values of the motion vectors to reduce a filter

prediction error.

12. The method of claim 11, wherein said revisor identifies a motion vector
that contributes a largest filter prediction error; and changes the value of the
motion vector until the filter prediction error is reduced.

13.  The apparatus of claim 10, wherein said overlap area determinator adapts
the motion vector area cells to an object boundary in the image by constraining
the motion vector area cells and pixel area cell to include pixel that belong to the

same object as the selected pixel and to remove other pixels.

14.  The apparatus of claim 10, wherein said filter weight generator
determines, for each motion vector area cell having an overlap with the pixel area

cell,

14
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S(x)={il4, > 0}

where 7 is the motion vector in a set of local motion vectors S(x) around the pixel
x, 4;1s the overlap area of the cell for motion vector i with the pixel area cell, 4 is
the total overlap area of the motion vector cells with the pixel area cell, and fiis

the filter weight.

15. The apparatus of claim 10, wherein said filter predicts the target pixel

such that , for an irregular motion vector pattern:

I”"'d(x)= Zfifr"f(x+vi)
)

ieS(x
where x is the pixel to be predicted, *(x) is the predicted value of pixel x, S(x)
is a set of motion vectors surrounding pixel x, v; is a motion vector, ; is a filter
weight for a motion vector in the set S(x), 'Y (x) is a value in the reference image,

x+v; is the motion compensated pixel when motion vector v; is applied to pixel x.

16.  The apparatus of claim 10, wherein the filter adapts the target pixel to a

spatial texture of the image.

17. The apparatus of claim 10, wherein said overlap area determinator adapts
the motion vector area cells to a spatial texture by constraining the motion vector
area cells and pixel area cell to include pixels with the spatial texture of the

selected pixel and to remove other pixels.

18.  The apparatus of claim 10, wherein said motion vector area cell

constructor applies a nearest neighbor distance partition.

15
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19. A computer readable medium storing a program of instructions which,
when executed by a processing system, cause the system to perform a method
comprising:

constructing a motion vector area cell around each of a plurality of motion
vectors in a target image;

selecting a pixel to filter in the target image;

constructing a pixel area cell around the selected pixel;

determining an overlap area between the motion vector area cells and the
pixel area cell;

generating filter weights from the overlap area; and

using the filter weights to filter the selected pixel.

20.  The computer readable medium of claim 19, further comprising:

reducing a filter prediction error by revising values of the motion vectors.

21. The computer readable medium of claim 20, wherein revising further
comprises:

identifying a motion vector that contributes a largest filter prediction’ error;
and

changing the value of the identified motion vector until the filter

prediction error is reduced.

22.  The computer readable medium of claim 19, wherein determining the
overlap area further comprises:

adapting the motion vector area cells to an object boundary in the image
by constraining the motion vector area cells and pixel area cell to include pixels

that belong to the same object as the selected pixel and to remove other pixels.

23. The computer readable medium of claim 19, wherein generating filter

weights comprises:
16
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for each motion vector area cell having an overlap with the pixel area cell,
determining

S(x)={i|4, > 0}

A

"4
where 7 is the motion vector in a set of local motion vectors S(x) around the pixel,
x, A; is the overlap area of the cell for motion vector i with the pixel area cell, 4 is
the total overlap area of the motion vector cells with the pixel area cell, and f is

the filter weight.

24.  The computer readable medium of claim 19, wherein filtering comprises:

predicting the target pixel such that, for an irregular motion vector pattern:

I”md(x)= Zﬁ]"ef(x+v,.)

ieS(x)
where x is the pixel to be predicted, 7**(x) is the predicted value of pixel x, S(x)
is a set of motion vectors surrounding pixel x, v; is a motion vector f;is a filter
weight for a motion vector in the set S(x), I" 7 (x) is a value in the reference image,

x+v; is the motion compensated pixel when motion vector v; is applied to pixel x.

25.  The computer readable medium of claim 19, further comprising:

adapting the filtered pixel to a spatial texture of the image.

26.  The computer readable medium of claim 19, wherein determining the
overlap area further comprises:

adapting the motion vector area cells to a spatial texture by constraining
the motion vector area cells and pixel area cell to include pixels with the spatial

texture of the selected pixel and to remove other pixels.

17
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27.  The computer readable medium of claim 19, wherein constructing a
motion vector area cell around each of a plurality of motion vectors in a target
image comprises:

applying a nearest neighbor distance partition.

18
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