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APPARATUS AND METHOD FOR AUTOMATIC VIDEO RECORDING 

BACKGROUND 

Any discussion of the prior art throughout the specification should in no way be 

5 considered as an admission that such prior art is widely known or forms part of common 

general knowledge in the field.  

Recording a person participating in an activity is an important task. A surfer may 

wish to capture his surfing experience for later enjoyment or to improve his or her surfing 

technique. A father may wish to record his son's winning touchdown in a football game. A 

0 mother may wish to capture her daughter's record-breaking gymnastics performance. In these 

examples, the camera is typically, and sometimes for best results, relatively far away from the 

participant, or more generally, the subject. To record the subject, a second person is needed 

to control and position the camera. Because humans are imperfect, the quality of the 

recorded video may not be ideal. For example, the camera operator or cameraman may have 

5 an unsteady hand making the recorded video too shaky and unbearable to watch.  

Additionally, the cameraman may become tired or distracted and may not keep the subject in 

the view field of the camera. In this situation, the cameraman may fail to capture an exciting 

or interesting moment. Further, some subjects may not have a second person willing to 

operate the camera. In this case, the individual loses the chance to record him or herself.  

0 

SUMMARY OF THE INVENTION 

In accordance with a preferred embodiment hereof, this invention provides a system 

for orienting a pointing device at a target, the system comprising a source of radiation; a 

global positioning unit associated with the target; a radiation sensor to sense radiation from 

25 the source of radiation; and an orienting device to orient the pointing device at the target 

based on information from the radiation sensor and the global positioning unit.  

In accordance with another preferred embodiment hereof, this invention provides a 

method of pointing a device at a target, said method comprising the steps of enabling 

detection of radiation signal information sent from a source of radiation signals associated 

30 with the location of the target; instructing an orientation controller to turn the device towards 

the source of the radiation signals when radiation signal information is detected; receiving 

global positioning information from a global positioning device associated with the location 

of the target; determining a pointing vector from the device to the target; and instructing the 
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orientation controller to turn the device along the pointing vector when no radiation signal 

information is detected.  

In accordance with yet another preferred embodiment hereof, this invention provides 

a method of pointing a camera at a moving target, said method comprising the steps of using 

5 a global positioning sensor to receive information about the location of the target; 

periodically determining a pointing vector between the camera and the target; orienting the 

camera to point along the pointing vector; using image recognition software to determine and 

store characteristics of the target; and using the stored characteristics of the target to 

continuously point the camera at the target as the target moves.  

0 In accordance with another preferred embodiment hereof, this invention provides a 

method of determining the location of an orientation sensitive detector, said method 

comprising the steps of sending signals from a remote device to the orientation sensitive 

detector; determining the angles between directions from which the signals sent from the 

remote device have been sent using the orientation sensitive detector for a set of locations of 

5 the remote device, wherein the set comprises a first location of the remote device, a second 

location of the remote device, and a third location of the remote device; and determining the 

location of the orientation sensitive detector using the locations and angular data for the set.  

According to a first aspect of the present invention there is provided a system for 

orienting a pointing device at a target, said system comprising: a source of radiation; a global 

.0 positioning unit associated with the target; a radiation sensor to sense radiation from said 

source of radiation; and an orienting device to orient the pointing device at the target based 

on information from said radiation sensor and said global positioning unit.  

According to a second aspect of the present invention there is provided a method of 

pointing a device at a target, said method comprising the steps of: 

25 a) enabling detection of radiation signal information sent from a source of 

radiation signals associated with the location of the target; 

b) instructing an orientation controller to turn the device towards the source of 

the radiation signals when radiation signal information is detected; 

c) receiving global positioning information from a global positioning device 

30 associated with the location of the target; 

d) determining a pointing vector from the device to the target; and 

e) instructing the orientation controller to turn the device along the pointing 

vector when no radiation signal information is detected.  
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According to a third aspect of the present invention there is provided a method of pointing a 

camera at a moving target, said method comprising the steps of 

a) using a global positioning sensor to receive information about the location of 

the target; 

5 b) periodically determining a pointing vector between the camera and the target; 

c) orienting the camera to point along the pointing vector; 

d) using image recognition software to determine and store characteristics of the 

target; and 

e) using the stored characteristics of the target to continuously point the camera 

0 at the target as the target moves.  

According to a fourth aspect of the present invention there is provided a method of 

determining the location of an orientation sensitive detector; said method comprising the 

steps of: 

a) sending signals from a remote device to the orientation sensitive detector; 

5 b) determining the angles between directions from which the signals from the 

remote device have been sent for a set of locations of the remote device, wherein the set 

comprises a first location of the remote device, a second location of the remote device, and a 

third location of the remote device; 

c) determining the location of the orientation sensitive detector using the 

.0 locations and angular data for the set.  

It is an object of the present invention to overcome or ameliorate at least one of the 

disadvantages of the prior art, or to provide a useful alternative.  

Unless the context clearly requires otherwise, throughout the description and the 

claims, the words "comprise", "comprising", and the like are to be construed in an inclusive 

25 sense as opposed to an exclusive or exhaustive sense; that is to say, in the sense of 

"including, but not limited to".  

This invention also provides each and every novel feature, element, combination, 

step, and/or method disclosed or suggested herein.  

30 BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 shows a schematic diagram illustrating a first embodiment of an automatic 

video recording system according to a preferred embodiment of the present invention.  

FIG. 2 shows a schematic diagram illustrating a second embodiment of an automatic 

video recording system according to a preferred embodiment of the present invention.  
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FIG. 3 shows a graphical depiction illustrating location determination of a camera and 

an associated camera orientation control device according to a preferred embodiment of the 

present invention.  

FIG. 4 shows a schematic diagram illustrating a line-of sight direction detection 

5 system of an automatic video recording system according to a preferred embodiment of the 

present invention.  

FIG. 5 shows a schematic diagram illustrating a radiation source wearable by a 

subject according to a preferred embodiment of the present invention.  

FIG. 6 shows a flowchart illustrating a method of orienting a camera according to a 

0 preferred embodiment of the present invention.  

FIG. 7 shows a flowchart illustrating another method of orienting a camera according 

to a preferred embodiment of the present invention.  

FIG. 8 shows a flowchart illustrating another method of orienting a camera according 

to a preferred embodiment of the present invention.  

5 

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS 

The systems and methods of the present invention relate to automatic orientation of a 

pointing device, such as a camera, at a target or subject wherein the pointing device is 

controlled based on a combination of location data obtained by satellite-based global 

.0 positioning technology and orientation and/or location data obtained by line-of-sight 

technology. The line-of-sight techniques of the present invention may use, for example, 

orientation at a radiation source or sound source.  

In the preferred embodiments hereof, an automatic video recording system records 

video footage during an activity such as, for example, surfing. The automatic video 

25 recording system automatically tracks a designated person engaged in the activity such that 

they remain substantially within the field of view of the camera without the need for 

engaging the services of a second person to operate the camera. For the purposes of the 

description hereof, the term "track" means to continually adjust the orientation of the camera 

so that the subject of the recording remains substantially in the field of view of the camera.  

30 The systems and methods of the present invention further relate to one or more 

devices that point or orient one or more cameras to track and film one or more subjects. The 

systems hereof are capable of keeping the one or more cameras pointed at, or oriented 

towards, a desired subject for an extended period of time (such as during a surfing session, a 

soccer game, a ballroom dance competition, etc.). Certain available technologies and 
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methods have limited range, response time, precision of location, and orientation 

determination. Specifically, global-positioning-based technology is normally limited to 

outdoor use and may have significant errors when used in the vicinity of bulky objects, such 

as buildings. Additionally, global-positioning-based technology also has response times of 

5 about one second, which may pose significant issues for tracking subjects that move at speeds 

of several feet per second. The systems and methods of the present invention combine line

of-sight technology with global positioning to achieve faster response times and increased 

tracking precision.  

In the following discussion, two main types of embodiments using line-of-sight 

0 methods will be discussed. The first type of embodiment is one in which the line-of-sight 

technique uses a radiation source located with the recording subject. For example, with 

reference to FIG. 5, the recording subject may wear a helmet having a light source affixed 

thereto. In the second type of embodiment, the line-of-sight technique is based on image 

recognition. While these line-of-sight technologies are described herein with respect to the 

5 preferred embodiments hereof, it should be understood that the systems and methods of the 

present invention may include line-of-sight technologies other than light detection and image 

recognition. Line of sight technology may also be practiced using sound waves. The 

detection of the orientation of sound waves may be done using a plurality of microphones.  

Instead of the variations of intensity used to detect optical signal direction, the detection of 

.0 sound waves may use differences in travel time to reach microphones positioned at a distance 

from one another. In a preferred embodiment the sound source is modulated and the phases 

of signals arriving at different microphones are evaluated. In a preferred embodiment sound 

frequencies that do not interfere with human and animal life (e.g., ultrasound) are preferably 

used. Other preferred embodiments are also described and contemplated throughout the 

25 following discussion and form a part of the invention hereof.  

The distance between the camera and the subject is referred to as the working distance 

of the system. Some line of sight technologies (in particular infrared radiation based 

technology) are limited to short working distances (about one to about 10 meters). Global 

positioning based orientation is more accurate at larger working distances (beyond 10 

30 meters). The systems and methods of the present invention combine these technologies so 

that the automatic video recording system will track the subject as discussed further herein.  

To assist in the discussion hereof, reference should be made to co-owned and co

pending U.S. Patent Application No. 13/726,203, titled "A PORTABLE SYSTEM FOR 

HIGH QUALITY AUTOMATED VIDEO RECORDING" (hereinafter referred to as the 
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'203 Patent Application), and co-owned and co-pending U.S. Patent Application No.  

13/726,222, titled "SYSTEM AND METHOD FOR INITIAL SETUP OF AN AUTOMATIC 

RECORDING SYSTEM" (hereinafter referred to as the '222 Patent Application). The '203 

Patent Application and the '222 Patent Application are hereby incorporated by reference 

5 herein in their entirety.  

FIG. 1 shows a schematic diagram illustrating a first embodiment of the automatic 

video recording system according to a preferred embodiment of the present invention. FIG. 1 

shows automatic video recording system 10. Automatic video recording system 10 is 

configured to track and record subject 12, such as a participant in a sporting event. In the 

0 illustrated embodiment, automated video recording system 10 comprises remote device 16 

and camera orientation control device 70. Remote device 16 is collocated with subject 12, as 

shown. Remote device 16 is preferably worn by subject 12. Camera 46 is attached to camera 

orientation control device 70, as shown. Camera orientation control device 70 keeps camera 

46 pointed at remote device 16 and subject 12. The pointing direction of camera 46 is the 

5 direction of the optical axis of camera 46. The zoom of camera 46 is preferably set such that 

subject 12 is within field of view 60 of camera 46. The focus of camera 46 is preferably set 

so that subject 12 is appropriately in focus. The zoom and focus of camera 46 may either be 

fixed during the duration of the recording or automatically adjusted as discussed further 

below.  

0 Remote device 16 is preferably equipped with one or more sources of electromagnetic 

radiation 50 detectable by a variety of appropriate sensors incorporated in orientation control 

device 70. For example, electromagnetic radiation in the radio wave portion of the 

electromagnetic spectrum is used to transmit data between remote device 16 and camera 

orientation control device 70. As shown in FIG. 1, antenna 71 is associated with orientation 

25 control device 70. Antenna 71 transmits and detects radio waves from remote device 16.  

Electromagnetic radiation in the infrared or visible light range of the electromagnetic 

spectrum may also be used for target orientation. For example, a four-segmented detector of 

infrared radiation may be associated with camera orientation control device 70 and a 

corresponding infrared radiation emitter may be associated with remote device 16.  

30 Appropriate filtering may be needed to make the detection work in the presence of 

background radiation, such as sunlight and common heat sources. Visible light may also be 

used. In such an embodiment, a light-emitting device is associated with either remote device 

16 or with subject 12. The camera itself or a separate position sensitive detector, such as a 
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charge coupled device (CCD), channel plate, or the like, is associated with camera orientation 

control device 70.  

In the embodiment shown in FIG. 1, camera 46 is attached to camera orientation 

control device 70 which preferably comprises a pan drive and a tilt drive to pan and tilt 

5 camera 46. Camera orientation control device 70 further preferably comprises at least one 

microprocessor and one or more communication devices. A global positioning antenna 

associated with remote device 16 receives signal from satellites and/or terrestrial sources. In 

some embodiments of the system shown in FIG. 1, camera orientation control device 70 is 

not equipped with a global positioning device and its location is determined by a procedure 

0 during which remote device 16 is temporarily placed near camera orientation control device 

70 (for a more detailed discussion of this procedure refer to the above-referenced '222 Patent 

Application). In a preferred embodiment, camera orientation control device 70 is itself 

equipped with a global positioning unit. Thus, the positions of both remote device 16 and 

camera orientation control device 70 may be known if global positioning signals are 

5 appropriately received. In such a preferred embodiment, so long as an initial orientation of 

camera 46 is known, there is sufficient information for orienting the camera at remote device 

16 using global positioning technology.  

The initial orientation of camera 46 is preferably determined through a set up 

procedure or using internal orientation sensors (for details refer to the '222 Patent 

.0 Application and the '203 Patent Application referenced above).  

In the embodiment shown in FIG. 1, camera orientation control device 70 is mounted 

on tripod 34. Tripod 34 preferably comprises an elevating mast 36 for height adjustment 

purposes. When mounted on tripod 34, camera 46 of automatic video recording system 10 is 

stationary during a recording session, as shown in FIG. 1. Automatic recording system 10 is 

25 preferably sized appropriately to be portable to the filming location.  

In other preferred embodiments, camera 46 may not be stationary during a recording 

session. For example, camera orientation control device 70 and camera 46 may be mounted 

on a mobile platform (e.g., a car). In such an embodiment camera orientation control device 

70 is preferably collocated with camera 46, and camera orientation control device 70 has a 

30 location sensor (such as a global positioning sensor) to keep track of the location of camera 

46 as the camera moves. In addition, one or more other sensors, for example, roll and pitch 

sensors and/or electronic compasses, to name a few, may be employed to update the 

orientation of the camera due to orientation changes experienced by the camera by being 

situated on a moving platform. In certain embodiments, one or more orientation sensors may 
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be used to determine the orientation of the camera or the camera orientation control device.  

As the subject moves, the global positioning sensors determine the locations of 

remote device 16 and camera orientation control device 70. With reference to the '203 Patent 

Application, the new desired orientation angle of camera 46 is calculated such that camera 46 

5 will be oriented to keep remote device 16 and collocated subject 12 within field of view 60 of 

camera 46. Camera orientation control device 70 provides commands for associated pan and 

tilt motors (see, e.g., FIG. 5 and related discussion of the '203 Patent Application) regarding 

the desired turning angle and turning velocity. The orientation of camera 46 is known during 

the remainder of the recording session preferably by keeping track of camera movements 

0 using, for example, encoded wheels and tracking stripes of the encoded wheel. In a preferred 

embodiment hereof, camera orientation control device 70 also outputs commands to camera 

46 for automatic focus, automatic zoom, recording on, recording off, power on, and power 

off.  

FIG. 2 shows a schematic diagram illustrating a second embodiment of the automatic 

5 video recording system according to a preferred embodiment of the present invention. In the 

embodiment illustrated in FIG. 2, automatic video recording system 20 comprises camera 46, 

positioner 32, tripod 34, base station 18, and remote device 16. Camera 46 is connected with 

positioner 32 which functions to change the position of camera 46 to track remote device 16 

associated with the subject being recorded. Positioner 32 is shown attached to tripod 34.  

.O Base station 18 is the unit of automatic video recording system 20 that processes information 

transmitted from remote device 16 and from radiation sensor 57 associated with positioner 32 

and communicates commands to positioner 32 to orient camera 46 to point at remote device 

16. Base station 18 is physically separate from positioner 32, but is communicatively 

coupled with positioner 32. Upon receiving commands from base station 18, positioner 32 

25 orients camera 46 to stay pointed at remote device 16 as remote device 16 moves in the 

environment. The embodiment of FIG. 2 differs from the embodiment shown in FIG. 1 in 

that the embodiment of FIG. 2 illustrates physical separation of the camera orientation control 

function and the positioner function of the automatic video recording system 20. In FIG. 1, 

these functions are carried out by camera orientation control device 70. It is noted that any of 

30 the functions of base station 18 described below may also be carried out by the camera 

orientation control device 70 of FIG. 1 (except for those functions that are expressly related 

to the physical separation of positioner 32 and base station 18).  

Referring again to FIG. 2, remote device 16 and base station 18 are communicatively 

coupled (such as, for example, by radio communication 50). In addition to the 

8



aforementioned radio communication, remote device 16 preferably emits radiation 55 

detected by radiation sensor 57. In FIG. 2, radiation sensor 57 is shown associated with 

positioner 32, but it may also be associated with camera 46, tripod 34, etc. Radiation sensor 

57 is preferably incorporated with positioner 32. Emitted radiation 55 may be ultrasound, 

5 infrared, or visible light; radiation sensor 57 corresponds to the type of radiation emitted by 

remote device 16. Camera 46 is oriented at remote device 16 using a combination of global 

positioning technology and line-of-sight technology as discussed further herein.  

It is noted that the location of camera 46 may also be determined by employing line

of-sight technology. Combining global positioning location determination with line-of-sight 

0 technology can assist in reducing the location uncertainty inherent in global positioning 

technology as discussed with respect to FIG. 3 below.  

FIG. 3 shows a graphical depiction illustrating location determination of a camera and 

an associated camera orientation control device according to a preferred embodiment of the 

present invention. In FIG. 3, camera 46 and camera orientation control device 70 are located 

5 at point (x,y). The movement of remote device 16 is depicted as moving along path 700. A 

radiation source, such as a light source, is preferably located on remote device 16. A 

radiation sensor is preferably associated with camera orientation control device 70 or camera 

46. The radiation sensor is preferably an orientation sensitive detector. In most uses, remote 

device 16 is worn by a person and will move freely in the environment. It should be noted 

.0 that the remote device may be associated with a person, an animal, an inanimate object (such 

as a robot or a vehicle), a combination of the aforementioned, etc.  

Camera 46 is oriented toward remote device 16 using location determination systems 

and methods based on global positioning technology (for a detailed discussion of such 

systems and methods, refer to the '203 Patent Application referenced above). As discussed in 

25 great detail in the '203 Patent Application, the directional angles of camera 46 are referenced 

to an initial direction determined in a setup or initialization procedure. The initial direction is 

referenced in FIG. 3 as initial direction 710. To combine the global positioning methodology 

with a line-of-sight methodology to refine the location determination of the camera/camera 

orientation control device, the locations of remote device 16 along path 700 of the subject at 

30 various times are determined by a global positioning methodology (see '203 Patent 

Application). The line-of-sight sensors preferably have one or more associated clocks.  

Additionally, the global positioning sensors preferably comprise one or more associated 

clocks as well. The clock or clocks of the line-of-sight sensors are preferably synchronized 

with the clock or clocks of the global positioning device.  

9



Referring to FIG. 3, the angles 02 and 63 are determined by a line-of-sight method and 

the corresponding locations (x1,yi), (x2,y2) and (x3,y3) are known from global positioning 

data. With this information, x and y can be calculated. Using the vectors a, b, c , the 

aeb be c 
equations may be written as cos 62 = and cos 03 = , where the angles and the 

ab be 

5 differences between the vectors are known.  

Stated another way, one can write the equations to calculate the location of the 

camera/camera orientation control device as follows: (1) tano1=(y1-y)/(xi-x), (2) 

tan(01+0 2 )=(y2-y)/(x2 -x), and (3) tan(01+0 2+0 3 )=(y3-y)/(x3 -x). The values for 02 and 03 are 

known from the line of sight method. The values of x1, X2, X3, yi, y2, and y3 are known from 

0 the global positioning method. With these values, the location (x,y) may be determined.  

Those skilled in the art will recognize that while FIG. 3 and the equations as written 

depict and describe 2-dimensional movement, the same principles apply to 3-dimensional 

movement of the subject. The equations may be adapted to accommodate 3-dimensional 

movement.  

5 The calculation of x and y is preferably repeated every time both global positioning 

and line-of-sight data for the same location of remote device 16 are available. The 

determination of the location (x,y) is continually improved over time by computing averages 

of the determined locations of (x,y). The improved camera location may then be used in the 

global positioning method for improved tracking of the subject 12.  

.0 FIG. 4 shows a schematic diagram illustrating a line-of sight direction detection 

system of an automatic video recording system according to a preferred embodiment of the 

present invention.  

FIG. 4 shows camera orientation control device 70 with associated camera 46.  

Remote device 16 comprises an associated radiation emitter, namely, light source 750.  

25 Camera orientation control device 70 is preferably equipped with position sensitive detector 

720 and with appropriate optics 730, as shown. In FIG. 4, optics 730 is depicted as a concave 

lens.  

Position sensitive detector 720 and camera 46 are preferably oriented together (i.e., 

optical axis 740 of position sensitive detector 720 is parallel to optical axis 48 of camera 46).  

30 Light source 750 of remote device 16 emits an appropriately modulated light beam 760.  

Light beam 760 is refracted by optics 730 and is detected, in the example shown in FIG. 4, 

off center as beam 770. Light beam 770 is detected off center because remote device 16/light 
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source 750 is not situated along optical axis 740. It is noted that for illustration purposes the 

axes 48 and 740 are shown well separated, while the distance between camera 46 and remote 

device 16 is very much reduced. In reality, axes 48 and 740 will preferably essentially 

coincide; the distance between them is about at least 100 times smaller than the distance from 

5 camera 46 to remote device 16.  

Position sensitive detector 720 is preferably connected to a microcontroller housed 

within camera orientation control device 70. Position sensitive detector 720 communicates 

with camera orientation control device 70 to turn camera 46 and optics 730 of position 

sensitive detector 720 so that light beam 750 is detected at the center of detector 720 along 

0 optical axis 740. If light beam 760 is detected at the center of detector 720 along optical axis 

740, camera orientation control device 70 and its associated components (camera 46) are not 

turned.  

FIG. 4 depicts optics 730 as a single concave lens; such a depiction is for illustrative 

purposes only as optics 730 may be implemented in a number of ways as those familiar with 

5 designing optics will recognize.  

In a preferred embodiment, light beam 760 is in the infrared wavelength range of the 

electromagnetic spectrum and has a well-defined wavelength. Appropriate filtering ensures 

that background infrared radiation does not produce detection errors. Using infrared 

radiation is advantageous in that interference from background radiation is avoided. Use of 

.0 infrared radiation does, however, have limited working distance. Alternatively, visible light 

position detection methods may be used which include using multiple or segmented detectors 

and turning the detector (or detector array) such that the light intensity is balanced.  

In another embodiment, the position of remote device 16 relative to camera 46 may be 

determined by incorporating an array of two or more directional antennae and/or 

25 microphones located at camera 46. The array of two or more directional antennae and/or 

microphones are capable of being oriented together in different directions. In such an 

embodiment, the direction and/or the distance of the remote device is determined based on 

the relative strengths of the electromagnetic or sound wave signals transmitted by remote 

device 16 and received by receiving devices located at camera 46. Additionally, in the case 

30 of use of sound waves, by having a known emitted frequency, the Doppler shift may be 

detected and used to determine if remote device 16 is moving closer or farther from camera 

46. Further, the velocity of that movement may be determined as well.  

In an alternative embodiment, light source 750 emits visible light and the light 

intensity of beam 760 is modulated using an electro-optical device. The visible light signal in 
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such an embodiment may be detected even in the presence of strong but un-modulated 

background light (such as sunshine) by applying phase detection technology. The advantage 

of such a system is increased working distance, while the disadvantage is a time delay 

associated with the phase detection technology.  

5 The systems and methods of the present invention may also use line-of-sight 

technology using ultrasonic transceivers. In such an embodiment, ultrasound may be used 

much like the light-based methods described above. The ultrasound source signal is 

preferably integrated with the remote device. A detector array (a segmented detector) is 

preferably used to detect ultrasound signals and to determine the orientation of the source 

0 with respect to the detector array.  

Equipment combining line-of-sight and global positioning technologies must take 

working distance limitations into consideration. One of the limitations of the line-of-sight 

technology as practiced, for example, using infrared radiation light, is its limited working 

distance due to absorption of infrared radiation light in air. "Long range" infrared radiation 

5 communication permits working distances between 10 meters and 100 meters. However, 

with most consumer-priced readily available infrared-based line-of-sight technologies, even a 

10-meter working distance would be difficult to achieve. Because of similar reasons of 

absorption in air, ultrasonic location determination is limited to working distances of less than 

10 meters using most ultrasonic transceivers available today. High power ultrasonic 

.0 transmitters exist that, under optimal air conditions (low particulate concentration), work up 

to 100-meter distances; however, due to power consumption and size they are not applicable 

for the consumer applications of the present invention. (It should be noted that such devices 

could be used for location determination indoors replacing global positioning location 

determination when the emitters are installed at fixed locations, such as on poles or walls in 

25 corners of an arena). Due to the uncertainty in the location determination using commonly 

available low cost global positioning technology, location determination using a global 

positioning based methodology is limited to working distances longer than about 10 meters.  

Combining the line of sight methodology described herein with the global positioning 

methodology, an automatic video recording system will work both at short distances of about 

30 one to 10 meters, as well as long distances of about 10 to 1000 meters.  

In use, it is noted that the subject may move in and out of the infrared range during a 

given recording session. As a general method, the system preferably uses the line-of-sight 

method when available, and global positioning technology is used alone (without line-of

sight input) when the distance or other factors prevent use of line-of-sight methodologies.  
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Accordingly, in a preferred embodiment of the present invention, the system is programmed 

to use the line-of-sight methodology at short distances and the global positioning 

methodology when available and when the working distance is longer.  

The reach of light based line-of-sight methods may be extended by using visible light 

5 instead of infrared radiation light. An additional technique for locating and tracking a remote 

device preferably utilizes electromagnetic frequency sensors (e.g., a charge-coupled device), 

which detects an electromagnetic wave emitted by the remote device. For example, a lens is 

positioned to face in the general direction of the remote device. The electromagnetic wave 

emitted by the remote device has a specific frequency. The lens allows the electromagnetic 

0 waves emitted by the remote device to pass through and project onto a charge coupled device.  

Filters are preferably put in place to block out frequencies not emitted by the remote device.  

The charge coupled device is preferably optimized to detect one or more frequencies that are 

emitted by the remote device. By knowing the position of the projection of the 

electromagnetic source on the charge-couple device, the relative direction of the remote 

5 device can be determined. In this version of the tracking system, the lens/charge coupled 

device sensor is preferably located on the positioner 32.  

Both electromagnetic and sound signals may be emitted from sources in the remote 

device. However, the signal sources may also be separate from the remote device as well.  

FIG. 5 shows a schematic diagram illustrating a radiation source wearable by a 

.0 subject according to a preferred embodiment of the present invention.  

According to a preferred embodiment hereof, both electromagnetic and sound signals 

may be emitted from sources in the remote device but these sources also may be separate 

from the remote device that serves global positioning reception and transmission. In a 

preferred embodiment, shown in FIG. 5, a light source 100 (i.e., a radiation source) for line of 

25 sight orientation is preferably connected to helmet 110 worn by subject 12. In other 

embodiments helmet 110 may be replaced by a headband, or similar device. For 

convenience, radiation emitted from a device collocated with the subject will be referred to as 

being emitted from the remote device; however, the emission may actually originate from a 

separate device such as the helmet-mounted light source 100 depicted in FIG. 5. The helmet 

30 or other worn device may further include a global positioning unit and/or a camera for point

of-view recording.  

It is noted that a signal originating from the remote device may be sensed by a 

plurality of sensors or antennas. The sensors or antennas may be substantially collocated 

with camera 46 or may be at a separate location and may communicate with camera 
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orientation control device 70 or base station 18.  

FIG. 6 shows a flowchart illustrating a method of orienting a camera according to a 

preferred embodiment of the present invention. More particularly, FIG. 6 shows a line of 

sight methodology to point a camera at a desired subject using at least two directional 

5 antennas. In a preferred embodiment, a wide-angle antenna turns searching for an 

electromagnetic signal associated with a subject (the signal source) in step 150. A wide

angle antenna is preferred in step 150 to provide a greater chance of finding the 

electromagnetic signal associated with the subject. Subsequently in step 155, the system 

determines whether the electromagnetic signal associated with the subject has been located 

0 and further determines its approximate direction. Next, in step 160, a second narrower 

directional antenna is used to find a more precise orientation from which the electromagnetic 

signal comes. If a more precise orientation is found in step 165, then camera orientation 

control device 70 (or base station 18) determines whether to change the orientation of the 

camera, the zoom, and/or the focus of camera in step 170. The appropriate signals are sent to 

5 an associated pan and tilt motor to orient the camera to point at the electromagnetic signal 

source, to adjust the zoom of the camera, and/or to adjust the focus of the camera in step 175.  

The zoom and focus commands for camera 46 require determining the distance and velocity 

of the subject; these may be determined either from global positioning data or from 

electromagnetic signal intensity.  

.0 FIG. 7 shows a flowchart illustrating another method of orienting a camera according 

to a preferred embodiment of the present invention. In step 800, the automatic video 

recording system is powered on. In step 805, the remote device 16 and base station 18 are 

paired. In other words, unique communication is established between remote device 16 and 

base station 18. Such communication is distinguishable from communication between 

25 similar elements of another system. The pairing is performed to avoid problems when 

multiple copies of the apparatus are used in the same vicinity. The pairing step 805 also 

preferably includes choosing a unique modulation frequency for a radiation signal to be used 

for line-of-sight orientation determination. As discussed above, the radiation signal may be 

infrared radiation, visible light, or ultrasound. The pairing is preferably valid for the duration 

30 of the recording session. The same base station 18 may be paired with different remote 

devices 16 for different sessions. Also, in embodiments where a single camera films multiple 

subjects each having a remote device, each remote device is preferably paired with the same 

base station 18.  

14



In step 810 the clocks of base station 18 and remote device 16 (or of multiple remote 

devices) are synchronized. Next, in step 820, the line of sight signal for orientation 

determination is sent from remote device 16. Next, the system determines whether the line of 

sight signal is available for orientation in step 830. If a line of sight signal is detected in step 

5 830, then a line-of-sight turning angle for camera 46 is determined by base station 18 in step 

840. Next, positioner 32 is commanded to turn camera 46 accordingly in step 850. If a line 

of sight signal is not detected in step 830, then step 820 is repeated until such a signal is 

detected. During substantially the same time as the above-described steps 820, 830, and 840 

relating to the line of sight method, in a parallel path the global positioning antenna of remote 

0 device 16 waits ready to receive global positioning signal in step 815. If such a signal is 

received in step 825, the location of remote device 16 is determined and a new turning angle 

for camera 46 is determined in step 835 (for a detailed discussion of the global positioning 

methodology, refer to the '203 Patent Application). If at the same time, a line of sight turning 

angle is determined and available in step 845, the information determined in step 835 may be 

5 combined with information determined in step 840. With such information, the location of 

camera 46 may be determined in step 855. To successfully complete step 855, a set of three 

data pairs are needed (see FIG. 3). Thus, the line of sight technique must be active long 

enough to generate a set of data comprising at least three data pairs before step 855 can be 

carried out. After the set of three data pairs is determined, the calculations of step 855 are 

.0 carried out every time new synchronized data of remote device locations and camera angles 

are available. Once determined, the location data for the camera 46 is stored. If a line of 

sight turning angle is not available, the system uses the turning angle determined in step 835 

to control the orientation of camera 46. In addition, the distance between camera 46 and 

remote device 16 determined in step 835 is used to control the zoom and focus of the camera 

25 46 in step 860.  

Steps 815 and 820 and their subsequent steps are repeated until the system is turned 

off at the end of the recording session.  

When remote device 16 and the camera 46 are located such that the line-of-sight 

methodology can be employed, the orientation of camera 46 is preferably controlled by the 

30 line-of-sight methodology. When the line of sight method cannot be employed for any 

reason, the global positioning based control takes over. For example, at the beginning of the 

recording the subject 12 may be in close proximity to the camera 46. When in close 

proximity, the line-of-sight methodology is employed. If subject 12 moves farther away from 

camera 46 to a distance that is too far for the line-of-sight technique to operate, the global 
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positioning based camera orientation controls. If subject 12 moves in and out of the 

acceptable range of the line of sight technique, the control of the system switches between 

line-of-sight and global positioning based control as needed.  

In those embodiments where a global positioning antenna is collocated with camera 

5 46, the differential global positioning method may be employed. In such a case, the precision 

of the determination of the relative locations of camera 46 and remote device 16 is improved 

and step 855 of FIG. 7 may be omitted.  

In another embodiment of the invention, line-of-sight technology may be used to 

correct camera location data. Using the distance between camera 46 and remote device 16 

0 determined by differential global positioning, one may calculate corrections for the location 

coordinates x and y of the camera using the equations: Ax=d(cosa-cosp8) and 

Ay = d(sin a - sinp), where d is the distance between the camera and the remote device, 

where a and 8 are the angular positions of the camera determined by the line-of-sight and 

global-positioning-based methods, respectively, at the same time. The corrections are 

5 preferably continually updated.  

In another embodiment, the distance between remote device 16 and camera 46 is 

determined using a brightness or intensity measurement. If the brightness of an 

electromagnetic radiation source and its emission profile are known, the brightness measured 

at a particular distance depends only on the absorbance of the medium between the source 

.0 and sensor and the distance between them. The absorbance may be assumed to be negligible 

(as in clean air), corrected for mist, or may be measured using auxiliary equipment.  

FIG. 8 shows a flowchart illustrating another method of orienting a camera according 

to a preferred embodiment of the present invention. More particularly, FIG. 8 shows a 

flowchart illustrating a method of orienting a pointing device using both global positioning 

25 and line-of-sight technology wherein the line-of-sight technology comprises image 

recognition or shape recognition. The method of FIG. 8 may be carried out, for example, 

using a camera that is otherwise used for recording and by employing appropriate software 

solutions.  

In step 200, the automatic video recording system is powered on or started. In step 

30 220, the camera is oriented using global positioning data acquired in step system 210 (for 

details, refer to the '203 Patent Application referenced above). Image recognition software is 

preferably employed and trained to recognize the subject in step 230. In step 240, the system 

determines whether or not subject recognition is sufficient. If the image recognition software 
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is not sufficiently trained, step 230 repeats. Once the image recognition software is 

sufficiently trained and the subject is recognizable, subject recognition can serve as the basis 

of orienting the camera in step 250. Preferably, while image recognition is controlling the 

orientation of the camera, global positioning technology continues to be employed, although 

5 it does not control the orientation of the camera. The global positioning technology retains a 

correcting function that takes over in case of conflict in step 260. For example, if there are 

multiple similar images in the field of view (such as when filming surfing and multiple 

surfers are present in the same area), the camera might begin to orient toward a different 

surfer instead of subject 12. If the information from global positioning technology 

0 contradicts the image recognition, the global positioning methodology takes over and corrects 

the orientation of camera 46 and returns to step 220. Next, the image recognition software is 

again trained to recognize subject 12 in step 230 and the process repeats until filming is done.  

One of the advantages of the method of FIG. 8 is that the distance limitations of the 

global positioning technology need not apply to a system working with the combination of 

5 image recognition and global positioning technologies.  

Image recognition technology may be advantageously supplemented by other location 

detection technology, such as global positioning or infrared-radiation-based line-of-sight 

methods. By supplementing with a second location detection technology, the image 

recognition system can "learn" the image of the subject to be tracked. Once a series of 

.0 images are collected using the supplemented location detection technology and the system 

learns to recognize the subject, tracking of the subject continues based on the image 

recognition information alone or by a combination of the image recognition information and 

the supplemented location detection technology.  

There is a certain freedom in designing the system in the way conflict of step 260 is 

25 defined. It may allow for several conflicting data points about the correct camera orientation 

to be obtained before the existence of conflict is actually acknowledged.  

As discussed above, camera 46 may be in motion during a recording session. In such 

an embodiment, base station 18 "knows" the location and orientation of camera 46 in real 

time. This is accomplished by one of several possible methods, or by a combination of 

30 methods. One such method is that camera 46, or positioner 32, has one or more built in 

devices that provides such information. These devices may include a global positioning unit, 

an accelerometer, a gyroscope, an electronic level, an elevation sensor, an electronic 

compass, and the like. Another method is to have a known track or path for camera 46 along 

which it moves (e.g., a rail wherein the camera moves at a constant speed). Yet another 
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method is moving camera 46 by a device programmed to move on a predetermined track and 

with predetermined velocity. Alternatively, base station 18 receives information regarding 

camera position and orientation from prepositioned units along a track sending 

electromagnetic or sound signals from known locations. In these embodiments, base station 

5 18 is capable of tracking subject 12. An example of such an embodiment is when camera 46 

is located on the helmet of a snowboarder and automatically tracks other snowboarders who 

are wearing remote devices. Another example includes camera 46 attached to a moving 

vehicle which follows subject 12 (e.g., a cyclist or marathon runner). Another example 

includes camera 46 and camera orientation control device 70 positioned on a rail or track 

0 which runs along the sideline of a sport's field (e.g., a racetrack or golf course), along a down 

hill ski run, along a motocross venue, or within a movie of television production set. Camera 

orientation control device 70 and camera 46 move along the track either (i) according to the 

way a person in charge of the recording sees fit, or (ii) automatically, based on the position of 

the tracked object or objects, or (iii) based on a predetermined algorithm.  

5 It is noted that the camera orientation control device 70 may be used with devices 

other than a camera.  

Different preferred embodiments, methods, applications, advantages, and features of 

this invention have been described above; however, these particular embodiments, methods, 

applications, advantages, and features should not be construed as being the only ones that 

.0 constitute the practice of the invention. Indeed, it is understood that the broadest scope of 

this invention includes modifications. Further, many other applications and advantages of 

applicant's invention will be apparent to those skilled in the art from the above descriptions 

and the below claims.  
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CLAIMS 

What is claimed is: 

1) A method of pointing a device at a target, said method comprising the steps of: 

5 a) enabling detection of radiation signal information sent from a source of 

radiation signals associated with the location of the target; 

b) instructing an orientation controller to turn the device towards the source of 

the radiation signals when radiation signal information is detected; 

c) receiving global positioning information from a global positioning device 

0 associated with the location of the target; 

d) determining a pointing vector from the device to the target; and 

e) instructing the orientation controller to turn the device along the pointing 

vector when no radiation signal information is detected.  

2) The method of claim 1, further comprising the step of using one or more orientation 

5 sensors to determine the orientation of the device.  

3) The method of claim 1 or claim 2, wherein the device is a camera.  

4) The method of claim 3, further comprising the step of controlling the zoom of the 

camera based on the length of the pointing vector.  

5) The method of claim 3 or claim 4, further comprising the step of controlling the focus 

20 of the camera based on the length of the pointing vector.  

6) A method of pointing a camera at a moving target, said method comprising the steps 

of 

a) using a global positioning sensor to receive information about the location of 

the target; 

25 b) periodically determining a pointing vector between the camera and the target; 

c) orienting the camera to point along the pointing vector; 
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d) using image recognition software to determine and store characteristics of the 

target; and 

e) using the stored characteristics of the target to continuously point the camera 

at the target as the target moves.  

5 7) The method of claim 6, further comprising the steps of 

a) determining whether the direction of the pointing vector and the pointing 

direction of the camera are different; 

b) orienting the camera to point along the most recently determined pointing 

vector; and 

0 c) using the stored characteristics of the target to continuously point the camera 

at the target as the target moves.  

8) The method of claim 6 or claim 7, further comprising the step of controlling the zoom 

of the camera based on the length of the pointing vector.  

9) The method of any one of the preceding claims 6 to 8, further comprising the step of 

5 controlling the focus of the camera based on the length of the pointing vector.  

10) The method of any one of the preceding claims 6 to 9, wherein the global positioning 

sensor is associated with the target.  
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