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ADAPTIVE SHADING IN A GRAPHICS method includes performing a first pixel shading operation 
PROCESSING PIPELINE on a first pixel to compute a first coarse shading value that 

is associated with the first pixel ; computing a second coarse 
BACKGROUND OF THE INVENTION shading value based on the first coarse shading value , where 

5 the second coarse shading value is associated with a second Field of the Invention 
Embodiments of the present invention relate generally to pixel ; performing a second pixel shading operation on the 

graphics processing and , more specifically , to adaptive shad first pixel to compute a first fine shading value that is 
ing in a graphics processing pipeline . associated with the first pixel ; performing the second pixel 

Description of the Related Art shading operation on the second pixel to compute a second 
A typical computer system includes a central processing fine shading value that is associated with the second pixel ; 

unit ( CPU ) and a graphics processing unit ( GPU ) . Some computing a first composite shading value that is associated 
GPUs are capable of very high performance using a rela with the first pixel based on the first coarse shading value 
tively large number of small , parallel execution threads on and the first fine shading value ; and computing a second dedicated programmable hardware processing units . The composite shading value that is associated with the second specialized design of such GPUs usually allows these GPUs 15 pixel based on the second coarse shading value and the to perform certain tasks , such as rendering 3 - D scenes , much 
faster than a CPU . However , the specialized design of these second fine shading value . 
GPUs also limits the types of tasks that the GPU can One advantage of the disclosed approach is that a pixel 
perform . By contrast , the CPU is typically a more general shading subsystem may adaptively optimize the granularity 
purpose processing unit and therefore can perform most 20 at which pixel shading performed . The pixel shading sub 
tasks . Consequently , the CPU usually executes the overall system performs shading operations that exhibit high - fre 
structure of a software application and then configures the quency variations across a pixel block for each pixel in the 
GPU to implement a graphics processing pipeline that pixel block , enabling rendered image quality consistent with 
transform 3 - D images generated by the software application the resolution . By contrast , the pixel shading subsystem into rendered 2 - D images . 25 performs shading operations that exhibit low - frequency As part of transforming a 3 - D image , the image is divided 
into a two dimensional array of pixels , each representing a variations across a pixel block only for selected pixels in the 

pixel block , thereby reducing redundant shading operations different image location . The dimensions of this two dimen compared to conventional pixel shading subsystems . Con sional array of pixels defines the resolution of the rendered 
2 - D image . In general , as part of processing a pixel , a pixel sequently , to produce similar image quality , the pixel shad 
shading subsystem included in the graphics processing pipe 30 ing subsystem consumes less power and increases the ren 
line performs a variety of per - pixel shading calculations dering frame rate compared to a conventional pixel shading 
designed to accurately determine the color of the pixel based subsystem . 
on effects such as lighting . However , the viewer's ability to 
resolve images may exceed the resolution of the rendered BRIEF DESCRIPTION OF THE DRAWINGS 
2 - D image . Consequently , visual artifacts produced during 35 
the rendering may dramatically , and often unacceptably , So that the manner in which the above recited features of 
reduce the realism of the 2 - D image . For example , if an edge the present invention can be understood in detail , a more 
of a triangle is not aligned with a vertical or horizontal line particular description of the invention , briefly summarized 
of pixel locations , the edge will exhibit a jagged , stair - step above , may be had by reference to embodiments , some of 
appearance in the rendered 2 - D image . 40 which are illustrated in the appended drawings . It is to be 
One approach to improving the realism of rendered noted , however , that the appended drawings illustrate only 

images is to increase the resolution of the rendered 2 - D typical embodiments of this invention and are therefore not 
image . Increasing the resolution improves the ability of the to be considered limiting of its scope , for the invention may pixel shading subsystem to accurately portray certain effects admit to other equally effective embodiments . at particular portions of rendered images . For example , FIG . 1 is a block diagram illustrating a computer system 
increasing the resolution may enable the graphics processing configured to implement one or more aspects of the present pipeline to smooth the appearance of edges . However , invention ; portions of many rendered images exhibit relatively uniform 
visual characteristics , and increasing the resolution does not FIG . 2 is a block diagram of a parallel processing unit 
improve the realism of such portions of rendered images . In included in the parallel processing subsystem of FIG . 1 , 
addition , certain types of effects ( e.g. , ambient lighting ) are 50 according to one embodiment of the present invention ; 
applied relatively uniformly across the image and , conse FIG . 3 is a block diagram of a general processing cluster 
quently , increasing the resolution may cause the pixel shad included in the parallel processing unit of FIG . 2 , according 
ing subsystem to perform redundant pixel shading calcula to one embodiment of the present invention ; 
tions . Notably , the majority of the execution time required FIG . 4 is a conceptual diagram illustrating a pixel shading 
during rendering is spent performing operations , such as 55 subsystem that can be implemented within the general 
texture fetches , associating with the pixel shading calcula processing cluster of FIG . 3 according to one embodiment of 
tions . Consequently , increasing the resolution may lead to the present invention ; 
both an increase in power consumption and a decrease in FIG . 5 is a conceptual diagram illustrating how the pixel 
rendering frame rate that is disproportionate to the improve shading subsystem of FIG . 4 may perform pixel shading 
ment in the quality of the rendered image . 60 operations at variable shading granularities , according to 

Accordingly , what is needed in the art is a more effective one embodiment of the present invention ; 
approach to improving the realism of rendered images . FIG . 6 is a flow diagram of method steps for performing 

pixel shading at variable shading granularities , according to 
SUMMARY OF THE INVENTION one embodiment of the present invention ; and 

FIG . 7 is a flow diagram of method steps for selecting a 
One embodiment of the present invention sets forth a subset of pixels on which to perform pixel shading opera 

method for performing pixel shading operations . The tions , according to one embodiment of the present invention . 

45 

65 
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DETAILED DESCRIPTION configured to perform graphics processing , general purpose 
processing , and compute processing operations . System 

In the following description , numerous specific details are memory 104 includes at least one device driver 103 config 
set forth to provide a more thorough understanding of the ured to manage the processing operations of the one or more 
present invention . However , it will be apparent to one of 5 PPUs within parallel processing subsystem 112. The system 
skill in the art that the present invention may be practiced memory 104 also includes a software application 125 that 
without one or more of these specific details . executes on the CPU 102 and may issue commands that 

control the operation of the PPUs . 
System Overview In various embodiments , parallel processing subsystem 

10 112 may be integrated with one or more other the other 
FIG . 1 is a block diagram illustrating a computer system elements of FIG . 1 to form a single system . For example , 

100 configured to implement one or more aspects of the parallel processing subsystem 112 may be integrated with 
present invention . As shown , computer system 100 includes , CPU 102 and other connection circuitry on a single chip to 
without limitation , a central processing unit ( CPU ) 102 and form a system on chip ( SOC ) . 
a system memory 104 coupled to a parallel processing 15 It will be appreciated that the system shown herein is 
subsystem 112 via a memory bridge 105 and a communi illustrative and that variations and modifications are pos 
cation path 113. Memory bridge 105 is further coupled to an sible . The connection topology , including the number and 
I / O ( input / output ) bridge 107 via a communication path 106 , arrangement of bridges , the number of CPUs 102 , and the 
and I / O bridge 107 is , in turn , coupled to a switch 116 . number of parallel processing subsystems 112 , may be 

In operation , I / O bridge 107 is configured to receive user 20 modified as desired . For example , in some embodiments , 
input information from input devices 108 , such as a key system memory 104 could be connected to CPU 102 directly 
board or a mouse , and forward the input information to CPU rather than through memory bridge 105 , and other devices 
102 for processing via communication path 106 and memory would communicate with system memory 104 via memory 
bridge 105. Switch 116 is configured to provide connections bridge 105 and CPU 102. In other alternative topologies , 
between I / O bridge 107 and other components of the com- 25 parallel processing subsystem 112 may be connected to I / O 
puter system 100 , such as a network adapter 118 and various bridge 107 or directly to CPU 102 , rather than to memory 
add - in cards 120 and 121 . bridge 105. In still other embodiments , I / O bridge 107 and 
As also shown , I / O bridge 107 is coupled to a system disk memory bridge 105 may be integrated into a single chip 

114 that may be configured to store content and applications instead of existing as one or more discrete devices . Lastly , 
and data for use by CPU 102 and parallel processing 30 in certain embodiments , one or more components shown in 
subsystem 112. As a general matter , system disk 114 pro FIG . 1 may not be present . For example , switch 116 could 
vides non - volatile storage for applications and data and may be eliminated , and network adapter 118 and add - in cards 
include fixed or removable hard disk rives , flash memory 120 , 121 would connect directly to I / O bridge 107 . 
devices , and CD - ROM ( compact disc read - only - memory ) , FIG . 2 is a block diagram of a parallel processing unit 
DVD - ROM ( digital versatile disc - ROM ) , Blu - ray , 35 ( PPU ) 202 included in the parallel processing subsystem 112 
HD - DVD ( high definition DVD ) , or other magnetic , optical , of FIG . 1 , according to one embodiment of the present 
or solid state storage devices . Finally , although not explicitly invention . Although FIG . 2 depicts one PPU 202 , as indi 
shown , other components , such as universal serial bus or cated above , parallel processing subsystem 112 may include 
other port connections , compact disc drives , digital versatile any number of PPUS 202. As shown , PPU 202 is coupled to 
disc drives , film recording devices , and the like , may be 40 a local parallel processing ( PP ) memory 204. PPU 202 and 
connected to I / O bridge 107 as well . PP memory 204 may be implemented using one or more 

In various embodiments , memory bridge 105 may be a integrated circuit devices , such as programmable processors , 
Northbridge chip , and I / O bridge 107 may be a Southbrige application specific integrated circuits ( ASICs ) , or memory 
chip . In addition , communication paths 106 and 113 , as well devices , or in any other technically feasible fashion . 
as other communication paths within computer system 100 , 45 In some embodiments , PPU 202 comprises a graphics 
may be implemented using any technically suitable proto processing unit ( GPU ) that may be configured to implement 
cols , including , without limitation , AGP ( Accelerated a graphics processing pipeline to perform various operations 
Graphics Port ) , HyperTransport , or any other bus or point related to generating pixel data based on graphics data 
to - point communication protocol known in the art . supplied by CPU 102 and / or system memory 104. When 

In some embodiments , parallel processing subsystem 112 50 processing graphics data , PP memory 204 can be used as 
comprises a graphics subsystem that delivers pixels to a graphics memory that stores one or more conventional frame 
display device 110 that may be any conventional cathode ray buffers and , if needed , one or more other render targets as 
tube , liquid crystal display , light - emitting diode display , or well . Among other things , PP memory 204 may be used to 
the like . In such embodiments , the parallel processing sub store and update pixel data and deliver final pixel data or 
system 112 incorporates circuitry optimized for graphics and 55 display frames to display device 110 for display . In some 
video processing , including , for example , video output cir embodiments , PPU 202 also may be configured for general 
cuitry . As described in greater detail below in FIG . 2 , such purpose processing and compute operations . 
circuitry may be incorporated across one or more parallel In operation , CPU 102 is the master processor of com 
processing units ( PPUs ) included within parallel processing puter system 100 , controlling and coordinating operations of 
subsystem 112. In other embodiments , the parallel process- 60 other system components . In particular , CPU 102 issues 
ing subsystem 112 incorporates circuitry optimized for gen commands that control the operation of PPU 202. In some 
eral purpose and / or compute processing . Again , such cir embodiments , CPU 102 writes a stream of commands for 
cuitry may be incorporated across one or more PPUS PPU 202 to a data structure ( not explicitly shown in either 
included within parallel processing subsystem 112 that are FIG . 1 or FIG . 2 ) that may be located in system memory 104 , 
configured to perform such general purpose and / or compute 65 PP memory 204 , or another storage location accessible to 
operations . In yet other embodiments , the one or more PPUS both CPU 102 and PPU 202. A pointer to the data structure 
included within parallel processing subsystem 112 may be is written to a pushbuffer to initiate processing of the stream 
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of commands in the data structure . The PPU 202 reads Memory interface 214 includes a set of D of partition 
command streams from the pushbuffer and then executes units 215 , where D21 . Each partition unit 215 is coupled to 
commands asynchronously relative to the operation of CPU one or more dynamic random access memories ( DRAMS ) 
102. In embodiments where multiple pushbuffers are gen 220 residing within PPM memory 204. In one embodiment , 
erated , execution priorities may be specified for each push- 5 the number of partition units 215 equals the number of 
buffer by an application program via device driver 103 to DRAMs 220 , and each partition unit 215 is coupled to a 
control scheduling of the different pushbuffers . different DRAM 220. In other embodiments , the number of 
As also shown , PPU 202 includes an I / O ( input / output ) partition units 215 may be different than the number of 

unit 205 that communicates with the rest of computer system DRAMs 220. Persons of ordinary skill in the art will 
100 via the communication path 113 and memory bridge appreciate that a DRAM 220 may be replaced with any other 
105. I / O unit 205 generates packets ( or other signals ) for technically suitable storage device . In operation , various 
transmission on communication path 113 and also receives render targets , such as texture maps and frame buffers , may 
all incoming packets ( or other signals ) from communication be stored across DRAMs 220 , allowing partition units 215 
path 113 , directing the incoming packets to appropriate 15 to write portions of each render target in parallel to effi 
components of PPU 202. For example , commands related to ciently use the available bandwidth of PP memory 204 . 
processing tasks may be directed to a host interface 206 , A given GPCs 208 may process data to be written to any 
while commands related to memory operations ( e.g. , reading of the DRAMs 220 within PP memory 204. Crossbar unit 
from or writing to PP memory 204 ) may be directed to a 210 is configured to route the output of each GPC 208 to the 
crossbar unit 210. Host interface 206 reads each pushbuffer 20 input of any partition unit 215 or to any other GPC 208 for 
and transmits the command stream stored in the pushbuffer further processing . GPCs 208 communicate with memory 
to a front end 212 . interface 214 via crossbar unit 210 to read from or write to 
As mentioned above in conjunction with FIG . 1 , the various DRAMs 220. In one embodiment , crossbar unit 210 

connection of PPU 202 to the rest of computer system 100 has a connection to I / O unit 205 , in addition to a connection 
may be varied . In some embodiments , parallel processing 25 to PP memory 204 via memory interface 214 , thereby 
subsystem 112 , which includes at least one PPU 202 , is enabling the processing cores within the different GPCs 208 
implemented as an add - in card that can be inserted into an to communicate with system memory 104 or other memory 
expansion slot of computer system 100. In other embodi not local to PPU 202. In the embodiment of FIG . 2 , crossbar 
ments , PPU 202 can be integrated on a single chip with a bus unit 210 is directly connected with 1/0 unit 205. In various 
bridge , such as memory bridge 105 or I / O bridge 107. Again , 30 embodiments , crossbar unit 210 may use virtual channels to 
in still other embodiments , some or all of the elements of separate traffic streams between the GPCs 208 and partition 
PPU 202 may be included along with CPU 102 in a single units 215 . 
integrated circuit or system of chip ( SOC ) . Again , GPCs 208 can be programmed execute process 

In operation , front end 212 transmits processing tasks ing tasks relating to a wide variety of applications , includ 
received from host interface 206 to a work distribution unit 35 ing , without limitation , linear and nonlinear data transforms , 
( not shown ) within task / work unit 207. The work distribu filtering of video and / or audio data , modeling operations 
tion unit receives pointers to processing tasks that are ( e.g. , applying laws of physics to determine position , veloc 
encoded as task metadata ( TMD ) and stored in memory . The ity and other attributes of objects ) , image rendering opera 
pointers to TMDs are included in a command stream that is tions ( e.g. , tessellation shader , vertex shader , geometry 
stored as a pushbuffer and received by the front end unit 212 40 shader , and / or pixel / fragment shader programs ) , general 
from the host interface 206. Processing tasks that may be compute operations , etc. In operation , PPU 202 is config 
encoded as TMDs include indices associated with the data to ured to transfer data from system memory 104 and / or PP 
be processed as well as state parameters and commands that memory 204 to one or more on - chip memory units , process 
define how the data is to be processed . For example , the state the data , and write result data back to system memory 104 
parameters and commands could define the program to be 45 and / or PP memory 204. The result data may then be 
executed on the data . The task / work unit 207 receives tasks accessed by other system components , including CPU 102 , 
from the front end 212 and ensures that GPCs 208 are another PPU 202 within parallel processing subsystem 112 , 
configured to a valid state before the processing task speci or another parallel processing subsystem 112 within com 
fied by each one of the TMDs is initiated . A priority may be puter system 100 . 
specified for each TMD that is used to schedule the execu- 50 As noted above , any number of PPUS 202 may be 
tion of the processing task . Processing tasks also may be included in a parallel processing subsystem 112. For 
received from the processing cluster array 230. Optionally , example , multiple PPUs 202 may be provided on a single 
the TMD may include a parameter that controls whether the add - in card , or multiple add - in cards may be connected to 
TMD is added to the head or the tail of a list of processing communication path 113 , or one or more of PPUs 202 may 
tasks ( or to a list of pointers to the processing tasks ) , thereby 55 be integrated into a bridge chip . PPUs 202 in a multi - PPU 
providing another level of control over execution priority . system may be identical to or different from one another . For 

PPU 202 advantageously implements a highly parallel example , different PPUs 202 might have different numbers 
processing architecture based on a processing cluster array of processing cores and / or different amounts of PP memory 
230 that includes a set of C general processing clusters 204. In implementations where multiple PPUs 202 are 
( GPCs ) 208 , where C21 . Each GPC 208 is capable of 60 present , those PPUs may be operated in parallel to process 
executing a large number ( e.g. , hundreds or thousands ) of data at a higher throughput than is possible with a single 
threads concurrently , where each thread is an instance of a PPU 202. Systems incorporating one or more PPUs 202 may 
program . In various applications , different GPCs 208 may be be implemented in a variety of configurations and form 
allocated for processing different types of programs or for factors , including , without limitation , desktops , laptops , 
performing different types of computations . The allocation 65 handheld personal computers or other handheld devices , 
of GPCs 208 may vary depending on the workload arising servers , workstations , game consoles , embedded systems , 
for each type of program or computation . and the like . 
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FIG . 3 is a block diagram of a GPC 208 included in PPU where k is the number of concurrently executing threads in 
202 of FIG . 2 , according to one embodiment of the present a thread group , which is typically an integer multiple of the 
invention . In operation , GPC 208 may be configured to number of execution units within the SM 310 , and m is the 
execute a large number of threads in parallel to perform number of thread groups simultaneously active within the 
graphics , general processing and / or compute operations . As 5 SM 310 . 
used herein , a “ thread ” refers to an instance of a particular Although not shown in FIG . 3A , each SM 310 contains a program executing on a particular set of input data . In some level one ( L1 ) cache or uses space in a corresponding L1 embodiments , single - instruction , multiple - data ( SIMD ) cache outside of the SM 310 to support , among other things , instruction issue techniques are used to support parallel 
execution of a large number of threads without providing 10 Each SM 310 also has access to level two ( L2 ) caches ( not load and store operations performed by the execution units . 
multiple independent instruction units . In other embodi shown ) that are shared among all GPCs 208 in PPU 202. The ments , single - instruction , multiple - thread ( SIMT ) tech L2 caches may be used transfer data between threads . niques are used to support parallel execution of a large 
number of generally synchronized threads , using a common Finally , SMS 310 also have access to off - chip " global ” 
instruction unit configured to issue instructions to a set of 15 which memory , may include PP memory 204 and / or system 
processing engines within GPC 208. Unlike a SIMD execu memory 104. It is to be understood that any memory 
tion regime , where all processing engines typically execute external to PPU 202 may be used as global memory . 
identical instructions , SIMT execution allows different Additionally , as shown in FIG . 3A , a level one - point - five 
threads to more readily follow divergent execution paths ( L1.5 ) cache 335 may be included within GPC 208 and 
through a given program . Persons of ordinary skill in the art 20 configured to receive and hold data requested from memory 
will understand that a SIMD processing regime represents a via memory interface 214 by SM 310. Such data may 
functional subset of a SIMT processing regime . include , without limitation , instructions , uniform data , and 

Operation of GPC 208 is controlled via a pipeline man constant data . In embodiments having multiple SMs 310 
ager 305 that distributes processing tasks received from a within GPC 208 , the SMs 310 may beneficially share 
work distribution unit ( not shown ) within task / work unit 207 25 common instructions and data cached in L1.5 cache 335 . 
to one or more streaming multiprocessors ( SMS ) 310. Pipe Each GPC 208 may have an associated memory manage 
line manager 305 may also be configured to control a work ment unit ( MMU ) 320 that is configured to map virtual 
distribution crossbar 330 by specifying destinations for addresses into physical addresses . In various embodiments , 
processed data output by SMS 310 . MMU 320 may reside either within GPC 208 or within the 

In one embodiment , GPC 208 includes a set of M of SMs 30 memory interface 214. The MMU 320 includes a set of page 
310 , where M 1. Also , each SM 310 includes a set of table entries ( PTEs ) used to map a virtual address to a 
functional execution units ( not shown ) , such as execution physical address of a tile or memory page and optionally a 
units and load - store units . Processing operations specific to cache line index . The MMU 320 may include address 
any of the functional execution units may be pipelined , translation lookaside buffers ( TLB ) or caches that may 
which enables a new instruction to be issued for execution 35 reside within SMS 310 , within one or more L1 caches , or 
before a previous instruction has completed execution . Any within GPC 208 . 
combination of functional execution units within a given SM In graphics and compute applications , GPC 208 may be 
310 may be provided . In various embodiments , the func configured such that each SM 310 is coupled to a texture unit 
tional execution units may be configured to support a variety 315 for performing texture mapping operations , such as 
of different operations including integer and floating point 40 determining texture sample positions , reading texture data , 
arithmetic ( e.g. , addition and multiplication ) , comparison and filtering texture data . 
operations , Boolean operations ( AND , OR , XOR ) , bit - shift In operation , each SM 310 transmits a processed task to 
ing , and computation of various algebraic functions ( e.g. , work distribution crossbar 330 in order to provide the 
planar interpolation and trigonometric , exponential , and processed task to another GPC 208 for further processing or 
logarithmic functions , etc. ) . Advantageously , the same func- 45 to store the processed task in an L2 cache ( not shown ) , 
tional execution unit can be configured to perform different parallel processing memory 204 , or system memory 104 via 
operations . crossbar unit 210. In addition , a pre - raster operations 

In operation , each SM 310 is configured to process one or ( preROP ) unit 325 is configured to receive data from SM 
more thread groups . As used herein , a “ thread group ” or 310 , direct data to one or more raster operations ( ROP ) units 
“ warp ” refers to a group of threads concurrently executing 50 within partition units 215 , perform optimizations for color 
the same program on different input data , with one thread of blending , organize pixel color data , and perform address 
the group being assigned to a different execution unit within translations . 
an SM 310. A thread group may include fewer threads than It will be appreciated that the core architecture described 
the number of execution units within the SM 310 , in which herein is illustrative and that variations and modifications 
case some of the execution may be idle during cycles when 55 are possible . Among other things , any number of processing 
that thread group is being processed . A thread group may units , such as SMS 310 , texture units 315 , or preROP units 
also include more threads than the number of execution units 325 , may be included within GPC 208. Further , as described 
within the SM 310 , in which case processing may occur over above in conjunction with FIG . 2 , PPU 202 may include any 
consecutive clock cycles . Since each SM 310 can support up number of GPCs 208 that are configured to be functionally 
to G thread groups concurrently , it follows that up to G * M 60 similar to one another so that execution behavior does not 
thread groups can be executing in GPC 208 at any given depend on which GPC 208 receives a particular processing 
time . task . Further , each GPC 208 operates independently of the 

Additionally , a plurality of related thread groups may be other GPCs 208 in PPU 202 to execute tasks for one or more 
active ( in different phases of execution ) at the same time application programs . In view of the foregoing , persons of 
within an SM 310. This collection of thread groups is 65 ordinary skill in the art will appreciate that the architecture 
referred to herein as a " cooperative thread array ” ( “ CTA ” ) or described in FIGS . 1-3A in no way limits the scope of the 
“ thread array . ” The size of a particular CTA is equal to m * k , present invention . 
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Pixel Shading at Different Granularities associated with sixteen - by - sixteen pixel regions that include 
sixty - four pixels . Further , each sixteen - by - sixteen pixel 

Again , the GPC 208 can be programmed to execute region may be subdivided into four - by - four pixel regions . 
processing tasks relating to a wide variety of applications , In general , the pixel shading subsystem 390 performs 
including image rendering operations . In particular , a pixel s multiple sets of pixel shading operations , each of which is 
shading subsystem ( not shown in FIG . 3 ) may be imple associated with a different shading effect . As persons skilled 
mented within the GPC 208 and configured to execute in the art will recognize , certain shading effects may typi 
fragment shading programs to shade input fragments as part cally vary at a high frequency across each pixel block , while 
of a graphics processing pipeline . In various embodiments , other shading effects may typically vary at a low frequency 
the pixel shading subsystem may be programmed to perform 10 across each pixel block . Further , certain shading effects may 
operations such as perspective correction , texture mapping , vary at a high frequency across one pixel block and at a low 
shading , blending , and the like , to produce shaded fragments frequency across another pixel block . Advantageously , the 
that are transmitted to a raster operations ( ROP ) unit . pixel shading subsystem 390 is configured to dynamically 
As part of executing the fragment shading programs , the tune the granularity of the pixel shading operations associ 

pixel shading subsystem performs pixel shading operations 15 ated with each shading effect to reduce redundant pixel 
at a variable granularity . For low frequency effects ( e.g. , shading operations while preserving the quality of the ren 
ambient light that is relatively uniform across a set of dered image . The coarse shading unit 410 performs pixel 
pixels ) , coarse shading units included in the pixel shading shading operations on only a subset of the pixels included in 
subsystem perform the associated pixel shading operations each pixel block . By contrast , the fine shading units 450 
on a subset of the pixels instead of per - pixel . In this fashion , 20 perform pixel shading operations on each pixel included in 
the pixel shading subsystem reduces the number of redun each pixel block . Accordingly , the coarse shading unit 410 
dant pixel shading operations associated with low frequency performs pixel shading operations associated with typically 
effects compared to conventional pixel shading units . By low frequency effects , and the fine shading units 450 per 
contrast , for high frequency effects ( e.g. , albedo texturing ) , form pixel shading operations associated with typically high 
fine shading units included in the pixel shading subsystem 25 frequency effects . 
perform the associated pixel shading operations on each To optimize the quality of the rendered image , the coarse 
pixel . Advantageously , by strategically tuning the shading shading unit 410 analyzes the results of the pixel shading 
granularity , the pixel shading subsystem reduces the number operations associated with nominally low frequency effects 
of redundant pixel shading operations associated with low to determine whether any of these effects vary at an unex 
frequency effects compared to conventional pixel shading 30 pectedly high frequency across the pixel block . If the coarse 
subsystem without sacrificing rendered image quality . shading unit 410 determines that a nominally low frequency 

FIG . 4 is a conceptual diagram illustrating a pixel shading effect is a high frequency effect across the pixel block , then 
subsystem 390 that can be implemented within the general the fine shading units 450 also performs the pixel shading 
processing cluster 208 of FIG . 3 according to one embodi operations associated with the particular effect . Notably , for 
ment of the present invention . As shown , the pixel shading 35 such a shading effect , the fine shading units 450 perform the 
subsystem 390 includes a coarse shading unit 410 , a bypass same type of pixel shading operations as the coarse shading 
multiplexer ( mux ) 440 , and fine shading units 450. The pixel unit 410 , but perform the operations on all pixels in the pixel 
shading subsystem 390 receives pixel block fragments 402 block instead of on a subset of pixels in the pixel block . 
from a rasterizer unit , performs pixel shading operations , As shown , the coarse shading unit 410 includes coarse 
and transmits per - pixel shading results to a ROP unit 395 for 40 shading pixels 412 and selected coarse shading results 414 
further processing . ( also sometimes referred to as “ coarse shading samples ” ) . In 

The pixel block fragments 402 include graphics data used operation , the coarse shading unit 410 receives the pixel 
by the pixel shading subsystem 390 to perform pixel shading block fragments 402 and selects a subset of the pixels 
operations on the pixels included in a particular pixel block . included in the pixel block as the coarse shading pixels 412 . 
Typically , the pixel block fragments 402 include shading 45 The coarse shading unit 410 may select the coarse shading 
inputs ( e.g. , color values , opacity values , coverage data , and pixels 412 in any technically feasible fashion . In general , the 
depth information ) for each pixel in the associated pixel coarse shading unit 410 implements a selection process that 
block . In particular , the pixel block fragments 402 represent avoids shading errors attributable to extrapolating shading 
coverage data and depth information as a pixel block vis results for pixels that lie outside the boundaries of the coarse 
ibility mask ( not shown in FIG . 4 ) that indicates whether 50 shading pixels 412. A secondary objective of the selection 
each of the fragments is potentially viewable in the final process is to decrease graphics primitive attribute errors 
rendered image . To efficiently leverage the architecture of attributable to performing pixel shading operations on 
the PPU 202 , each set of pixel block fragments 402 includes coarse shading pixels 412 that lie outside the graphics 
fragments that are associated with a four - by - four pixel block primitive corresponding to the pixel block fragments 402 . 
of sixteen pixels . Further , each set of pixel block fragments 55 For instance , suppose that the pixel block fragments 402 
402 is subdivided into four sets of fragments , known as were to correspond to a triangle that covered only the four 
“ quads , ” that are associated with square two - by - two pixel innermost pixels included in the pixel block . Further , sup 
regions . Typically , if a graphics primitive covers any of the pose that the coarse shading unit 410 were to select the four 
pixels in a particular two - by - two pixel region , then the corner pixels as the coarse shading pixels 412. In such a 
rasterizer unit 385 generates a quad , and the pixel shading 60 scenario , no pixels would like outside the boundaries of the 
subsystem 390 computes per - pixel composite shading coarse shading pixels 412 , consequently shading errors 
results 455 for each of the pixels in the two - by - two pixel attributable to extrapolating shading results would be 
region . reduced . However , the coarse shading pixels 412 would all 

In alternate embodiments , the pixel shading subsystem lie outside the triangle . Consequently , the triangle attributes 
390 may receive graphics data associated with any number 65 would likely exhibit errors due to extrapolating the triangle 
of pixels , arranged in any fashion . For example , the pixel primitive , reducing the quality of the selected coarse shading 
shading subsystem 390 may receive fragments that are results 414 . 
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Advantageously , the coarse shading unit 410 selects the unit 410 generates per - pixel coarse shading results 425 that 
coarse shading pixels 412 to both reduce extrapolation of include the results of performing the pixel shading opera 
shading results and reduce primitive attribute extrapolation tions for the coarse shading pixels 412 , but only estimated 
errors . In one embodiment , the coarse shading unit 410 shading results for the remaining pixels included in the pixel 
selects the coarse shading pixels 412 based on the quads that 5 block . For example , if the 4x4 pixel block is completed 
include “ covered ” pixels . Note that pixels that lie inside the covered , then the per - pixel coarse shading results 425 may 
graphics primitive associated with the pixel block fragments include the results of performing pixel shading operations on 
402 are considered “ covered ” by the graphics primitive and four pixels and estimated shading results for the remaining 
are referred to herein as “ covered ” pixels . First , the coarse twelve pixels . Alternatively , if the 4x4 pixel block is only 
shading unit 410 performs read operations on the pixel block 10 partially covered , then the per - pixel coarse shading results 
visibility mask to determine the coverage of the pixels . The 425 may include estimated shading results for less than 
coarse shading unit 410 then identifies the quads that include twelve pixels . 
one or more “ covered ” pixels and computes the smallest Again , because of the selection process , each covered 
bounding rectangle that includes the identified quads . pixel is guaranteed to lie within the rectangular region 
Finally , the coarse shading unit 410 sets the coarse shading 15 defined by the four coarse shading pixels 412. This enables 
pixels 412 to the four pixels at the locations corresponding the coarse shading unit 410 to perform interpolation opera 
to the vertices of the bounding rectangle . tions within each quad to generate the estimated shading 

For instance , if one of the four quads included in the pixel results for the pixels that are not included in the coarse 
block fragments 402 is covered ( i.e. , includes at least one shading pixels 412. In alternate embodiments , the coarse 
covered pixel ) , then the coarse shading unit 410 sets the 20 shading unit 410 may generate the estimated shading results 
bounding rectangle to match the 2x2 pixel region corre in any technically feasible fashion . For instance , for each 
sponding to the covered quad . Consequently , the coarse pixel that is not included in the coarse shading pixels 412 , 
shading unit sets the four coarse shading pixels 412 to the the coarse shading unit 410 may copy the per - pixel coarse 
four pixels in the covered quad . If two of the four quads are shading results 425 associated with the closest coarse shad 
covered and these two quads are vertically aligned , then the 25 ing pixel 412 . 
coarse shading unit 410 sets the bounding rectangle to match As previously disclosed herein , the coarse shading unit 
the 2x4 pixel region corresponding to the covered quads . 410 determines whether the estimated results are acceptable 
And the coarse shading unit sets the four coarse shading for each shading effect . If the coarse shading unit 410 
pixels 412 to two pixels in the first covered quad and two determines that the estimated results associated with a 
pixels in the second covered quad . If two of the four quads 30 particular shading effect are acceptable , then the coarse 
are covered and these two quads are horizontally aligned , shading unit 410 deactivates ( i.e. , sets to a value of binary 
then the coarse shading unit 410 sets the bounding rectangle zero ) an effect - specific bit included in granularity flags 435 . 
to match the 4x2 pixel region corresponding to the covered If the coarse shading unit 410 determines that the estimated 
quads . Therefore , the coarse shading unit sets the four coarse results associated with a particular shading effect are unac 
shading pixels 412 to two pixels in the first covered quad and 35 ceptable , then the coarse shading unit 410 activates ( i.e. , set 
two pixels in the second covered quad . If two of the four to a value of binary one ) an effect - specific bit included in the 
quads are covered and these two quads are kitty - corner to granularity flags 435. Each of the granularity flags 435 
each other , then the coarse shading unit 410 sets the bound applies to the entire pixel block . If the coarse shading unit 
ing rectangle to the 4x4 pixel block . Correspondingly , the 410 activates a particular effect - specific bit included in the 
coarse shading unit sets the four coarse shading pixels 412 40 granularity flags 435 , then the per - pixel coarse shading 
to four corner pixels of the pixel block . Finally , if three or results 425 associated with the effect are considered unac 
more of the four quads are covered , then the coarse shading ceptable for all of the pixels included in the pixel block . 
unit 410 sets the bounding rectangle to the 4x4 pixel block , The coarse shading unit 410 may determine the accept 
and the four coarse shading pixels 412 to the four corner ability of the estimated results in any technically feasible 
pixels of the pixel block . 45 fashion . For instance , the coarse shading unit 410 may 

The relative locations of the pixels that the coarse shading implement effect - specific predicate logic to determine 
unit 410 selects as coarse shading pixels 412 may vary for whether the estimated results are acceptable for a particular 
each pixel block . Advantageously , by employing a dynamic effect . The predicate logic may evaluate the pixel block 
process to select the coarse shading pixels 412 , the coarse fragments 402 , the selected coarse shading results 414 , the 
shading unit 410 reduces errors in the shading results . In 50 per - pixel coarse shading results 425 , or any other graphics 
alternate embodiments , the coarse shading unit 410 may input data in any combination to evaluate the estimated 
further optimize the selection process . In some alternate results . In addition , the predicate logic may be implemented 
embodiments , the coarse shading unit 410 defines a bound at any granularity . For instance , in some embodiments , the 
ing rectangle that includes all of the “ covered ” pixels in the predicate logic may be implemented per pixel block . In other 
pixel block while also including the highest feasible per- 55 embodiments , the predicate logic may be implemented per 
centage of covered pixels to uncovered pixels . In such an quad . Further , the coarse shading unit 410 may communicate 
embodiment , the coarse shading unit 410 may select the four whether to re - compute the per - pixel coarse shading results 
center pixels included in the 4x4 pixel block as the coarse 425 in any technically feasible fashion using any polarity 
shading pixels 412 . and granularity of signal . For example , if the coarse shading 

After selecting the coarse shading pixels 412 , the coarse 60 unit 410 determines that the estimated results associated 
shading unit 410 performs pixel shading operations on the with a particular shading effect are unacceptable , then the 
coarse shading pixels 412 to generate the selected coarse coarse shading unit 410 may deactivate a per - pixel flag 
shading results 414. The coarse shading unit 410 then instead of activating a flag that is associated with the entire 
performs less time - consuming operations to generate esti pixel block . 
mated shading results for each of the pixels that are not 65 As shown , after the coarse shading unit 410 processes the 
included in the coarse shading pixels 412 based on the pixel block fragments 402 , the per - pixel coarse shading 
selected coarse shading results 414. Thus , the coarse shading results 425 are routed to the bypass mux 440. If a bypass flag 
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441 is activated , then the pixel shading subsystem 390 Finally , any number of threads may be assigned to perform 
transmits the per - pixel coarse shading results 425 to the ROP pixel shading operations at any granularity in any combi 
unit 395 for further processing . If the bypass flag 441 is not nation . 
activated , then the pixel shading subsystem 390 transmits As shown , a pixel block visibility mask 505 ( 0 ) associated 
the per - pixel coarse shading results 425 to the fine shading 5 with the pixel block 510 ( 0 ) includes six covered pixels that 
units 450 for further processing . Advantageously , the bypass are included in two horizontally - aligned quads 520. Conse 
flag 441 enables the software application 125 to forgo quently , a particular coarse shading unit 410 selects the four 
per - pixel shading operations in favor of reducing power corner pixels corresponding to the four - by - two pixel region 
consumption and increasing image rending rate . Notably , in that includes the two covered pixels quads as the coarse 
such a scenario , the coarse shading unit 410 is configured to 10 shading pixels 412 ( 0 ) . Subsequently , for each of the four 

coarse shading pixels 412 ( 0 ) , a separate thread performs perform pixel shading operations associated with all the pixel shading operations associated with nominally low shading effects . The bypass mux 440 may be implemented frequency shading effects . As shown , the threads generate in any technically feasible fashion using any polarity of the per - pixel coarse shading results 425 ( 0 ) and the granu bypass flag 441 or any type of selection signal . In alternate 15 larity flags 435 ( 0 ) for the two covered quads . The coarse embodiments , the pixel shading subsystem 390 may not shading unit 410 generates neither per - pixel shading results 
include a bypass mux 440 , and the per - pixel coarse shading 425 ( 0 ) nor granularity flags 435 ( 0 ) for the two uncovered 
results 425 are processed by the fine shading units 450 prior quads . The granularity flags 435 ( 0 ) includes one bit repre 
to transmission to the ROP unit 395 . senting the granularity for one shading effect . In particular , 

If the bypass flag 441 is not activated , then the fine 20 the granularity flags 435 ( 0 ) indicate that the shading effect 
shading units 450 receive the per - pixel coarse shading varies at a low frequency across the pixel block 510 ( 0 ) . 
results 425 , the granularity flags 435 , and the pixel block Similarly , additional coarse shading units 410 process the 
fragments 402. The fine shading units 450 perform pixel pixel blocks 510 ( 1 ) through 510 ( 7 ) . As shown , the granu 
shading operations associated with both nominally high larity flags 435 indicate that the shading effect varies at a low 
frequency effects and any nominally low frequency effects 25 frequency across the pixel blocks 510 ( 0 ) , 510 ( 2 ) , 510 ( 4 ) , 
that are associated with an activated bit in the granularity 510 ( 5 ) , and 510 ( 7 ) . The granularity flags 435 also indicate 
flags 435. Typically , the per - pixel coarse shading results 425 that the shading effect varies at a high frequency across the 
do not include results corresponding to nominally high pixel blocks 510 ( 1 ) , 510 ( 3 ) , and 510 ( 6 ) . As disclosed pre 
frequency effects . However , the per - pixel coarse shading viously herein , if a particular effect - specific bit in the 
results 425 may include results corresponding to nominally 30 granularity flags 435 is not activated , then the fine shading 

unit 450 considers the contribution of the effect to be low frequency effects that are associated with an activated 
bit in the granularity flags 435 , and the fine shading units 450 adequately represented by the corresponding per - pixel 

coarse shading result 425. If the bit is activated , then the fine discard such results . After performing the appropriate per 
pixel shading operations for each pixel included in the pixel 35 shading result 425 and performs per - pixel shading opera shading unit 450 discards the corresponding per - pixel coarse 
block , the fine shading units 450 combine these fine shading tions to determine fine granularity per - pixel shading results . results with any retained ( i.e. , acceptable ) per - pixel coarse Consequently , the fine shading units 450 are configured to shading results to create the per - pixel composite shading discard the per - pixel coarse shading results 425 for eight of 
results 455. Subsequently , the pixel shading subsystem 390 the twenty - four covered quads 520 and perform per - pixel 
transmits the per - pixel composite shading results 455 to the 40 shading operations to determine the contribution of the 
ROP unit 395 for further processing . associated shading effect . Further , the fine shading units 450 

FIG . 5 is a conceptual diagram illustrating how the pixel are configured to accept the per - pixel coarse shading results 
shading subsystem 390 of FIG . 4 may perform pixel shading 425 for sixteen of the twenty - four covered quad 520 as the 
operations at variable shading granularities , according to contribution of the associated effect . Thus , the number and 
one embodiment of the present invention . As shown , FIG . 5 45 type of shading operations that each fine shading unit 450 
depicts eight different four - by - four pixel blocks 510 ( 0 ) performs varies based on the granularity flags 435 . 
through 510 ( 7 ) . Further , each pixel block 510 includes four In some embodiments , the pixel shading subsystem 390 is 
two - by - two quads 520 . configured to reduce divergent SIMT warps that execute 
For explanatory purposes only , to leverage the architec within the fine shading units 450. In particular , prior to 

ture of the PPU 202 , each coarse shading unit 410 processes 50 launching the threads that execute per - quad within the fine 
a single pixel block 510 and each fine shading unit 450 shading units 450 , the pixel shading subsystem 390 strate 
processes a single quad 520. Four threads execute within gically “ packs ” the quads 520 into coherent warps 550 based 
each coarse shading unit 410 , each thread performing pixel on the granularity flags 435. As shown , the pixel shading 
shading operations on one of the four coarse shading pixels subsystem 390 assigns the quads 520 associated with the 
412. And four threads execute within each fine shading unit 55 granularity flags 435 that equal binary zero to be shaded 
450 , each thread performing pixels shading operations on a per - pixel by threads in warps 550 ( 0 ) and 550 ( 2 ) , and the 
single pixel included in the two - by - two pixel region corre quads 520 associated with the granularity flags 435 that 
sponding to a covered quad 520. In addition , each warp equal binary one to be shaded per - pixel by threads in warp 
includes 128 threads and , consequently , a warp may perform 550 ( 1 ) . Advantageously , increasing the coherence of the 
coarse shading operations on eight four - by - four pixel blocks 60 warps 550 leverages the architecture of the PPU 202 to 
510 or fine shading operations on eight two - by - two quads optimize the effectiveness of the graphics processing pipe 
520 . line 350 . 

In alternate embodiments , the PPU 202 may be config In alternate embodiments , the pixel shading subsystem 
ured to implement any number and combination of coarse 390 may assign quads 520 to be processed by threads in 
shading units 410 and fine shading units 450. Further , each 65 particular warps 550 based on multiple bits included in the 
coarse shading unit 410 and each fine shading unit 510 may granularity flags 435. For instance , the pixel shading sub 
process any number of pixels , organized in any fashion . system 390 may assign quads 520 associated with granu 



US 10,733,794 B2 
15 16 

larity flags 435 that indicate that two of three shading effects associated with the pixel block 510 to threads that execute 
require per - pixel shading to be processed by threads in a first within the fine shading units 450. In particular , the pixel 
warp 550. Further , the pixel shading subsystem 390 may shading subsystem 390 assigns quads 520 with similar 
assign quads 520 associated with granularity flags 435 that granularity flags 435 to threads that are included in the same 
indicate that one of three shading effects requires per - pixel 5 warp 550. Advantageously , increasing the coherence of the 
shading to be processed by threads in a second warp 550 . warps 550 leverages the architecture of the PPU 202 to 
Finally , the pixel shading subsystem 290 may assign quads increase the effectiveness of the graphics processing pipeline 
520 associated with granularity flags 435 that indicate that 350. In alternate embodiments , in lieu of launching new 
none of three shading effects require per - pixel shading to be threads that execute within the fine shading units 450 , the 
processed by threads in a third warp 550 . 10 pixel shading subsystem 390 reuses the threads that com 
As persons skilled in the art will recognize , the techniques puted the per - pixel coarse shading results 425. In such 

disclosed herein may be modified to optimize the perfor embodiments , the pixel shading subsystem 390 may re - use 
mance of the graphics processing pipeline 350 and / or the the warps 550 and may execute within the fine shading units 
rendered image quality . For instance , in some embodiments , 450 as part of an execution loop . 
the pixel shading subsystem 390 may be configured to 15 At 614 , the fine shading units 450 perform the pixel 
implement a uniform level - of - detail across each graphics shading operations corresponding to fine granularity shading 
primitive . In such embodiments , the pixel shading subsys effects for each pixel included in the covered quads 520 , 
tem 390 may perform scaling operations to enforce the Subsequently , the fine shading units 450 combines these 
selected level - of - detail . In other embodiments , the coarse per - pixel fine shading results with the retained per - pixel 
shading unit 410 may select the coarse shading pixels 412 to 20 coarse shading results 425 to create the per - pixel composite 
reduce redundant pixel shading operations across multiple shading results 455. At step 616 , the pixel shading subsys 
pixel blocks 510. Alternatively , the pixel shading subsystem tem 390 transmits the per - pixel composite shading results 
390 may cache shared shading results associated with cer 455 to the ROP unit 395 for further processing , and the 
tain pixel blocks 510 for reuse by other pixel blocks 510 . method 600 terminates . 

FIG . 6 is a flow diagram of method steps for performing 25 In alternate embodiments , after step 606 and instead of 
pixel shading at variable shading granularities , according to proceeding to step 608 , the pixel shading subsystem 390 
one embodiment of the present invention . Although the transmits the per - pixel coarse results 425 to the ROP unit 
method steps are described with reference to the systems of 395 for further processing , and the method 600 terminates . 
FIGS . 1-5 , persons skilled in the art will understand that any In other words , the pixel shading subsystem 390 may not 
system configured to implement the method steps , in any 30 perform any of steps 608-616 , the pixel shading subsystem 
order , falls within the scope of the present invention . 450 may not perform pixel shading operations at a fine 
As shown , a method 600 begins at step 602 , where the granularity , and the pixel shading subsystem 390 may not 

coarse shading unit 410 receives the pixel block fragments generate per - pixel composite shading results 455. In such 
402 corresponding to a four - by - four pixel block 510. The embodiments , the pixel shading subsystem 390 may not 
pixel block fragments 420 include coverage information as 35 include the fine shading units 450 . 
the pixel block visibility mask 505. At step 604 , the coarse FIG . 7 is a flow diagram of method steps for selecting a 
shading unit 410 selects a subset of the pixels included in the subset of pixels on which to perform pixel shading opera 
pixel block 510 as a set of four coarse shading pixels 412 tions , according to one embodiment of the present invention . 
based on the pixel block visibility mask 505. Notably , the Although the method steps are described with reference to 
coarse shading unit 410 selects the coarse shading pixels 412 40 the systems of FIGS . 1-5 , persons skilled in the art will 
to both reduce extrapolation of shading results and reduce understand that any system configured to implement the 
primitive attribute extrapolation errors . In alternate embodi method steps , in any order , falls within the scope of the 
ments , the coarse shading unit 410 may select the coarse present invention . 
shading pixels 412 in any technically feasible fashion . As shown , a method 700 begins at step 702 , where the 

At step 606 , the coarse shading unit 410 performs shading 45 coarse shading unit 410 receives the pixel block fragments 
operations on each of the four coarse shading pixels 412 and 402 corresponding to a four - by - four pixel block 510. The 
then generates the per - pixel coarse shading results 425 and pixel block fragments 420 include coverage information as 
the granularity flags 435. As part of step 606 , the coarse the pixel block visibility mask 505. At step 704 , the coarse 
shading unit 410 performs interpolation operations to deter shading unit 410 performs read operations on the pixel block 
mine the per - pixel coarse shading results 425 for each of the 50 visibility mask 505 to determine the coverage of the pixels 
pixels in the pixel block 510 that are not included in the and selects the two - by - two quads 520 that include at least 
coarse shading pixels 412. As previously disclosed herein , one covered pixel . At step 706 , the coarse shading unit 410 
the granularity flags 435 reflect whether the per - pixel coarse computes the smallest bounding rectangle that includes the 
shading results 425 are acceptable for each shading effect . selected quads 520. At step 708 , the coarse shading unit 410 
The coarse shading unit 410 may determine the acceptability 55 sets the coarse shading pixels 412 to the four pixels at the 
of the estimated results in any technically feasible fashion . locations corresponding to the vertices of the bounding 
If , at step 608 , the pixel shading subsystem 390 determines rectangle . In this fashion , the coarse shading unit 410 selects 
that the bypass flag 441 is activated , indicating that per - pixel the coarse shading pixels 412 to both reduce extrapolation of 
shading operations are not required , then the method 600 shading results and reduce graphics primitive attribute 
proceeds to step 610. At step 610 , the pixel shading sub- 60 extrapolation errors based on the coverage of the quads 520 . 
system 390 transmits the per - pixel coarse shading results In sum , a graphics processing pipeline implemented 
425 to the ROP unit 395 for further processing , and the within a parallel processing unit ( PPU ) is configured to 
method 600 terminates . optimize the granularity of pixel shading operations . In one 

At step 608 , if the pixel shading subsystem 390 deter instance , the graphics processing pipeline includes a pixel 
mines that the bypass flag 441 is not activated , then the 65 shading subsystem that in turn includes both coarse shading 
method 600 proceeds to step 612. At step 612 , the pixel units and fine shading units . For each 4x4 pixel block , a 
shading subsystem 390 assigns the covered quads 520 particular coarse shading unit performs shading operations 
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on four coarse shading pixels included in the pixel block . In can be contained on a variety of computer - readable storage 
operation , the coarse shading unit interpolates the four media . Illustrative computer - readable storage media 
coarse shading results to generate per - pixel coarse shading include , but are not limited to : ( i ) non - writable storage 
results for each of the covered pixels included in the pixel media ( e.g. , read - only memory devices within a computer 
block . Further , for each shading effect , the coarse shading 5 such as compact disc read only memory ( CD - ROM ) disks 
unit classifies the shading effect as low frequency or high readable by a CD - ROM drive , flash memory , read only 
frequency based on the corresponding coarse shading results memory ( ROM ) chips or any type of solid - state non - volatile 
and then sets a granularity flag to reflect this classification . semiconductor memory ) on which information is perma 

After particular coarse shading unit processes a 4x4 nently stored ; and ( ii ) writable storage media ( e.g. , floppy 
pixel block , fine shading units process each 2x2 covered 10 disks within a diskette drive or hard - disk drive or any type 
quad in the 4x4 pixel block guided by the per - pixel coarse of solid - state random - access semiconductor memory ) on 
shading results and the granularity flags . If a particular which alterable information is stored . 
granularity flag indicates that an effect is a low frequency The invention has been described above with reference to 
effect , then the fine shading unit considers the contribution specific embodiments . Persons of ordinary skill in the art , 
of the effect to be adequately represented by the correspond- 15 however , will understand that various modifications and 
ing per - pixel coarse shading result . By contrast , if a particu changes may be made thereto without departing from the 
lar granularity flag indicates that an effect is a high fre broader spirit and scope of the invention as set forth in the 
quency effect , then the fine shading unit discards the appended claims . The foregoing description and drawings 
corresponding per - pixel coarse shading results and performs are , accordingly , to be regarded in an illustrative rather than 
per - pixel shading operations to determine fine granularity 20 a restrictive sense . 
per - pixel shading results . Further , the fine shading units may Therefore , the scope of embodiments of the present 
perform additional shading operations that are associated invention is set forth in the claims that follow . 
with nominally high frequency shading effects . Subse The invention claimed is : 
quently , the fine shading units composite the contributions 1. A computer - implemented method for adaptively select 
from each of the effects to generate per - pixel composite 25 ing coarse shading pixels , the method comprising : 
shading results . In alternate embodiments , the 4x4 pixel receiving a pixel block visibility mask corresponding to a 
block may be replaced by any size of pixel block ( e.g. , 8x8 ) . pixel block that includes a set of pixels ; 
In general , the coarse pixel block granularity may vary , and selecting a plurality of coarse shading pixels associated 
the coarse pixel block granularity may be selected in any with a subset of the set of pixels , wherein the plurality 
technically feasible fashion of coarse shading pixels includes a first pixel but does 

In one instance , the coarse shading unit selects the loca not include a second pixel ; 
tions of the coarse shading pixels to reduce any inaccuracies performing a first pixel shading operation on each of the 
attributable generating sixteen per - pixel coarse shading coarse shading pixels to calculate first coarse shading 
results based on four selected coarse shading results . In results ; and 
operation , the coarse shading unit selects the 2x2 quads in 35 performing one or more interpolation operations on the 
which at least one pixel is covered . The coarse shading unit first coarse shading results to calculate a second coarse 
then determines the smallest bounding rectangle that shading result that is associated with the second pixel . 
includes all the selected quads . Finally , the coarse shading 2. The method of claim 1 , wherein selecting the plurality 
unit sets the four coarse pixels to the four pixel locations of coarse shading pixels comprises identifying a pre - deter 
corresponding to the vertices of the bounding rectangle . 40 mined number of pixels such that errors attributable to 
As persons skilled in the art will recognize , the number performing extrapolation operations on the first coarse shad 

and type of shading operations that each fine shading unit ing results are reduced . 
performs varies based on the granularity flags . In some 3. The method of claim 1 , wherein selecting the plurality 
instances , the shading unit is configured to reduce divergent of coarse shading pixels comprises identifying a pre - deter 
SIMT warps that execute within the fine shading units . In 45 mined number of pixels such that errors attributable to 
particular , prior to launching the threads that execute per performing extrapolation operations on an attribute of a 
quad within the fine shading units , the shading unit strate geometric primitive associated with the pixel block visibility 
gically “ packs ” the quads into coherent warps based on the mask are reduced . 
granularity flags . 4. The method of claim 1 , wherein the pixel block is 
Advantageously , the disclosed techniques enable the 50 associated with a plurality of quads , and selecting the 

graphics processing pipeline to optimize the granularity at plurality of coarse shading pixels comprises : 
which pixel shading is performed . Since the PPU performs selecting a subset of quads included in the plurality of 
per - pixel shading operations for effects that exhibit high quads based on the pixel block visibility mask ; 
frequency variation across a particular pixel block , the computing a bounding geometry that includes the subset 
quality of rendered images is comparable to conventional 55 of quads ; and 
PPUs that implement the same resolution . Further , because selecting a subset of pixels that corresponds to the vertices 
the PPU does not perform per - pixel shading operations for of the bounding geometry . 
effects that exhibit low - frequency variation across a particu 5. The method of claim 4 , wherein selecting the subset of 
lar pixel block , the PPU performs fewer redundant shading quads comprises : 
operations than such conventional PPUs . Thus , the PPU may 60 identifying one or more visible pixels included in the set 
generate high quality rendered images without unnecessarily of pixels based on the pixel block visibility mask ; and 
increasing power consumption or decreasing rendering for each of the one or more visible pixels : 
frame rate . identifying a visible quad included in the plurality of 
One embodiment of the invention may be implemented as quads based on the location of the visible pixel , and 

a program product for use with a computer system . The 65 adding the visible quad to the subset of quads . 
program ( s ) of the program product define functions of the 6. The method of claim wherein the bounding geometry 
embodiments ( including the methods described herein ) and is a bounding rectangle . 
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7. The method of claim 1 , wherein the pixel block is 14. The non - transitory computer - readable storage 
associated with a plurality of quads , and selecting the medium of claim 13 , wherein selecting the subset of quads 
plurality of coarse shading pixels comprises : comprises : 

analyzing the pixel visibility mask to determine that only identifying one or more visible pixels included in the set 
a first quad and a second quad included in the plurality 5 of pixels based on the pixel block visibility mask ; and 
of quads correspond to visible pixels ; for each of the one or more visible pixels : 

determining that the first quad and the second quad are identifying a visible quad included in the plurality of both adjacent and vertically aligned ; and quads based on the location of the visible pixel , and selecting two pixels that are associated with the first quad adding the visible quad to the subset of quads . and two pixels that are associated with the second quad . 10 The non - transitory computer - readable storage 8. The method of claim 1 , wherein the pixel block is medium of claim 13 , wherein the bounding geometry is a associated with a plurality of quads , and selecting the 
plurality of coarse shading pixels comprises : bounding rectangle . 

analyzing the pixel visibility mask to determine that only 16. The non - transitory computer - readable storage 
a first quad and a second quad included in the plurality 15 medium of claim 10 , wherein the pixel block is associated 
of quads correspond to visible pixels ; with a plurality of quads , and selecting the plurality of 

determining that the first quad and the second quad are coarse shading pixels comprises : 
both adjacent and horizontally aligned ; and analyzing the pixel visibility mask to determine that only 

selecting two pixels that are associated with the first quad a first quad and a second quad included in the plurality 
and two pixels that are associated with the second quad . 20 of quads correspond to visible pixels , 

9. The method of claim 1 , wherein the set of pixels determining that the first quad and the second quad are 
includes sixteen pixels , and the plurality of coarse shading both adjacent and vertically aligned ; and 
pixels includes only four of the pixels in the set of pixels . selecting two pixels that are associated with the first quad 

10. A non - transitory computer - readable storage medium and two pixels that are associated with the second quad . 
including instructions that , when executed by a processing 25 17. The non - transitory computer - readable storage 
unit , cause the processing unit to adaptively select coarse medium of claim 10 , wherein the pixel block is associated 
shading pixels by performing the steps of : with a plurality of quads , and selecting the plurality of receiving a pixel block visibility mask corresponding to a coarse shading pixels comprises : 

pixel block that includes a set of pixels ; analyzing the pixel visibility mask to determine that only selecting a plurality of coarse shading pixels associated 30 a first quad and a second quad included in the plurality with a subset of the set of pixels , wherein the plurality of quads correspond to visible pixels ; of coarse shading pixels includes a first pixel but does 
not include a second pixel ; determining that the first quad and the second quad are 

performing a first pixel shading operation on each of the both adjacent and horizontally aligned ; and 
coarse shading pixels to calculate first coarse shading 35 selecting two pixels that are associated with the first quad 
results ; and and two pixels that are associated with the second quad . 

18 . performing one or more interpolation operations on the The non - transitory computer - readable storage 
first coarse shading results to calculate a second coarse medium of claim 10 , wherein the set of pixels includes 
shading result that is associated with the second pixel . sixteen pixels , and the plurality of coarse shading pixels 

11. The non - transitory computer - readable storage 40 includes only four of the pixels in the set of pixels . 
medium of claim 10 , wherein selecting the plurality of 19. A system configured to perform pixel shading opera 
coarse shading pixels comprises identifying a pre - deter tions , the system comprising : 
mined number of pixels such that errors attributable to a pixel shading subsystem configured to : 
performing extrapolation operations on the first coarse shad receive a pixel block visibility mask corresponding to 
ing results are reduced . a pixel block that includes a set of pixels ; 

12. The non - transitory computer - readable storage select a plurality of coarse shading pixels associated 
medium of claim 10 , wherein selecting the plurality of with a subset of the set of pixels , wherein the 
coarse shading pixels comprises identifying a pre - deter plurality of coarse shading pixels includes a first 
mined number of pixels such that errors attributable to pixel but does not include a second pixel ; 
performing extrapolation operations on an attribute of a 50 perform a first pixel shading operation on each of the 
geometric primitive associated with the pixel block visibility coarse shading pixels to calculate first coarse shading 
mask are reduced . results ; and 

13. The non - transitory computer - readable storage perform one or more interpolation operations on the 
medium of claim 10 , wherein the pixel block is associated first coarse shading results to calculate a second 
with a plurality of quads , and selecting the plurality of 55 coarse shading result that is associated with the 

second pixel coarse shading pixels comprises : 
selecting a subset of quads included in the plurality of 20. The system of claim 19 , wherein selecting the plural 

ity of coarse shading pixels comprises identifying a pre quads based on the pixel block visibility mask ; 
computing a bounding geometry that includes the subset determined number of pixels such that errors attributable to 

of quads ; and performing extrapolation operations on the first coarse shad 
selecting a subset of pixels that corresponds to the vertices ing results are reduced . 
of the bounding geometry . 
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