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(57) ABSTRACT 
Provided are techniques forgesture-based image shape filter 
ing. At least one keyword in a search request for an image is 
received. A first set of images that are candidate matches to 
the requested image are identified based on the at least one 
keyword. A gesture-based image for a filter request is 
received. The first set of images are filtered using the gesture 
based image to identify a second set of images that are can 
didate matches to the requested image. 
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Receive a Search request for an image. 300 

In response to the Search request, 
identify a first set of images that are 302 

Candidate matches to the requested image. 

Display the first set of images. 304 

Receive a gesture-based image 306 
for a filter request. 

In response to the filter request, filter the first set of 
images using the gesture-based image 308 

to identify a SeCOnd Set of images that are Candidate 
matches to the requested image. 
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Generate an image profile for a gesture-based image. 400 

Compare generated image profile 
to image profiles of images in a first set 402 
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GESTURE-BASED IMAGE SHAPE 
FILTERING 

FIELD 

0001 Embodiments of the invention relate to gesture 
based image shape filtering. 

BACKGROUND 

0002 While searching for an image, a user may provide a 
search request via text input. Then, in response to the search 
request, search results for images that are possible matches to 
the desired image are displayed. 
0003. Some systems allow a user to submit a sketch of an 
image and attempt to locate the desired image based on the 
sketch. For example, a sketch of a circle (e.g., a round shaped 
object) may result in images for a ball, a circular building, a 
flower, furniture, food, etc. being returned. 

SUMMARY 

0004 Provided is a method forgesture-based image shape 
filtering. At least one keywordina search request for an image 
is received using a processor of a computer. A first set of 
images that are candidate matches to the requested image are 
identified, using the processor of the computer, based on the 
at least one keyword. A gesture-based image for a filter 
request is received using the processor of the computer. The 
first set of images are filtered, using the processor of the 
computer, using the gesture-based image to identify a second 
set of images that are candidate matches to the requested 
image. 
0005 Also, provided is a computer program product for 
gesture-based image shape filtering. The computer program 
product comprises a computer readable storage medium hav 
ing program code embodied therewith, the program code 
executable by at least one processor to: receive at least one 
keyword in a search request for an image, identify a first set of 
images that are candidate matches to the requested image 
based on the at least one keyword, receive a gesture-based 
image for a filter request, and filter the first set of images using 
the gesture-based image to identify a second set of images 
that are candidate matches to the requested image. 
0006 Moreover, provided is a computer system for ges 
ture-based image shape filtering. The computer system 
includes one or more processors, one or more computer 
readable memories and one or more computer-readable, tan 
gible storage devices, and program instructions, stored on at 
least one of the one or more computer-readable, tangible 
storage devices for execution by at least one of the one or 
more processors via at least one of the one or more memories, 
to: receive at least one keyword in a search request for an 
image, identify a first set of images that are candidate matches 
to the requested image based on the at least one keyword, 
receive a gesture-based image for a filter request, and filter the 
first set of images using the gesture-based image to identify a 
second set of images that are candidate matches to the 
requested image. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0007. In the drawings, like reference numbers represent 
corresponding parts throughout. 
0008 FIG. 1 illustrates a computing environment in accor 
dance with certain embodiments. 
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0009 FIG. 2 illustrates pairs of gesture-based images and 
associated images in accordance with certain embodiments. 
0010 FIG. 3 illustrates, in a flow diagram, operations for 
identifying one or more images in accordance with certain 
embodiments. FIG. 3 is formed by FIGS. 3A and 3B. 
0011 FIG. 4 illustrates, in a flow diagram, operations per 
formed to obtain images based on a gesture-based image. 
0012 FIG. 5 illustrates an edge on an image in accordance 
with certain embodiments. 
0013 FIG. 6 illustrates matches of flowers to gesture 
based images in accordance with certain embodiments. 
0014 FIG. 7 illustrates, in a block diagram, a computer 
architecture that may be used in accordance with certain 
embodiments. 

DETAILED DESCRIPTION 

0015 The descriptions of the various embodiments of the 
present invention have been presented for purposes of illus 
tration, but are not intended to be exhaustive or limited to the 
embodiments disclosed. Many modifications and variations 
will be apparent to those of ordinary skill in the art without 
departing from the scope and spirit of the described embodi 
ments. The terminology used herein was chosen to best 
explain the principles of the embodiments, the practical appli 
cation or technical improvement over technologies found in 
the marketplace, or to enable others of ordinary skill in the art 
to understand the embodiments disclosed herein. 
0016 FIG. 1 illustrates a computing environment in accor 
dance with certain embodiments. In FIG. 1, a computing 
device 100 includes a search system 110. The search system 
110 includes a filter system 120. The computing device 100 is 
coupled to a data store 150. The data store 150 stores one or 
more images 160, one or more image profiles 162, and an 
index 170. 
0017. With embodiments, an image profile 160 is stored 
for each image 162 (either together or separately). In certain 
embodiments, the image profile 160 may include one or more 
of a radius, a circumference, edge information, and contour. 
The image profile 160 is used to store information for the 
image 162 in the index 170 for easier location of the image 
162. 
0018 With embodiments, a user may input a gesture 
based image (e.g., a sketch or a pattern) using, for example, a 
touch-based interface (e.g., a computer having a touch 
screen). The user may use a finger, Stylus, etc. to input the 
gesture-based image. The filter system 120 generates an 
image profile for the gesture-based image, compares the gen 
erated image profile to stored image profiles for other images 
to identify one or more candidate (e.g., possible) matches to 
the gesture-based image. 
(0019 FIG. 2 illustrates pairs 200, 210, 220, 230 of ges 
ture-based images and associated images in accordance with 
certain embodiments. For this example, a user is searching for 
images of a particular flower. Flowers are of different shapes, 
and there are some shapes that are not easy to describe with 
text input (e.g., at least one keyword) or voice input. As an 
example, even if there was a specific name for the shape of the 
particular flower, the user may not know the specific name of 
the shape. In FIG. 2, there are flowers 204, 214, 224, 234 in 
different shapes, and, with embodiments, the user is able to 
enter a gesture-based image 202, 212,222,232 to try to locate 
the associated flower 204, 214, 224, 234. 
0020 FIG. 3 illustrates, in a flow diagram, operations for 
identifying one or more images in accordance with certain 
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embodiments. FIG.3 is formed by FIGS. 3A and 3B. Control 
begins at block 300 with the search system 110 receiving a 
search request for an image. The search request may be by 
text input, Voice input, and/or with a gesture-based image. In 
block302, in response to the search request, the search system 
110 identifies a first set of images that are candidate matches 
to the requested image. In certain embodiments, the search 
system 110 and/or the filter system 120 queries one or more 
data stores (e.g., one or more different data sources) to obtain 
the first set of images. In block 304, the search system 110 
displays the first set of images. In block 306, the filter system 
120 receives a gesture-based image for a filter request. In 
block 308, in response to the filter request, the filter system 
120 filters the first set of images using the gesture-based 
image to identify a second set of images (which are a Subset 
of the first set of images) that are candidate matches to the 
requested image. From block 308 (FIG.3A), processing con 
tinues to block 310 (FIG. 3B). 
0021. In block 310, the filter system 120 displays the sec 
ond set of images. In block 312, the filter system 120 deter 
mines whether another filter request has been received. If so, 
processing continues to block 308 (FIG.3A), otherwise, pro 
cessing ends. Thus, a user may create a new gesture-based 
image, and the filter system 120 re-filters the current set of 
images based on the new gesture-based image. 
0022. In certain embodiments, there is an initial text based 
image search followed by gesture-based image filtering. For 
example, if a user issues a search request with text input of 
“flower', a first set of images are displayed. Then, if the user 
Submits a gesture-based image (e.g., draws a circle), the first 
set of images are filtered to provide a second set of images. 
The filtering is based on comparing image profiles of the 
requested gesture-based image and the images in the first set 
of images. 
0023 FIG. 4 illustrates, in a flow diagram, operations per 
formed to obtain images based on a gesture-based image. 
Control begins at block 400 with the filter system 120 gener 
ating an image profile for the gesture-based image. In block 
402, the filter system 120 compares the generated image 
profile to image profiles of candidate images (e.g., the images 
in the first set of images found in block 302 of FIG. 3A) to 
identity a second set of images that match the gesture-based 
image. In block 404, the filter system 120 ranks the images in 
the second set based on various factors that indicate how 
closely the generated image profile for the gesture-based 
image and the stored image profiles for the candidate images 
match. For example, if edge matching is used for comparison 
of image profiles, then, an image in the second set matching 
more edges to the requested image is ranked higher than an 
image in the second set matching fewer edges to the requested 
image. In certain embodiments, the filter system 120 uses a 
least squares technique to identify which images are closer to 
the gesture-based image, with more similar patterns being 
given higher ranking. 
0024. In certain embodiments, to generate the image pro 

file for the requested gesture-based image, the filter system 
120 captures different touch points of the gesture-based 
image and creates an equation of a shape based on a distance 
between two adjacent, incremental points of the gesture 
based image. In certain embodiments, at an initial touch 
point, there may be many adjacent touch points, so embodi 
ments use some incremental distance apart and then perform 
the least square technique. 
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0025. In certain embodiments, for stored images, the filter 
system 120 computes the image profiles and stores the image 
profiles. In certain embodiments, the image profiles describe 
edges of the image, where the edges form a shape. FIG. 5 
illustrates an edge 500 on an image inaccordance with certain 
embodiments. 
0026. In certain embodiments, for the gesture-based 
image, the filter system 120 discovers shapes based on edges 
found from the gesture-based image. Next, based on image 
edge recognition techniques, the filter system 120 identifies 
the shapes of any stored image objects that may match the 
shape of the gesture-based image. 
0027. In certain embodiments, if more than one image is 
discovered that matches the gesture-based image, then the 
filter system 120 computes an image profile based on shape 
dimensions of a shape of in each image. A shape dimension 
may be described as a feature or measurement of an image. 
Shape dimensions include, but are not limited to, location of 
the shape, orientation of the shape, and distance between 
reference points of the shape, etc. 
0028. As an example, if the user wants to search for a 
flower, then the user may enter text input of “flower, and this 
will return search results of flowers. Next, the user may enter 
a gesture-based image, and the filter system 120 returns fil 
tered search results. The filter system 120 determines direc 
tional parameters from the gesture-based image. Continuing 
with the example, if the user enters a gesture-based patter of 
a “U”, then tulips may be returned, while, if the user enters a 
gesture-based image of an inverted “U”. Snow drops may be 
returned. 
0029. In certain embodiments, since shape dimensions 
from images are relative to each other, the filter system 120 
may use the ratio of shape dimensions between shapes to 
provide accurate image matching. FIG. 6 illustrates matches 
of flowers to gesture-based images in accordance with certain 
embodiments. For example, in FIG. 6, pair 600 illustrates that 
a larger circle within a circle gesture-based image matches 
one type of flower, while pair 610 illustrates that a smaller 
circle within a circle matches another type of flower. 
0030. In certain embodiments, the filter system 120 iden 

tifies shape dimensions. In certain embodiments, a user may 
specify shape dimensions. As another example, if a curve and 
a circle are identified, then the shape dimensions of the curve 
may be a radius (r1) and a perimeter (p1), while the shape 
dimension of the circle is a radius (r2). The filter system 120 
may apply a quotient dot product operation against these two 
shapes so that the equation (r1, p1/r2) results in 2 ratio 
values (r1/r2, p1/r2). Then, the filter system 120 stores the 
images along with the image profile and indexes the images 
accordingly. In certain embodiments, the images are indexed 
based on the image profiles. 
0031. In certain embodiments, when a user is searching for 
an image, the user provides keywords for a query (e.g., 
“flower”) and receives a first set of search results. Then, for 
filtering, with finger gestures, the user draws one or more 
shapes as part of the image query Submission. Now, the filter 
system 120 computes an image profile query in a similar 
manner for processing an image and queries an index along 
with the keywords. In certain embodiments, the filter system 
may rank images based on the closest keyword and image 
profile matches from the index and return a list of ranked 
images. 
0032. In certain embodiments, if the list of images is large, 
the user may optionally refine the image ranking by providing 
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additional gesture-based shapes. As shapes are being drawn, 
the filter system 120 adjusts the image ranking dynamically to 
provide interactive feedback to allow drill down to a desired 
image. 
0033. Thus, with various embodiments, the user of a ges 
ture-based image may be used as part of the initial query (e.g., 
with text input) and/or as filtering of a result set of images 
from the initial query. 

Additional Embodiment Details 

0034. As will be appreciated by one skilled in the art, 
aspects of the present invention may be embodied as a system, 
method or computer program product. Accordingly, aspects 
of the present invention may take the form of an entirely 
hardware embodiment, an entirely software embodiment (in 
cluding firmware, resident Software, micro-code, etc.) or an 
embodiment combining software and hardware aspects that 
may all generally be referred to herein as a “circuit,” “mod 
ule' or “system.” Furthermore, aspects of the present inven 
tion may take the form of a computer program product 
embodied in one or more computer readable medium(s) hav 
ing computer readable program code embodied thereon. 
0035 Any combination of one or more computer readable 
medium(s) may be utilized. The computer readable medium 
may be a computer readable signal medium or a computer 
readable storage medium. A computer readable storage 
medium may be, for example, but not limited to, an elec 
tronic, magnetic, optical, electromagnetic, infrared, or semi 
conductor System, apparatus, or device, or any Suitable com 
bination of the foregoing. More specific examples (a non 
exhaustive list) of the computer readable storage medium 
would include the following: an electrical connection having 
one or more wires, a portable computer diskette, a hard disk, 
a random access memory (RAM), a read-only memory 
(ROM), an erasable programmable read-only memory 
(EPROM or Flash memory), an optical fiber, a portable com 
pact disc read-only memory (CD-ROM), an optical storage 
device, a magnetic storage device, or any suitable combina 
tion of the foregoing. In the context of this document, a 
computer readable storage medium may be any tangible 
medium that can contain, or store a program for use by or in 
connection with an instruction execution system, apparatus, 
or device. 
0036. A computer readable signal medium may include a 
propagated data signal with computer readable program code 
embodied therein, for example, in baseband or as part of a 
carrier wave. Such a propagated signal may take any of a 
variety of forms, including, but not limited to, electro-mag 
netic, optical, or any Suitable combination thereof. A com 
puter readable signal medium may be any computer readable 
medium that is not a computer readable storage medium and 
that can communicate, propagate, or transport a program for 
use by or in connection with an instruction execution system, 
apparatus, or device. 
0037 Program code embodied on a computer readable 
medium may be transmitted using any appropriate medium, 
including but not limited to wireless, wireline, optical fiber 
cable, RF, etc., or any Suitable combination of the foregoing. 
0038 Computer program code for carrying out operations 
for aspects of the present invention may be written in any 
combination of one or more programming languages, includ 
ing an object oriented programming language such as Java, 
Smalltalk, C++ or the like and conventional procedural pro 
gramming languages, such as the “C” programming language 
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or similar programming languages. The program code may 
execute entirely on the user's computer, partly on the user's 
computer, as a stand-alone software package, partly on the 
user's computer and partly on a remote computer or entirely 
on the remote computer or server. In the latter scenario, the 
remote computer may be connected to the user's computer 
through any type of network, including a local area network 
(LAN) or a wide area network (WAN), or the connection may 
be made to an external computer (for example, through the 
Internet using an Internet Service Provider). 
0039. Aspects of the present invention are described 
below with reference to flow diagram (e.g., flowchart) illus 
trations and/or block diagrams of methods, apparatus (sys 
tems) and computer program products according to embodi 
ments of the invention. It will be understood that each block 
of the flowchart illustrations and/or block diagrams, and com 
binations of blocks in the flowchart illustrations and/or block 
diagrams, can be implemented by computer program instruc 
tions. These computer program instructions may be provided 
to a processor of a general purpose computer, special purpose 
computer, or other programmable data processing apparatus 
to produce a machine, such that the instructions, which 
execute via the processor of the computer or other program 
mable data processing apparatus, create means for imple 
menting the functions/acts specified in the flowchart and/or 
block diagram block or blocks. 
0040. These computer program instructions may also be 
stored in a computer readable medium that can direct a com 
puter, other programmable data processing apparatus, or 
other devices to function in a particular manner, such that the 
instructions stored in the computer readable medium produce 
an article of manufacture including instructions which imple 
ment the function/act specified in the flowchart and/or block 
diagram block or blocks. 
0041. The computer program instructions may also be 
loaded onto a computer, other programmable data processing 
apparatus, or other devices to cause a series of operational 
steps to be performed on the computer, other programmable 
apparatus or other devices to produce a computer imple 
mented process such that the instructions which execute on 
the computer or other programmable apparatus provide pro 
cesses for implementing the functions/acts specified in the 
flowchart and/or block diagram block or blocks. 
0042. The flowcharts and block diagrams in the Figures 
illustrate the architecture, functionality, and operation of pos 
sible implementations of systems, methods and computer 
program products according to various embodiments of the 
present invention. In this regard, each block in the flowcharts 
or block diagrams may represent a module, segment, or por 
tion of code, which comprises one or more executable 
instructions for implementing the specified logical function 
(s). It should also be noted that, in some alternative imple 
mentations, the functions noted in the block may occur out of 
the order noted in the figures. For example, two blocks shown 
in Succession may, in fact, be executed Substantially concur 
rently, or the blocks may sometimes be executed in the reverse 
order, depending upon the functionality involved. It will also 
be noted that each block of the block diagrams and/or flow 
charts illustration, and combinations of blocks in the block 
diagrams and/or flowcharts illustration, can be implemented 
by special purpose hardware-based systems that perform the 
specified functions or acts, or combinations of special pur 
pose hardware and computer instructions. 
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0043. In addition, the illustrated operations of the flow 
diagrams and block diagrams show certain events occurring 
in a certain order. In alternative embodiments, certain opera 
tions may be performed in a different order, modified or 
removed. Moreover, operations may be added to the above 
described logic and still conform to the described embodi 
ments. Further, operations described herein may occur 
sequentially or certain operations may be processed in paral 
lel. Yet further, operations may be performed by a single 
processing unit or by distributed processing units. 
0044) The code implementing the described operations 
may further be implemented in hardware logic or circuitry 
(e.g., an integrated circuit chip, Programmable Gate Array 
(PGA), Application Specific Integrated Circuit (ASIC), etc. 
The hardware logic may be coupled to a processor to perform 
operations. 
0045. Devices that are in communication with each other 
need not be in continuous communication with each other, 
unless expressly specified otherwise. In addition, devices that 
are in communication with each other may communicate 
directly or indirectly through one or more intermediaries. 
0046. A description of an embodiment with several com 
ponents in communication with each other does not imply 
that all such components are required. On the contrary a 
variety of optional components are described to illustrate the 
wide variety of possible embodiments of the present inven 
tion. 
0047. Further, although process steps, method steps, algo 
rithms or the like may be described in a sequential order, such 
processes, methods and algorithms may be configured to 
work in alternate orders. In other words, any sequence or 
order of steps that may be described does not necessarily 
indicate a requirement that the steps be performed in that 
order. The steps of processes described herein may be per 
formed in any order practical. Further, some steps may be 
performed simultaneously. 
0048. When a single device or article is described herein, 

it will be readily apparent that more than one device/article 
(whether or not they cooperate) may be used in place of a 
single device/article. Similarly, where more than one device 
or article is described herein (whether or not they cooperate), 
it will be readily apparent that a single device/article may be 
used in place of the more than one device or article or a 
different number of devices/articles may be used instead of 
the shown number of devices or programs. The functionality 
and/or the features of a device may be alternatively embodied 
by one or more other devices which are not explicitly 
described as having such functionality/features. Thus, other 
embodiments of the present invention need not include the 
device itself. 
0049. The terminology used herein is for the purpose of 
describing particular embodiments only and is not intended to 
be limiting of the invention. As used herein, the singular 
forms “a”, “an and “the are intended to include the plural 
forms as well, unless the context clearly indicates otherwise. 
It will be further understood that the terms “comprises” and/ 
or “comprising, when used in this specification, specify the 
presence of stated features, integers, steps, operations, ele 
ments, and/or components, but do not preclude the presence 
or addition of one or more other features, integers, steps, 
operations, elements, components, and/or groups thereof. 
0050. The terms “an embodiment”, “embodiment, 
"embodiments', “the embodiment”, “the embodiments', 
“one or more embodiments', 'some embodiments', and "one 
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embodiment’ mean “one or more (but not all) embodiments 
of the present invention(s) unless expressly specified other 
wise. 

0051. The terms “including”, “comprising”, “having and 
variations thereof mean “including but not limited to’, unless 
expressly specified otherwise. 
0.052 The enumerated listing of items does not imply that 
any or all of the items are mutually exclusive, unless expressly 
specified otherwise. 
0053. The corresponding structures, materials, acts, and 
equivalents of all means or step plus function elements in the 
claims below are intended to include any structure, material, 
or act for performing the function in combination with other 
claimed elements as specifically claimed. The description of 
embodiments of the present invention has been presented for 
purposes of illustration and description, but is not intended to 
be exhaustive or limited to the invention in the form disclosed. 
Many modifications and variations will be apparent to those 
of ordinary skill in the art without departing from the scope 
and spirit of the invention. The embodiments were chosen and 
described in order to best explain the principles of the inven 
tion and the practical application, and to enable others of 
ordinary skill in the art to understand the invention for various 
embodiments with various modifications as are suited to the 
particular use contemplated. 
0054 FIG. 7 illustrates a computer architecture 700 that 
may be used in accordance with certain embodiments. In 
certain embodiments, computing device 100 may implement 
computer architecture 700. The computer architecture 700 is 
Suitable for storing and/or executing program code and 
includes at least one processor 702 coupled directly or indi 
rectly to memory elements 704 through a system bus 720. The 
memory elements 704 may include local memory employed 
during actual execution of the program code, bulk storage, 
and cache memories which provide temporary storage of at 
least some program code in order to reduce the number of 
times code must be retrieved from bulk storage during execu 
tion. The memory elements 704 include an operating system 
705 and one or more computer programs 706. 
0055. Input/Output (I/O) devices 712, 714 (including but 
not limited to keyboards, displays, pointing devices, etc.) may 
be coupled to the system either directly or through interven 
ing I/O controllers 710. 
0056 Network adapters 708 may also be coupled to the 
system to enable the data processing system to become 
coupled to other data processing systems or remote printers or 
storage devices through intervening private or public net 
works. Modems, cable modem and Ethernet cards are just a 
few of the currently available types of network adapters 708. 
0057 The computer architecture 700 may be coupled to 
storage 716 (e.g., any type of storage device; a non-volatile 
storage area, such as magnetic disk drives, optical disk drives, 
a tape drive, etc.). The storage 716 may comprise an internal 
storage device or an attached or network accessible storage. 
Computer programs 706 in storage 716 may be loaded into 
the memory elements 704 and executed by a processor 702 in 
a manner known in the art. 

0058. The computer architecture 700 may include fewer 
components than illustrated, additional components not illus 
trated herein, or some combination of the components illus 
trated and additional components. The computerarchitecture 
700 may comprise any computing device known in the art, 
Such as a mainframe, server, personal computer, workstation, 
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laptop, handheld computer, telephony device, network appli 
ance, virtualization device, storage controller, etc. 
0059. The foregoing description of embodiments of the 
invention has been presented for the purposes of illustration 
and description. It is not intended to be exhaustive or to limit 
the embodiments to the precise form disclosed. Many modi 
fications and variations are possible in light of the above 
teaching. It is intended that the scope of the embodiments be 
limited not by this detailed description, but rather by the 
claims appended hereto. The above specification, examples 
and data provide a complete description of the manufacture 
and use of the composition of the embodiments. Since many 
embodiments may be made without departing from the spirit 
and scope of the invention, the embodiments reside in the 
claims hereinafter appended or any Subsequently-filed 
claims, and their equivalents. 
What is claimed is: 
1. A method, comprising: 
receiving, using a processor of a computer, at least one 
keyword in a search request for an image: 

identifying, using the processor of the computer, a first set 
of images that are candidate matches to the requested 
image based on the at least one keyword; 

receiving, using the processor of the computer, a gesture 
based image for a filter request; and 

filtering, using the processor of the computer, the first set of 
images using the gesture-based image to identify a sec 
ond set of images that are candidate matches to the 
requested image. 

2. The method of claim 1, wherein the gesture-based image 
is a first gesture-based image and further comprising: 

receiving a second gesture-based image with the at least 
one keyword; and 

identifying the first set of images that are candidate 
matches to the requested image based on the at least one 
keyword and the second gesture-based image. 

3. The method of claim 1, wherein the gesture-based image 
is a first gesture-based image and further comprising: 

receiving a second gesture-based image; and 
filtering the second set of images using the second gesture 

based image to identify a third set of images that are 
candidate matches to the requested image. 

4. The method of claim 1, further comprising: 
generating an image profile for the requested image; and 
comparing the generated image profile with image profiles 

of images in the first set of images to identify the second 
set of images that are candidate matches to the requested 
image. 

5. The method of claim 1, further comprising: 
ranking images in the second set of images. 
6. The method of claim 1, further comprising: 
using edge comparison techniques to compare the 

requested image with images in the first set of images to 
identify the second set of images that are candidate 
matches to the requested image. 

7. The method of claim 1, further comprising: 
creating an equation based on a distance between two 

adjacent, incremental points of the gesture-based image. 
8. The method of claim 1, further comprising: 
storing information from image profiles for the first set of 

images in an index. 
9. A computer program product, the computer program 

product comprising a computer readable storage medium 

Sep. 18, 2014 

having program code embodied therewith, the program code 
executable by at least one processor to: 

receive, by the at least one processor, at least one keyword 
in a search request for an image: 

identify, by the at least one processor, a first set of images 
that are candidate matches to the requested image based 
on the at least one keyword; 

receive, by the at least one processor, a gesture-based 
image for a filter request; and 

filter, by the at least one processor, the first set of images 
using the gesture-based image to identify a second set of 
images that are candidate matches to the requested 
image. 

10. The computer program product of claim 9, wherein the 
gesture-based image is a first gesture-based image, and 
wherein the program code is executable by at the least one 
processor to: 

receive, by the at least one processor, a second gesture 
based image with the at least one keyword; and 

identify, by the at least one processor, the first set of images 
that are candidate matches to the requested image based 
on the at least one keyword and the second gesture-based 
image. 

11. The computer program product of claim 9, wherein the 
gesture-based image is a first gesture-based image, and 
wherein the program code is executable by the at least one 
processor to: 

receive, by the at least one processor, a second gesture 
based image; and 

filter, by the at least one processor, the second set of images 
using the second gesture-based image to identify a third 
set of images that are candidate matches to the requested 
image. 

12. The computer program product of claim 9, wherein the 
program code is executable by the at least one processor to: 

generate, by the at least one processor, an image profile for 
the requested image; and 

compare, by the at least one processor, the generated image 
profile with image profiles of images in the first set of 
images to identify the second set of images that are 
candidate matches to the requested image. 

13. The computer program product of claim 9, wherein the 
program code is executable by the at least one processor to: 

rank, by the at least one processor, images in the second set 
of images. 

14. The computer program product of claim 9, wherein the 
program code is executable by the at least one processor to: 

use, by the at least one processor, edge comparison tech 
niques to compare the requested image with images in 
the first set of images to identify the second set of images 
that are candidate matches to the requested image. 

15. The computer program product of claim 9, wherein the 
program code is executable by the at least one processor to: 

create, by the at least one processor, an equation based on 
a distance between two adjacent, incremental points of 
the gesture-based image. 

16. The computer program product of claim 9, wherein the 
program code is executable by the at least one processor to: 

store, by the at least one processor, information from image 
profiles for the first set of images in an index. 

17. A computer system, comprising: 
one or more processors, one or more computer-readable 

memories and one or more computer-readable, tangible 
storage devices; and 



US 2014/0280077 A1 

program instructions, stored on at least one of the one or 
more computer-readable, tangible storage devices for 
execution by at least one of the one or more processors 
via at least one of the one or more memories, to: 
receive at least one keyword in a search request for an 

image: 
identify a first set of images that are candidate matches to 

the requested image based on the at least one key 
word; 

receive a gesture-based image for a filter request; and 
filter the first set of images using the gesture-based 

image to identify a second set of images that are 
candidate matches to the requested image. 

18. The computer system of claim 17, wherein the gesture 
based image is a first gesture-based image, and wherein the 
program instructions are stored on at least one of the one or 
more computer-readable, tangible storage devices for execu 
tion by at least one of the one or more processors via at least 
one of the one or more memories to: 

receive a second gesture-based image with the at least one 
keyword; and 

identify the first set of images that are candidate matches to 
the requested image based on the at least one keyword 
and the second gesture-based image. 

19. The computer system of claim 17, wherein the gesture 
based image is a first gesture-based image, and wherein the 
program instructions are stored on at least one of the one or 
more computer-readable, tangible storage devices for execu 
tion by at least one of the one or more processors via at least 
one of the one or more memories to: 

receive a second gesture-based image; and 
filter the second set of images using the second gesture 

based image to identify a third set of images that are 
candidate matches to the requested image. 

20. The computer system of claim 17, wherein the program 
instructions are stored on at least one of the one or more 
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computer-readable, tangible storage devices for execution by 
at least one of the one or more processors via at least one of the 
one or more memories to: 

generate an image profile for the requested image; and 
compare the generated image profile with image profiles of 

images in the first set of images to identify the second set 
of images that are candidate matches to the requested 
image. 

21. The computer system of claim 17, wherein the program 
instructions are stored on at least one of the one or more 
computer-readable, tangible storage devices for execution by 
at least one of the one or more processors via at least one of the 
one or more memories to: 

rank images in the second set of images. 
22. The computer system of claim 17, wherein the program 

instructions are stored on at least one of the one or more 
computer-readable, tangible storage devices for execution by 
at least one of the one or more processors via at least one of the 
one or more memories to: 

use edge comparison techniques to compare the requested 
image with images in the first set of images to identify 
the second set of images that are candidate matches to 
the requested image. 

23. The computer system of claim 17, wherein the program 
instructions are stored on at least one of the one or more 
computer-readable, tangible storage devices for execution by 
at least one of the one or more processors via at least one of the 
one or more memories to: 

create an equation based on a distance between two adja 
cent, incremental points of the gesture-based image. 

24. The computer system of claim 17, wherein the program 
instructions are stored on at least one of the one or more 
computer-readable, tangible storage devices for execution by 
at least one of the one or more processors via at least one of the 
one or more memories to: 

store information from image profiles for the first set of 
images in an index. 
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