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(57) ABSTRACT 
An improved excitation vector generation and search 
technique (FIG. 1) is described for a code-excited linear 
prediction (CELP) speech coder (100) using a code 
book of excitation code vectors. A set of M basis vec 
tors Vn(n) are used along with the excitation signal 
codewords (i) to generate the codebook of excitation 
vectors u(n) according to a "vector sum' technique 
(120) of converting the selector codewords into a plu 
rality of interim data signals, multiplying the set of M 
basis vectors by the interim data signals, and summing 
the resultant vectors to produce the set of 2M codebook 
vectors. The entire codebook of 2 possible excitation 
vectors is efficiently searched by using the vector sum 
generation technique with the M basis vectors-with 
out ever having to generate and evaluate each of the 2. 
code vectors themselves. Furthermore, only M basis 
vectors need to be stored in memory (114), as opposed 
to all 2M code vectors. 

53 Claims, 11 Drawing Sheets 
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DIGITAL SPEECH CODER HAVING IMPROVED 
VECTOR EXCITATION SOURCE 

BACKGROUND OF THE INVENTION 5 
The present invention generally relates to digital 

speech coding at low bit rates, and more particularly, is 
directed to an improved method for coding the excita 
tion information for code-excited linear predictive 
speech coders. 

Code-excited linear prediction (CELP) is a speech 
coding technique which has the potential of producing 
high quality synthesized speech at low bit rates, i.e., 4.8 
to 9.6 kilobits-per-second (kbps). This class of speech 
coding, also known as vector-excited linear prediction 
or stochastic coding, will most likely be used in numer 
ous speech communications and speech synthesis appli 
cations. CELP may prove to be particularly applicable 
to digital speech encryption and digital radiotelephone 
communication systems wherein speech quality, data 
rate, size, and cost are significant issues. 

In a CELP speech coder, the long term ("pitch') and 
short term ("formant”) predictors which model the 
characteristics of the input speech signal are incorpo 
rated in a set of time-varying linear filters. An excitation 
signal for the filters is chosen from a codebook of stored 
innovation sequences, or code vectors. For each frame 
of speech, the speech coder applies each individual code 
vector to the filters to generate a reconstructed speech 
signal, and compares the original input speech signal to 
the reconstructed signal to create an error signal. The 
error signal is then weighted by passing it through a 
weighting filter having a response based on human 
auditory perception. The optimum excitation signal is 
determined by selecting the code vector which pro 
duces the weighted error signal with the minimum en 
ergy for the current frame. 
The term "code-excited' or "vector-excited' is de 

rived from the fact that the excitation sequence for the 
speech coder is vector quantized, i.e., a single codeword 
is used to represent a sequence, or vector, of excitation 
samples. In this way, data rates of less than one bit per 
sample are possible for coding the excitation sequence. 
The stored excitation code vectors generally consist of 
independent random white Gaussian sequences. One 45 
code vector from the codebook is used to represent 
each block of N excitation samples. Each stored code 
vector is represented by a codeword, i.e., the address of 
the code vector memory location. It is this codeword 
that is subsequently sent over a communications chan- 50 
nel to the speech synthesizer to reconstruct the speech 
frame at the receiver. See M. R. Schroeder and B. S. 
Atal, "Code-Excited Linear Prediction (CELP): High 
Quality Speech at Very Low Bit Rates', Proceedings of 
the IEEE International Conference on Acoustics, Speech 55 
and Signal Processing (ICASSP), Vol. 3, pp. 937-40, 
March 1985, for a detailed explanation of CELP. 
The difficulty of the CELP speech coding technique 

lies in the extremely high computational complexity of 
performing an exhaustive search of all the excitation 60 
code vectors in the codebook. For example, at a sam 
pling rate of 8 kilohertz (kHz), a 5 millisecond (msec) 
frame of speech would consist of 40 samples. If the 
excitation information were coded at a rate of 0.25 bits 
per sample (corresponding to 2 kbps), then 10 bits of 65 
information are used to code each frame. Hence, the 
random codebook would then contain 210, or 1024, 
random code vectors. The vector search procedure 
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requires approximately 15 multiply-accumulate (MAC) 
computations (assuming a third order long-term predic 
tor and a tenth order short-term predictor) for each of 
the 40 samples in each code vector. This corresponds to 
600 MACs per code vector per 5 msec speech frame, or 
approximately 120,000,000 MACs per second (600 
MACs/5 msec framex 1024 code vectors). One can 
now appreciate the extraordinary computational effort 
required to search the entire codebook of 1024 vectors 
for the best fit-an unreasonable task for real-time in 
plementation with today's digital signal processing 
technology. 
Moreover, the memory allocation requirement to 

store the codebook of independent random vectors is 
also exorbitant. For the above example, a 640 kilobit 
read-only-memory (ROM) would be required to store 
all 1024 code vectors, each having 40 samples, each 
sample represented by a 16-bit word. This ROM size 
requirement is inconsistent with the size and cost goals 
of many speech coding applications. Hence, prior art 
code-excited linear prediction is presently not a practi 
cal approach to speech coding. 
One alternative for reducing the computational com 

plexity of this code vector search process is to imple 
ment the search calculations in a transform domain. 
Refer to I. M. Trancoso and B. S. Atal, “Efficient Pro 
cedures for Finding the Optimum Innovation in Sto 
chastic Coders', Proc. ICASSP, Vol. 4, pp. 2375-8, 
April 1986, as an example of such a procedure. Using 
this approach, discrete Fourier transforms (DFT's) or 
other transforms may be used to express the filter re 
sponse in the transform domain such that the filter com 
putations are reduced to a single MAC operation per 
sample per code vector. However, an additional 2 
MACs per sample per code vector are also required to 
evaluate the code vector, thus resulting in a substantial 
number of multiply-accumulate operations, i.e., 120 per 
code vector per 5 msec frame, or 24,000,000 MACs per 
second in the above example. Still further, the transform 
approach requires at least twice the amount of memory, 
since the transform of each code vector must also be 
stored. In the above example, a 1.3 Megabit ROM 
would be required for implementing CELP using trans 
forms. 
A second approach for reducing the computational 

complexity is to structure the excitation codebook such 
that the code vectors are no longer independent of each 
other. In this manner, the filtered version of a code 
vector can be computed from the filtered version of the 
previous code vector, again using only a single filter 
computation MAC per sample. This approach results in 
approximately the same computational requirements as 
transform techniques, i.e., 24,000,000 MACs per sec 
ond, while significantly reducing the amount of ROM 
required (16 kilobits in the above example). Examples of 
these types of codebooks are given in the article entitled 
“Speech Coding Using Efficient Pseudo-Stochastic 
Block Codes', Proc. ICASSP, Vol. 3, pp. 1354-7, April 
1987, by D. Lin. Nevertheless, 24,000,000 MACs per 
second is presently beyond the computational capability 
of a single DSP. Moreover, the ROM size is based on 
2MX# bits/word, where M is the number of bits in the 
codeword such that the codebook contains 2 code 
vectors. Therefore, the memory requirements still in 
crease exponentially with the number of bits used to 
encode the frame of excitation information. For exam 
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ple, the ROM requirements increase to 64 kilobits when 
using 12 bit codewords. 
A need, therefore, exists to provide an improved 

speech coding technique that addresses both the prob 
lems of extremely high computational complexity for 
exhaustive codebook searching, as well as the vast 
memory requirements for storing the excitation code 
Vectors. 

SUMMARY OF THE INVENTION 
Accordingly, a general object of the present inven 

tion is to provide an improved digital speech coding 
technique that produces high quality speech at low bit 
rates. 
Another object of the present invention is to provide 

an efficient excitation vector generating technique hav 
ing reduced memory requirements. 
A further object of the present invention is to provide 

an improved codebook searching technique having 
reduced computation complexity for practical imple 
mentation in real time utilizing today's digital signal 
processing technology. 
These and other objects are achieved by the present 

invention, which, briefly described, is an improved 
excitation vector generation and search technique for a 
speech coder using a codebook having excitation code 
vectors. According to the first aspect of the invention, 
a set of basis vectors are used along with the excitation 
signal codewords to generate the codebook of excita 
tion vectors according to a novel "vector sum' tech 
nique. This method of generating the set of 2M code 
book vectors comprises the steps of inputting a set of 
selector codewords; converting the selector codewords 
into a plurality of interim data signals, generally based 
upon the value of each bit of each selector codeword; 
inputting a set of M basis vectors, typically stored in 
memory in place of storing the entire codebook; multi 
plying the set of M basis vectors by the plurality of 
interim data signals to produce a plurality of interim 
vectors; and summing the plurality of interim vectors to 
produce the set of 2 code vectors. 

In accordance with the second aspect of the inven 
tion, the entire codebook of 2M possible excitation vec 
tors is efficiently searched using the knowledge of how 
the code vectors are generated from the basis vector 
s-without ever having to generate and evaluate each 
of the code vectors themselves. This method of select 
ing a codeword corresponding to the desired excitation 
vector comprises the steps of generating an input vec 
tor which corresponds to an input signal; inputting a set 
of M basis vectors; generating a plurality of processed 
vectors from the basis vectors; comparing the processed 
vectors with the input vector to produce comparison 
signals; calculating parameters for each codeword cor 
responding to each of the set of 2M excitation vectors, 
the parameters based upon the comparison signals; eval 
uating the calculated parameters for each codeword, 
and selecting one codeword representing the code vec 
tor which will produce a reconstructed signal which 
most closely matches the input signal, without generat 
ing each of the set of 2M excitation vectors. Further 
reductions in computational complexity are achieved 
by sequencing from one codeword to the next code 
word by changing only one bit of the codeword at a 
time in accordance with a predetermined sequencing 
technique, such that the calculations for the next code 
word are reduced to updating parameters from the 
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4. 
previous codeword based upon the predetermined se 
quencing technique. 
The "vector sum' codebook generation approach of 

the present invention permits faster implementation of 
CELP speech coding while retaining the advantages of 
high quality speech at low bit rates. More specifically, 
the present invention provides an effective solution to 
the problems of computational complexity and memory 
requirements. For example, the vector sum approach 
disclosed herein requires only M--3 MACs for each 
codeword evaluation. In terms of the previous example, 
this corresponds to only 13 MACs, as opposed to 600 
MACs for standard CELP or 120 MACs using the 
transform approach. This improvement translates into a 
reduction in complexity of approximately 10 times, 
resulting in approximately 2,600,000 MACs per second. 
This reduction in computational complexity makes pos 
sible practical real-time implementation of CELP using 
a single DSP. 

Furthermore, only M basis vectors need to be stored 
in memory, as opposed to all 2 code vectors. Hence, 
the ROM requirements for the above example are re 
duced from 640 kilobits to 6.4 kilobits for the present 
invention. Still another advantage to the present speech 
coding technique is that it is more robust to channel bit 
errors than standard CELP. Using the vector sum ex 
cited speech coder of the present invention, a single bit 
error in the received codeword will result in an excita 
tion vector similar to the desired one. Under the same 
conditions, standard CELP, using a random codebook, 
would yield an arbitrary excitation vector-entirely 
unrelated to the desired one. 
BRIEF DESCRIPTION OF THE DRAWINGS 

The features of the present invention which are be 
lieved to be novel are set forth with particularity in the 
appended claims. The invention, together with further 
objects and advantages thereof, may best be understood 
by reference to the following description taken in con 
junction with the accompanying drawings, in the sev 
eral figures of which like-referenced numerals identify 
like elements, and in which: 
FIG. 1 is a general block diagram of a code-excited 

linear predictive speech coder utilizing the vector sum 
excitation signal generation technique in accordance 
with the present invention; 
FIGS. 2A/2B is a simplified flowchart diagram illus 

trating the general sequence of operations performed by 
the speech coder of FIG. 1; 
FIG. 3 is a detailed block diagram of the codebook 

generator block of FIG. 1, illustrating the vector sum 
technique of the present invention; 
FIG. 4 is a general block diagram of a speech synthe 

sizer using the present invention; 
FIG. 5 is a partial block diagram of the speech coder 

of FIG. 1, illustrating the improved search technique 
according to the preferred embodiment of the present 
invention; 
FIGS. 6A/6B is a detailed flowchart diagram illus 

trating the sequence of operations performed by the 
speech coder of FIG. 5, implementing the gain calcula 
tion technique of the preferred embodiment; and 
FIGS. 7A/7B/7C is a detailed flowchart diagram 

illustrating the sequence of operations performed by an 
alternate embodiment of FIG. 5, using a pre-computed 
gain technique. 
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DETAILED DESCRIPTION OF THE 
PREFERRED EMBODMENT 

Referring now to FIG. 1, there is shown a general 
block diagram of code excited linear predictive speech 
coder 100 utilizing the excitation signal generation tech 
nique according to the present invention. An acoustic 
input signal to be analyzed is applied to speech coder 
100 at microphone 102. The input signal, typically a 
speech signal, is then applied to filter 104. Filter 104 
generally will exhibit bandpass filter characteristics. 
However, if the speech bandwidth is already adequate, 
filter 104 may comprise a direct wire connection. 
The analog speech signal from filter 104 is then con 

verted into a sequence of N pulse samples, and the am 
plitude of each pulse sample is then represented by a 
digital code in analog-to-digital (A/D) converter 108, as 
known in the art. The sampling rate is determined by 
sample clock SC, which represents an 8.0 kHz rate in 
the preferred embodiment. The sample clock SC is 
generated along with the frame clock FC via clock 112. 
The digital output of A/D 108, which may be repre 

sented as input speech vector s(n), is then applied to 
coefficient analyzer 110. This input speech vector s(n) is 
repetitively obtained in separate frames, i.e., blocks of 
time, the length of which is determined by the frame 
clock FC. In the preferred embodiment, input speech 
vector s(n), 1 SnsN, represents a 5 msec frame con 
taining N=40 samples, wherein each sample is repre 
sented by 12 to 16 bits of a digital code. For each block 
of speech, a set of linear predictive coding (LPC) pa 
rameters are produced in accordance with prior art 
techniques by coefficient analyzer 110. The short term 
predictor parameters STP, long term predictor parame 
ters LTP, weighting filter parameters WFP, and excita 
tion gain factory, (along with the best excitation code 
word I as described later) ar applied to multiplexer 150 
and sent over the channel for use by the speech synthe 
sizer. Refer to the article entitled "Predictive Coding of 
Speech at Low Bit Rates,' IEEE Trans. Commun, Vol. 
COM-30, pp. 600-14, April 1982, by B. S. Atal, for 
representative methods of generating these parameters. 
The input speech vector s(n) is also applied to sub 
tractor 130, the function of which will subsequently be 
described. 

Basis vector storage block 114 contains a set of M 
basis vectors vin(n), wherein 1sms M, each comprised 
of Nsamples, wherein lens N. These basis vectors are 
used by codebook generator 120 to generate a set of 2M 
pseudo-random excitation vectors u(n), wherein 
0sis2M-1. Each of the M basis vectors are com 
prised of a series of random white Gaussian samples, 
although other types of basis vectors may be used with 
the present invention. 
Codebook generator 120 utilizes the M basis vectors 

vm(n) and a set of 2 excitation codewords Ii, where 
0Sis2M-1, to generate the 2M excitation vectors 
u;(n). In the present embodiment, each codeword It is 
equal to its index i, that is, Ii-i. If the excitation signal 
were coded at a rate of 0.25 bits per sample for each of 
the 40 samples (such that M=10), then there would be 
10 basis vectors used to generate the 1024 excitation 
vectors. These excitation vectors are generated in ac 
cordance with the vector sum excitation technique, 
which will subsequently be described in accordance 
with FIGS. 2 and 3. 

For each individual excitation vector u(n), a recon 
structed speech vector s(n) is generated for compari 
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6 
son to the input speech vector s(n). Gain block 122 
scales the excitation vector ui(n) by the excitation gain 
factory, which is constant for the frame. The excitation 
gain factory may be precomputed by coefficient analy 
zer 110 and used to analyze all excitation vectors as 
shown in FIG. 1, or maybe optimized jointly with the 
search for the best excitation codeword I and generated 
by codebook search controller 140. This optimized gain 
technique will subsequently be described in accordance 
with FIG. 5. 
The scaled excitation signal yu(n) is then filtered by 

long term predictor filter 124 and short term predictor 
filter 126 to generate the reconstructed speech vector 
s'(n). Filter 124 utilizes the long term predictor parame 
ters LTP to introduce voice periodicity, and filter 126 
utilizes the short term predictor parameters STP to 
introduce the spectral envelope. Note that blocks 124 
and 26 are actually recursive filters which contain the 
long term predictor and short term predictor in their 
respective feedback paths. Refer to the previously men 
tioned article for representative transfer functions of 
these time-varying recursive filters. 
The reconstructed speech vector s(n) for the i-th 

excitation code vector is compared to the same block of 
the input speech vector s(n) by subtracting these two 
signals in subtractor 130. The difference vector e(n) 
represents the difference between the original and the 
reconstructed blocks of speech. The difference vector is 
perceptually weighted by weighting filter 132, utilizing 
the weighting filter parameters WTP generated by co 
efficient analyzer 110. Refer to the preceding reference 
for a representative weighting filter transfer function. 
Perceptual weighting accentuates those frequencies 
where the error is perceptually more important to the 
human ear, and attenuates other frequencies. 
Energy calculator 134 computes the energy of the 

weighted difference vectore'(n), and applies this error 
signal Eito codebook search controller 140. The search 
controller compares the i-th error signal for the present 
excitation vector ui(n) against previous error signals to 
determine the excitation vector producing the minimum 
error. The code of the i-th excitation vector having a 
minimum error is then output over the channel as the 
best excitation code I. In the alternative, search control 
ler 140 may determine a particular codeword which 
provides an error signal having some predetermined 
criteria, such as meeting a predefined error threshold. 
The operation of speech coder 100 will now be de 

scribed in accordance with the flowchart of FIG. 2. 
Starting at step 200, a frame of N samples of input 
speech vector s(n) are obtained in step 202 and applied 
to subtractor 130. In the preferred embodiment, N=40 
samples. In step 204, coefficient analyzer 110 computes 
the long term predictor parameters LTP, short term 
predictor parameters STP, weighting filter parameters 
WTP, and excitation gain factor y. The filter states FS 
of long term predictor filter 124, short term predictor 
filter 126, and weighting filter 132, are then saved in 
step 206 for later use. Step 208 initializes variables i, 
representing the excitation codeword index, and Eb, 
representing the best error signal, as shown. 

Continuing with step 210, the filter states for the long 
and short term predictors and the weighting filter are 
restored to those filter states saved in step 206. This 
restoration ensures that the previous filter history is the 
same for comparing each excitation vector. In step 212, 
the index i is then tested to see whether or not all excita 
tion vectors have been compared. If i is less than 2M, 
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then the operation continues for the next code vector. 
In step 214, the basis vectors vm(n) are used to compute 
the excitation vector u(n) via the vector sum technique. 
FIG. 3, illustrating a representative hardware config 

uration for codebook generator 120, will now be used to 
describe the vector sum technique. Generator block 320 
corresponds to codebook generator 120 of FIG. 1, 
while memory 314 corresponds to basis vector storage 
114. Memory block 314 stores all of the M basis vectors 
v(n) through vM(n), wherein lisms M, and wherein 
1Sins N. All M basis vectors are applied to multipliers 
361 through 364 of generator 320. 
The i-th excitation codeword is also applied to gener 

ator 320. This excitation information is then converted 
into a plurality of interim data signals 61 through 6iM, 
wherein 1sms M, by converter 360. In the preferred 
embodiment, the interim data signals are based on the 
value of the individual bits of the selector codeword i, 
such that each interim data signal 6in represents the sign 
corresponding to the m-th bit bit of the i-th excitation 
codeword. For example, if bit one of excitation code 
wordi is 0, the 01 would be -1. Similarly, if the second 
bit of excitation codeword i is 1, then 62 would be -- 1. 
It is contemplated, however, that the interim data sig 
nals may alternatively be any other transformation from 
i to 6in, e.g., as determined by a ROM look-up table. 
Also note that the number of bits in the codeword do 
not have to be the same as the number of basis vectors. 
For example, codeword i could have 2M bits where 
each pair of bits defines 4 values for each 0im, i.e., 0, 1, 
2, 3, or -1, -1, --2, -2, etc. 
The interim data signals are also applied to multipliers 

361 through 364. The multipliers are used to multiply 
the set of basis vectors vin(n) by the set of interim data 
signals 6in to produce a set of interin vectors which are 
then summed together in summation network 365 to 
produce the single excitation code vector u(n). Hence, 
the vector sum technique is described by the equation: 

where u(n) is the n-th sample of the i-th excitation code 
vector, and where 1 SnsN. 

Continuing with step 216 of FIG. 2A, the excitation 
vector ui(n) is then multiplied by the excitation gain 
factor y via gain block 122. This scaled excitation vec 
toryu;(n) is then filtered in step 218 by the long term 
and short term predictor filters to compute the recon 
structed speech vectors'(n). The difference vector e(n) 
is then calculated in step 220 by subtractor 130 such 
that: 

eign)=s(n)-si(n) {2} 

for all N samples, i.e., 1sns N. 
In step 222, weighting filter 132 is used to perceptu 

ally weight the difference vector e(n) to obtain the 
weighted difference vector e(n). Energy calculator 
134 then computes the energy E of the weighted differ 
ence vector in step 224 according to the equation: 

N 

Step 226 compares the i-th error signal to the previ 
ous best error signal Eb to determine the minimum er 
ror. If the present index i corresponds to the minimum 
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8 
error signal so far, then the best error signal Eb is up 
dated to the value of the i-th error signal in step 228, 
and, accordingly, the best codeword I is set equal to i in 
step 230. The codeword index i is then incremented in 
step 240, and control returns to step 210 to test the next 
code vector. 
When all 2M code vectors have been tested, control 

proceeds from step 212 to step 232 to output the best 
codeword I. The process is not complete until the ac 
tual filter states are updated using the best codeword I. 
Accordingly, step 234 computes the excitation vector 
u(n) using the vector sum technique as was done in step 
216, only this time utilizing the best codeword I. The 
excitation vector is then scaled by the gain factor y in 
236, and filtered to compute reconstructed speech vec 
tor s(n) in step 238. The difference signal er(n) is then 
computed in step 242, and weighted in step 244 so as to 
update the weighting filter state. Control is then re 
turned to step 202. 

Referring now to FIG. 4, a speech synthesizer block 
diagram is illustrated also using the vector sum genera 
tion technique according to the present invention. Syn 
thesizer 400 obtains the short term predictor parameters 
STP, long term predictor parameters LTP, excitation 
gain factory, and the codeword I received from the 
channel, via de-multiplexer 450. The codeword I is 
applied to codebook generator 420 along with the set of 
basis vectors vin(n) from basis vector storage 414 to 
generate the excitation vector u(n) as described in FIG. 
3. The single excitation vector u(n) is then multiplied 
by the gain factory in block 422, filtered by long term 
predictor filter 424 and short term predictor filter 426 to 
obtain reconstructed speech vector s(n). This vector, 
which represents a frame of reconstructed speech, is 
then applied to analog-to-digital (A/D) convertor 408 
to produce a reconstructed analog signal, which is then 
low pass filtered to reduce aliasing by filter 404, and 
applied to an output transducer such as speaker 402. 
Clock 412 generates the sample clock and the frame 
clock for synthesizer 400. 

Referring now to FIG. 5, a partial block diagram of 
an alternate embodiment of the speech coder of FIG. 1 
is shown so as to illustrate the preferred embodiment of 
the invention. Note that there are two important differ 
ences from speech coder 100 of FIG. 1. First, codebook 
search controller 540 computes the gain factory itself in 
conjunction with the optimal codeword selection. Ac 
cordingly, both the excitation codeword I search and 
the excitation gain factory generation will be described 
in the corresponding flowchart of FIG. 6. Secondly, 
note that a further alternate embodiment would be to 
use predetermined gains calculated by coefficient analy 
zer 510. The flowchart of FIG. 7 describes such an 
embodiment. FIG.7 may be used to describe the block 
diagram of FIG. 5 if the additional gain block 542 and 
gain factor output of coefficient analyzer 510 are in 
serted, as shown in dotted lines. 

Before proceeding with the detailed description of 
the operation of speech coder 500, it may prove helpful 
to provide an explanation of the basic search approach 
taken by the present invention. In the standard CELP 
speech coder, the difference vector from equation {2}: 

e(n)=s(n)-s'(n) {2} 

was weighted to yield e(n), which was then used to 
calculate the error signal according to the equation: 
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N {10} E = S. (e.) {3} G = S, f(n)? 
n=1 n = 1 

which was minimized in order to determine the desired 5 permits simplifying equation {3} as: 
codeword I. All 2M excitation vectors had to be evalu 
ated to try and find the best match to s(n). This was the N {11} 
basis of the exhaustive search strategy. 

In the preferred embodiment, it is necessary to take 
into account the decaying response of the filters. This is 
done by initializing the filters with filter states existing 
at the start of the frame, and letting the filters decay 
with no external input. The output of the filters with no 
input is called the zero input response. Furthermore, the 
weighting filter function can be moved from its conven 
tional location at the output of the subtractor to both 
input paths of the subtractor. Hence, if d(n) is the zero 
input response vector of the filters, and if y(n) is the 

O 

15 

2O 
weighted input speech vector, then the difference vec 
tor p(n) is: 

p(n)=y(n)-d(n). {4} 
25 

Thus, the initial filter states are totally compensated for 
by subtracting off the zero input response of the filters. 
The weighted difference vector e';(n) becomes: 

However, since the gain factory is to be optimized at 
the same time as searching for the optimum codeword, 
the filtered excitation vector f(n) must be multiplied by 
each codeword's gain factor yi to replace si(n) in equa 
tion {5}, such that it becomes: 

35 

e'(n)=p(n)-y;f(n). {6} 

The filtered excitation vector f(n) is the filtered version 
of u(n) with the gain factor y set to one, and with the 
filter states initialized to zero. In other words, f(n) is the 
zero state response of the filters excited by code vector 
u;(n). The zero state response is used since the filter state 
information was already compensated for by the zero 
input response vector d(n) in equation {4}. 
Using the value for e'i(n) from equation {6} in equa 

tion {3} gives: 

45 

50 

E-S, p() - vi?co)? {7} 
Expanding equation {7} produces: 55 

8} 
E. 

N N p(n)- 2yi S. f(n)p(n) + y S. f(n) 
rise 1 ne n-1 

Defining the cross-correlation between f(n) and p(n) as: 60 

and defining the energy in the filtered code vector f(n) 
aS 

Ei 

We now want to determine the optimal gain factor yi 
which will minimize Ei in equation (11. Taking the 
partial derivative of Ei with respect to yi and setting it 
equal to zero permits solving for the optimal gain factor 
yi. This procedure yields: 

which, when substituted into equation {11} gives: 

13 s Ei p(n)2 - C/Gi 
1. 

It can now be seen that to minimize the error Ei in 
equation (13}, the term (CP/Gi must be maximized. 
The technique of codebook searching which maximizes 
CP/Gi will be described in the flowchart of FIG. 6. 
If the gain factor y is pre-calculated by coefficient 

analyzer 510, then equation {7} can be rewritten as: 

Ei (14) 

where y'(n) is the zero state response of the filters to 
excitation vector u(n) multiplied by the predetermined 
gain factory. If the second and third terms of equation 
{14) are re-defined as: 

N 15 C = Xy'(n)p(n) 15} 
n = 1 

and: 

N {16} G = Sy(n)? 
n=1 

respectively, then equation (14) can be reduced to: 

N 17 
E = sp(n)- 2C+ G. st 

In order to minimize Ei in equation (17) for all code 
words, the term -2Ci-G must be minimized. This is 
the codebook searching technique which will be de 
scribed in the flowchart of FIG. 7. 

Recalling that the present invention utilizes the con 
cept of basis vectors to generate u(n), the vector sum 
equation: 

can be used for the substitution of ui as will be shown 
later. The essence of this substitution is that the basis 
vectors vin(n) can be utilized once each frame to di 
rectly pre-compute all of the terms required for the 
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search calculations. This permits the present invention 
to evaluate each of the 2 codewords by performing a 
series of multiply-accumulate operations that is linear in 
M. In the preferred embodiment, only M-3 MACs are 
required. 
FIG. 5, using optimized gains, Will now be described 

in terms of its operation, which is illustrated in the flow 
chart of FIG. 6A and 6B. Beginning at start 600, one 
frame of N input speech samples s(n) is obtained in step 
602 from the analog-to-digital converter, as was done in 
FIG.1. Next, the input speech vector s(n) is applied to 
coefficient analyzer 510, and is used to compute the 
short term predictor parameters STP, long term predic 
tor parameters LTP, and weighting filter parameters 
WFP in step 604. Note that coefficient analyzer 510 
does not compute a predetermined gain factory in this 
embodiment, as illustrated by the dotted arrow. The 
input speech vector s(n) is also applied to initial 
weighting filter 512 so as to weight the input speech 
frame to generate weighted input speech vector y(n) in 
step 606. As mentioned above, the weighting filters 
perform the same function as weighting filter 132 of 
FIG. 1, except that they can be moved from the con 
ventional location at the output of subtractor 130 to 
both inputs of the subtractor. Note that vector y(n) 
actually represents a set of N weighted speech vectors, 
wherein 1 SnaN and wherein N is the number of sam 
ples in the speech frame. 

In step 608, the filter states FS are transferred from 
the first long term predictor filter 524 to second long 
term predictor filter 525, from first short term predictor 
filter 526 to second short term predictor filter 527, and 
from first weighting filter 528 to second weighting filter 
529. These filter states are used in step 610 to compute 
the zero input response d(n) of the filters. The vector 
d(n) represents the decaying filter state at the beginning 
of each frame of speech. The zero input response vector 
d(n) is calculated by applying a zero input to the second 
filter string 525, 527, 529, each having the respective 
filter states of their associated filters 524,526, 528, of the 
first filter string. Note that in a typical implementation, 
the function of the long term predictor filters, short 
term predictor filters, and weighting filters can be com 
bined to reduce complexity. 

In step 612, the difference vector p(n) is calculated in 
subtractor 530. Difference vector p(n) represents the 
difference between the weighted input speech vector 
y(n) and the Zero input response vector d(n), previously 
described by equation {4}: 

p(n)=y(n)-d(n). {4} 

The difference vector p(n) is then applied to the first 
cross-correlator 533 to be used in the codebook search 
ing process. 

In terms of achieving the goal of maximizing CP/Gi 
as stated above, this term must be evaluated for each of 
the 2M codebook vectors-not the M basis vectors. 
However, this parameter can be calculated for each 
codeword based on parameters associated with the M 
basis vectors rather than the 21 code vectors. Hence, 
the Zero state response vector q(n) must be computed 
for each basis vector vin(n) in step 614. Each basis vec 
tor vin(n) from basis vector storage block 514 is applied 
directly to third long term predictor filter 544 (without 
passing through gain block 542 in this embodiment). 
Each basis vector is then filtered by filter series #3, 
comprising long term predictor filter 544, short term 
predictor filter 546, and weighting filter 548. Zero state 
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12 
response vector q(n), produced at the output of filter 
series #3, is applied to first cross-correlator 533 as well 
as second cross-correlator 535. 

In step 616, the first cross-correlator computes cross 
correlation array Rn according to the equation: 

Array Rn represents the cross-correlation between the 
m-th filtered basis vector q(n) and p(n). Similarly, the 
second cross-correlator computes cross-correlation ma 
trix Dmin step 618 according to the equation: 

where 1smsjs M. Matrix Dmi represents the cross 
correlation between pairs of individual filtered basis 
vectors. Note that Dni is a symmetric matrix. There 
fore, approximately half of the terms need only be eval 
uated as shown by the limits of the subscripts. 
The vector sum equation from above: 

u(n) = g 6in Vn(n) {1} 

can be used to derive f(n) as follows: 

M 20 
f(n) = X - 8iman(n) (20} 

ne 

where f(n) is the zero state response of the filters to 
excitation vector ui(n), and where q(n) is the Zero state 
response of the filters to basis vector vin(n) Equation 
{9}: 

N {9} 
C = X f(n)p(n) 

n = 1 

can be rewritten using equation (20) as: 

M N (21) 
C = X 6in X gm(n)p(n). 

n=1 n = 1 

Using equation {18}, this can be simplified to: 

C = g 6in Rn. {22} 
n = 1 

For the first codeword, where is 0, all bits are zero. 
Therefore, 6on for 1smsM equals -1 as previously 
discussed. The first correlation Co, which is just Ci from 
equation {22} where i=0, then becomes: 

M 
Co = - X Rn. (23) 

ns 1 

which is computed in step 620 of the flowchart. 
Using qm(n) and equation (203, the energy term Gi 

may also be rewritten from equation (10): 
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N {10} 
G = S. f(n)? 

n-1 

into the following: 

2 {24} 
N M 

G = X. X 6in into n = n = 1 

which may be expanded to be: 

G = $ 3.9 on S. () () 25 Tji:1 n = 1 f n1 gm(n) g(n). 

Substituting by using equation {19} yields: 

M i M 26 

G = 22, i8n 9 Day +2, Pi 
By noting that a codeword and its complement, i.e., 
wherein all the codeword bits are inverted, both have 
the same value of CP/Gi, both code vectors can be 
evaluated at the same time. The codeword computa 
tions are then halved. Thus, using equation 26 evalu 
ated for i=0, the first energy term Go becomes: 

which is computed in step 622. Hence, up to this step, 
we have computed the correlation term Co and the 
energy term Go for codeword zero. 

Continuing with step 624, the parameters 6 in are 
initialized to -1 for 1sms M. These 6 in parameters 
represent the M interim data signals which would be 
used to generate the current code vector as described 
by equation (1). (The i subscript in 0im was dropped in 
the figures for simplicity.) Next, the best correlation 
term Chis set equal to the pre-calculated correlation Co., 
and the best energy term Gh is set equal to the pre-cal 
culated Go. The codeword I, which represents the 
codeword for the best excitation vector up(n) for the 
particular input speech frame s(n), is set equal to 0. A 
counter variable k is initialized to zero, and is then in 
cremented in step 626. 

In FIG. 6B, the counter k is tested in step 628 to see 
if all 2M combinations of basis vectors have been tested. 
Note that the maximum value of k is 2M-1, since a 
codeword and its complement are evaluated at the same 
time as described above. If k is less than 2M-1, then step 
630 proceeds to define a function "flip' wherein the 
variablel represents the location of the next bit to flip in 
codeword i. This function is performed since the pres 
ent invention utilizes a Gray code to sequence through 
the code vectors changing only one bit at a time. There 
fore, it can be assumed that each successive codeword 
differs from the previous codeword in only one bit 
position. In other words, if each successive codeword 
evaluated differs from the previous codeword by only 
one bit, which can be accomplished by using a binary 
Gray code approach, then only M add or subtract oper 
ations are needed to evaluate the correlation term and 
energy term. Step 630 also sets 01 to -01 to reflect the 
change of bit 1 in the codeword. 
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14 
Using this Gray code assumption, the new correla 

tion term C is computed in step 632 according to the 
equation: 

This was derived from equation (22 by substituting 
-61 for 61. 
Next, in step 634, the new energy term Gik is com 

puted according to the equation: 

l-1 
Gk. = G-1 + 4 X 66pm - 4 

inst -- 1 

which assumes that Dik is stored as a symmetric matrix 
with only values for jsk being stored. Equation (29 
was derived from equation (26 in the same manner. 
Once Gk and Ck have been computed, then CP/Gk 

must be compared to the previous best CP/Gb. Since 
division is inherently slow, it is useful to reformulate the 
problem to avoid the division by cross multiplication. 
Since all terms are positive, this equation is equivalent 
to comparing CXGb to CixG, as is done in step 
636. If the first quantity is greater than the second quan 
tity, then control proceeds to step 638, wherein the best 
correlation term Cb and the best energy term Gh are 
updated, respectively. Step 642 computes the excitation 
codeword I from the 6n parameter by setting bit m of 
codeword I equal to 1 if 0n is +1, and by setting bit m 
of codeword I equal to 0 if 6 is -1, for all n bits 
1sms M. Control then returns to step 626 to test the 
next codeword, as would be done immediately if the 
first quantity was not greater than the second quantity. 
Once all the pairs of complementary codewords have 

been tested and the codeword which maximizes the 
Ci/Gh quantity has been found, control proceeds to 
step 646, which checks to see if the correlation term Ct, 
is less than zero. This is done to compensate for the fact 
that the codebook was searched by pairs of complemen 
tary codewords. If Ch is less than zero, then the gain 
factory is set equal to -Ch/Gb in step 650, and the 
codeword I is complemented in step 652. If C is not 
negative, then the gain factor y is just set equal to 
Ch/Gbin step 648. This ensures that the gain factory is 
positive. 

Next, the best codeword I is output in step 654, and 
the gain factor y is output in step 656. Step 658 then 
proceeds to compute the reconstructed weighted 
speech vector y'(n) by using the best excitation code 
word I. Codebook generator uses codeword I and the 
basis vectors v(n) to generate excitation vector u(n) 
according to equation (1). Code vector u(n) is then 
scaled by the gain factor y in gain block 522, and fil 
tered by filter string #1 to generate y'(n). Speech coder 
500 does not use the reconstructed weighted speech 
vector y'(n) directly as was done in FIG. 1. Instead, 
filter string #1 is used to update the filter states FS by 
transferring them to filter string #2 to compute the zero 
input response vector d(n) for the next frame. Accord 
ingly, control returns to step 602 to input the next 
speech frame s(n). 

In the search approach described in FIG. 6A/6B, the 
gain factor y is computed at the same time as the code 
word I is optimized. In this way, the optimal gain factor 
for each codeword can be found. In the alternative 
search approach illustrated in FIGS. 7A through 7C, 
the gain factor is pre-computed prior to codeword de 
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termination. Here the gain factor is typically based on 
the RMS value of the residual for that frame, as de 
scribed in B. S. Atal and M. R. Schroeder, "Stochastic 
Coding of Speech Signals at Very Low Bit Rates', 
Proc. Int. Conf. Commun., Vol. ICC84, Pt. 2, pp. 
1610-1613, May 1984. The drawback in this pre-com 
puted gain factor approach is that it generally exhibits a 
slightly inferior signal-to-noise ratio (SNR) for the 
speech coder. 

Referring now to the flowchart of FIG. 7A, the oper 
ation of speech coder 500 using predetermined gain 
factors will now be described. The input speech frame 
vector s(n) is first obtained from the A/D in step 702, 
and the long term predictor parameters LTP, short 
term predictor parameters STP, and weighting filter 
parameters WTP are computed by coefficient analyzer 
510 in step 704, as was done in steps 602 and 604, respec 
tively. However, in step 705, the gain factory is now 
computed for the entire frame as described in the pre 
ceding reference. Accordingly, coefficient analyzer 510 
would output the predetermined gain factory as shown 
by the dotted arrow in FIG. 5, and gain block 542 must 
be inserted in the basis vector path as shown by the 
dotted lines. 

Steps 706 through 712 are identical to steps 606 
through 612 of FIG. 6A, respectively, and should re 
quire no further explanation. Step 714 is similar to step 
614, except that the zero state response vectors q(n) 
are computed from the basis vectors vin(n) after multi 
plication by the gain factory in block 542. Steps 716 
through 722 are identical to steps 616 through 622, 
respectively. Step 723 tests whether the correlation Co 
is less than zero in order to determine how to initialize 
the variables I and Eb. If Co is less than zero, then the 
best codeword I is set equal to the complementary 
codeword I=2M-1, since it will provide a better error 
signal Eb than codeword I=0. The best error signal Eb 
is then set equal to 2Co+Go, since C2M-1 is equal to 
- Co. If Cois not negative, then step 725 initializes I to 
Zero and initializes Eb to -2Co-Go, as shown. 

Step 726 proceeds to initialize the interim data signals 
0n to -1, and the counter variable k to zero, as was 
done in step 624. The variable k is incremented in step 
727, and tested in step 728, as done in step 626 and 628, 
respectively. Steps 730, 732, and 734 are identical to 
steps 630, 632, and 634, respectively. The correlation 
term Ck is then tested in step 735. If it is negative, the 
error signal Ek is set equal to 2C-Gk, since a negative 
Ck similarly indicates that the complementary code 
word is better than the current codeword. If C is posi 
tive, step 737 sets Ek equal to -2Ck--Gk, as was done 
before. 

Continuing with FIG.7C, step 738 compares the new 
error signal Ek to the previous best error signal Eb. If 
Ek is less than Eb, then Eb is updated to Ek in step 739. 
If not, control returns to step 727. Step 740 again tests 
the correlation Ck to see if it is less than zero. If it is not, 
the best codeword I is computed from 6 as was done 
in step 642 of FIG. 6B. If Cik is less than zero, I is com 
puted from -6m in the same manner to obtain the com 
plementary codeword. Control returns to step 727 after 
I is computed. 
When all 2 codewords have been tested, step 728 

directs control to step 754, where the codeword I is 
output from the search controller. Step 758 computes 
the reconstructed weighted speech vector y'(n) as was 
done in step 658. Control then returns to the beginning 
of the flowchart at step 702. 
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16 
In sum, the present invention provides an improved 

excitation vector generation and search technique that 
can be used with or without predetermined gain factors. 
The codebook of 21 excitation vectors is generated 
from a set of only Mbasis vectors. The entire codebook 
can be searched using only M-3 multiply-accumulate 
operations per code vector evaluation. This reduction 
in storage and computational complexity makes possible 
real-time implementation of CELP speech coding with 
today's digital signal processors. 
While specific embodiments of the present invention 

have been shown and described herein, further modifi 
cations and improvements may be made without depart 
ing from the invention in its broader aspects. For exam 
ple, any type of basis vector may be used with the vec 
tor sum technique described herein. Moreover, different 
computations may be performed on the basis vectors to 
achieve the same goal of reducing the computational 
complexity of the codebook search procedure. All such 
modifications which retain the basic underlying princi 
ples disclosed and claimed herein are within the scope 
of this invention. 
What is claimed is: 
1. A method of generating at least one of a set of Y 

codebook vectors for a vector quantizer comprising the 
steps of: 

(a) inputting at least one selector codeword; 
(b) defining a plurality of interim data signals based 
upon said selector codeword; 

(c) inputting a set of X basis vectors, where X CY; 
(d) generating said codebook vectors by performing 

linear transformations on said X basis vectors, said 
linear transformations defined by said interim data 
signals. 

2. The method according to claim 1, wherein said 
codebook vector generating step includes the steps of: 

(i) multiplying said set of X basis vectors by said 
plurality of interim data signals to produce a plural 
ity of interim vectors; and 

(ii) summing said plurality of interim vectors to pro 
duce said codebook vectors. 

3. The method according to claim 1, wherein each of 
said selector codewords can be represented in bits, and 
wherein said interim data signals are based upon the 
value of each bit of each selector codeword. 

4. The method according to claim 1, wherein Y22. 
5. A means for generating a set of 2M codebook vec 

tors for a vector quantizer, said codebook vector gener 
ating means comprising: 
means for converting a set of selector codewords into 

a plurality of interim data signals; 
means for inputting a set of M basis vectors; 
multiplying said set of basis vectors by said plurality 
of interim data signals to produce a plurality of 
interim vectors; and 

means for summing said plurality of interim vectors 
to produce said set of codebook vectors. 

6. The generating means according to claim 5, 
wherein said converting means produces said plurality 
of interim data signals 6in by identifying the state of 
each bit of each selector codeword i, where 
0Sis2M-1, and where 1sms M, such that 0in has a 
first value if bit m of codeword i is of a first state, and 
such that 6in has a second value if bit m of codeword i 
is of a second state. 

7. The generating means according to claim 5, 
wherein said basis vector inputting means includes 
memory means for storing said basis vectors. 



4,817,157 
17 

8. A method of generating an excitation vector code 
book for a speech synthesizer, said codebook having at 
least 2M excitation vectors u(n), each having N ele 
ments, where 1 sins N, and where 0s is 2-1, from a 
memory containing M basis vectors vin(n), each having 
N elements, where 1SnSN and where 1 SmsM, 
using a set of 2 digital codewords Ii, each having M 
bits, where 0s is2M-1, comprising the steps of: 

(a) identifying a signal 6in for each bit of each code 
word I, such that 6in has a first value if bit m of 
codeword It is of a first state, and such that 6in has 
a second value if bit m of codeword is of a second 
state; and 

(b) calculating said codebook of 2 excitation vectors 
u(n) according to the equation: 

where lenSN. 
9. A method of reconstructing a signal from a set of 

basis vectors and from a particular excitation code 
word, said signal reconstructing method comprising the 
steps of: 

(a) defining a plurality of interim data signals based 
upon said particular codeword; 

(b) multiplying said set of basis vectors by said plural 
ity of interim data signals to produce a plurality of 
interin vectors; 

(c) summing said plurality of interim vectors to pro 
duce a single excitation vector; and 

(d) signal processing said excitation vector to pro 
duce said reconstructed signal. 

10. The method according to claim.9, wherein said set 
of basis vectors is stored in memory. 

11. The method according to claim 9, wherein said 
signal processing step includes linear filtering of said 
excitation signal. 

12. The method according to claim 9, wherein said 
defining step produces said plurality of interim data 
signals 6in by identifying the state of each bit of said 
particular codeword i, where 0sis2M-1, and where 
1SmSM, such that 6in has a first value if bit m of 
codeword i is of a first state, and such that 6in has a 
second value if bit m of codeword i is of a second state. 

13. A method of selecting a codeword for a code 
excited signal coder, said selected codeword corre 
sponding to a particular excitation vector having char 
acteristics favorable to those of a given input signal, said 
particular excitation vector being one of a set of Y exci 
tation vectors, said codeword selecting method com 
prising the steps of: 

(a) identifying a test codeword; 
(b) defining a plurality of interim data signals based 
upon said test codeword; 

(c) inputting a set of X basis vectors, where XCY; 
(d) generating a test excitation vector from said set of 

basis vectors and said plurality of interim data sig 
nals; 

(e) signal processing said test excitation vector to 
produce a reconstructed signal; 

(f) calculating an error signal representative of the 
difference between said reconstructed signal and 
said input signal; and 

(g) repeating steps (a) through (f) identifying different 
test codewords, and selecting one test codeword 
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18 
that produces an error signal which meets prede 
termined error criteria. 

14. The method according to claim 13, wherein 
Y22. 

15. The method according to claim 13, wherein said 
set of basis vectors is stored in memory. 

16. The method according to claim 13, wherein said 
signal processing step includes linear filtering of said 
excitation vector. 

17. The method according to claim 13, wherein a 
particular error signal meets said predetermined error 
criteria if said particular error signal has the least en 
ergy of all error signals. 

18. The method according to claim 13, wherein each 
of said test excitation vectors is generated by: 

(i) multiplying said set of basis vectors by said plural 
ity of interim data signals to produce a plurality of 
interim vectors; and 

(ii) summing said plurality of interim vectors to pro 
duce a single test excitation vector. 

19. A method of selecting a single excitation code 
word for a code-excited signal coder, said single code 
word corresponding to a particular excitation vector 
having characteristics most favorable to those of a por 
tion of a given input signal, said single codeword being 
one of a set of codewords corresponding to a set of Y 
possible excitation vectors, said codeword selecting 
method comprising the steps of: 

(a) generating an input vector corresponding to said 
input signal portion; 

(b) inputting a set of X basis vectors, where XCY; 
(c) generating a plurality of processed vectors from 

said basis vectors; 
(d) producing comparison signals based upon said 

processed vectors and said input vector; 
(e) calculating parameters for each of said set of code 
words based upon said comparison signals; and 

(f) evaluating said calculated parameters for each 
codeword, and selecting one particular codeword 
having parameters which meet predetermined cri 
teria, without generating said set of Y possible 
excitation vectors. 

20. The method according to claim 19, wherein the 
number of calculations performed by said calculating 
step for each codeword is linear in X. 

21. The method according to claim 19, wherein said 
calculating step sequences from the current codeword 
to the next codeword by changing only one bit of the 
codeword at a time in accordance with a predetermined 
sequencing technique. 

22. The method according to claim 21, wherein said 
calculating step calculates parameters for the next code 
word by updating parameters from the current code 
word based upon said predetermined sequencing tech 
nique. 

23. The method according to claim. 19, wherein said 
comparison signals include a cross-correlation between 
said processed vectors and said input vector. 

24. The method according to claim. 19, wherein said 
comparison signals include a cross-correlation between 
each of said processed vectors and each other processed 
Vector. 

25. The method according to claim 19, wherein said 
set of basis vectors is stored in memory, and wherein 
said set of possible codebook vectors is not stored in 
memory. 

26. The method according to claim 19, wherein 
Y22X. 
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27. The method according to claim 19, wherein said 
processed vector generating step includes linear filter 
ing of said basis vectors. 

28. The method according to claim 19, further includ 
ing the step of generating said particular excitation 
vector by: 

(i) defining a plurality of interim data signals based 
upon said single excitation codeword; 

(ii) generating said particular excitation vector by 
performing linear transformations on said basis 
vectors, said linear transformations defined by said 
interim data signals. 

29. The method according to claim 28, wherein said 
excitation vector generating step includes the steps of: 

(i) multiplying said set of basis vectors by said plural 
ity of interim data signals to produce a plurality of 
interim vectors; and 

(ii) summing said plurality of interim vectors to pro 
duce said particular excitation vector. 

30. A codebook search controller for a code-excited 
signal coder, said codebook search controller capable of 
selecting a particular codeword from a set of code 
words, said particular codeword corresponding to a 
desired code vector, said desired code vector being one 
of at least 2 possible code vectors, said particular 
codeword selected according to similarity characteris 
tics between a given input signal and a reconstructed 
signal derived from said desired code vector, said code 
book search controller comprising: 
means for generating a set of processed vectors from 

a set of M basis vectors; 
means for generating an input vector corresponding 

to said input signal; 
means for producing comparison signals based upon 

said processed vectors and said input vector; 
means for calculating parameters for each codeword 

corresponding to each of said 2 possible code 
vectors, said parameters based upon said compari 
son signals; and 

means for selecting a particular codeword having 
calculated parameters which meet predetermined 
criteria, without generating said 2 possible code 
Vectors. 

31. The codebook search controller according to 
claim 30, wherein the number of calculations performed 
b said codebook search controller for each codeword is 
linear in M. 

32. The codebook search controller according to 
claim 30, further comprising memory means for storing 
said set of M basis vectors. 

33. The codebook search controller according to 
claim 32, wherein the size of said memory means is 
linear in M, and wherein said 2 possible code vectors 
are not stored in said signal coder. 

34. The codebook search controller according to 
claim 30, wherein said calculating means sequences 
from the current codeword to the next codeword by 
changing only one bit of the codeword at a time in 
accordance with a predetermined sequencing tech 
nique. 

35. The codebook search controller according to 
claim 34, wherein said calculating means calculates 
parameters for the next codeword by updating parame 
ters from the current codeword based upon said prede 
termined sequencing technique. 

36. The codebook search controller according to 
claim 30, wherein said comparison signals include a 
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crosscorrelation between said processed vectors and 
said input vector. 

37. The codebook search controller according to 
claim 30, wherein said processed vector generating 
means includes means for linearly filtering said basis 
VectOS. 

38. The codebook search controller according to 
claim 30, further including means for generating said 
desired code vector including: 
means for defining a plurality of interim data signals 
based upon said particular codeword; and 

means for performing linear transformations on said 
basis vectors, said linear transformations defined by 
said interim data signals. 

39. The codebook search controller according to 
claim 38, wherein said desired code vector generating 
means includes: 
means for multiplying said set of basis vectors by said 

plurality of interim data signals to produce a plural 
ity of interim vectors; and 

means for summing said plurality of interim vectors 
to produce said desired code vector. 

40. In a code-excited signal coder, a method of select 
ing a particular excitation codeword I from a set of Y 
excitation codewords, said particular excitation code 
word representative of a desired excitation vector u(n) 
capable of coding a portion of a given input signal, said 
input signal portion divided into a plurality of N signal 
samples, said selecting method comprising the steps of: 
(a) generating an input vector y(n) from said input sig 
nal portion, where 1snsN; 

(b) compensating said input vector y(n) for previous 
filter states, thereby providing compensated vector 
p(n); 

(c) inputting a set of M basis vectors vin(n), where 
1smsMCY; 

(d) filtering said basis vectors to produce zero-state 
response vectors q(n) for each of said M basis 
vectors; 

(e) generating correlation signals from said zero-state 
response vectors q(n) and said compensated vec 
tor p(n); 

(f) identifying a test codeword i from said set of Y 
excitation codewords; 

(g) calculating parameters for said test codeword i 
based upon said correlation signals; and 

(h) repeating only steps (f) and (g) identifying differ 
ent test codewords i from said set of Y excitation 
codewords, and selecting the particular excitation 
codeword I having calculated parameters which 
meet predetermined criteria. 

41. The method according to claim 40, wherein said 
codeword selecting method performs a maximum num 
ber of multiply-accumulate operations for selecting 
each codeword which is linear in M. 

42. The method according to claim 40, wherein said 
calculating step sequences from the current codeword 
to the next codeword by changing only one bit of the 
codeword at a time in accordance with a predetermined 
sequencing technique. 

43. The method according to claim 42, wherein said 
calculating step calculates parameters for the next code 
word by updating parameters from the current code 
word based upon said predetermined sequencing tech 
nique. 

44. The method according to claim 42, wherein said 
predetermined sequencing technique is a Gray code. 
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45. The method according to claim 40, wherein said 
correlation signals include cross-correlation Rn accord 
ing to the equation: 

Rm 
N 
X an(n) p(n). 

n=1 

where 1 SmsM. 
46. The method according to claim 40, wherein said 

correlation signals include cross-correlation Dm ac 
cording to the equation: 

N 
Dnj = n an(n) g(n) 

where is misjSM. 
47. The method according to claim 40, further includ 

ing the step of generating said desired excitation vector 
ur(n) by: 

(i) identifying a signal 6in for each bit of codeword I, 
such that 81m has a first value if bit m of codeword 
I is of a first state, and such that 6in has a second 
value if bit m of codeword I is of a second state; 
and 

(ii) calculating ur(n) according to the equation: 

M 
u(n) = X 6In Vn(n). 

m = 1 

where 1 SnsN. 
48. The method according to claim 40, wherein 

Y-2M. 
49. A method of generating an excitation signal for a 

code-excited speech coder, said generating method 
comprising the steps of: 

(a) signal processing an input signal to produce an 
input vector; 

(b) providing a set of basis vectors from a memory; 
(c) signal processing said basis vectors to produce a 

plurality of processed vectors; 
(d) comparing said processed vectors with said input 

vector to produce comparison signals; 
(e) providing a set of address words; 
(f) calculating parameters for each address word 

using said comparison signals; 
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(g) selecting a particular address word having calcu 

lated parameters which meet predetermined error 
criteria; 

(h) converting said particular address word into a 
plurality of interim data words; and 

(i) generating said excitation signal from said set of 
basis vectors and said plurality of interim data 
words. 

50. A speech coder comprising: 
input means for providing an input vector corre 
sponding to a segment of input speech; 

means for providing a set of codewords correspond 
ing to a set of Y possible excitation vectors; 

a first signal path including: 
means for filtering excitation vectors; 

a second signal path including: 
means for providing X basis vectors, where XCY; 
means for filtering said basis vectors; 
means for comparing said filtered basis vectors to 

said input vector, thereby providing comparison 
signals; 

controller means for evaluating said set of codewords 
and said comparison signals, and for providing a 
particular codeword representative of a single exci 
tation vector which, when passed through said first 
signal path, most closely resembles said input vec 
tor; and 

generator means for generating said single excitation 
vector by performing a linear transformation on 
said basis vectors as defined by said particular 
codeword, 

whereby the evaluation of said set of Y possible exci 
tation vectors is simulated without passing each of 
said Y possible excitation vectors through said first 
signal path. 

51. The speech coder according to claim 50, wherein 
said generator means includes: 
means for defining a plurality of interim data signals 
based upon said particular codeword; 

means for multiplying said basis interim data signals 
to produce a plurality of interim vectors; and 

means for summing said plurality of interim vectors 
to produce said single excitation vector. 

52. The speech coder according to claim 50, wherein 
said first signal path includes means for scaling said 
excitation vectors by a gain factor, said gain factor 
provided by said controller means. 

53. The speech coder according to claim 50, wherein 
the number of calculations performed in simulating the 
evaluation of each of said possible excitation vectors is 
linear in X. 

x: :: ck k 
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