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METHOD AND APPARATUS FOR INPUTTING 
INFORMATION INCLUDING COORONATE 

DATA 

Matter enclosed in heavy brackets appears in the 
original patent but forms no part of this reissue specifica 
tion; matter printed in italics indicates the additions 
made by reissue. 

CROSS-REFERENCE TO RELATED 
APPLICATION 

This document is a continuation of U.S. application Ser. 
No. 09/698,031 filed on Oct. 30, 2000, and is based on Japa 
nese patent application No. 11-309412 filed in the Japanese 
Patent Office on Oct. 29, 1999, the entire contents of each of 
which are incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a method and apparatus for 

inputting information including coordinate data. More par 
ticularly, the present invention relates to a method and appa 
ratus for inputting information including coordinate data of a 
location of a coordinate input member, Such as a pen, a human 
finger, etc., on animage displayed on a relatively large screen. 

2. Discussion of the Background 
Lately, presentation systems, electronic copy boards, or 

electronic blackboard systems provided with a relatively 
large Screen display device. Such as a plasma display panel, a 
rear projection display, etc., are coming into wide use. Certain 
type of presentation systems also provide a touch input device 
disposed in front of a screen for inputting information related 
to the image displayed on the screen. Such a touch input 
device is also referred as an electronic tablet, an electronic 
pen, etc. 
As to such a presentation system, for example, when a user 

of the system touches an icon on a display Screen, a touch 
input device detects and inputs the touching motion and the 
coordinates of the touched location. Similarly, when the user 
draws a line, the touch input device repetitively detects and 
inputs a plurality of coordinates as a locus of the drawn line. 
As an example, Japanese Laid-Open Patent Publication 

No. 11-85376 describes a touch input apparatus provided 
with light reflecting devices disposed around a display screen, 
light beam scanning devices, and light detectors. The light 
reflecting device has a characteristic to reflect incident light 
toward a direction close to the incident light. During an opera 
tion of the apparatus, Scanning light beams emitted by the 
light beam scanning devices are reflected by the light reflect 
ing devices, and then received by the light detectors. When a 
coordinate input member, such as a pen, a user's finger, etc., 
touches the Surface of the screen at a location, the coordinate 
input member interrupts the path of the scanning light beams, 
and thereby the light detector is able to detect the touched 
location as a missing of the Scanning light beams at the 
touched location. 

In this apparatus, when a certain location-detecting accu 
racy in a direction perpendicular to the screen is required, the 
scanning light beams are desired to be thin and to scan on a 
plane close enough to the screen. Meanwhile, when the Sur 
face of the screen is contorted, the contorted Surface may 
interfere with the transmission of the scanning light beams, 
and consequently a coordinate input operation might be 
impaired. As a result, for example, a double-click operation 
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2 
might not be properly detected, free hand drawing lines and 
characters might be erroneously detected, and so forth. 
As another example, Japanese Laid-Open Patent Publica 

tion No. 61-196317 describes a touch input apparatus pro 
vided with a plurality of television cameras. In the apparatus, 
the plurality of television cameras detect three-dimensional 
coordinates of a moving object, such as a pen, as a coordinate 
input member. Because the apparatus detects a three-dimen 
sional coordinates, the plurality of television cameras are 
desirable to capture images of the moving object at a rela 
tively high flame rate. 
As further example, a touch input apparatus provided with 

an electro magnetic tablet and an electromagnetic stylus is 
known. In this apparatus, a location of the Stylus is detected 
based on electromagnetic induction between the tablet and 
the stylus. Therefore, a distance between the tablet and the 
stylus tends to be limited in a rather short distance, for 
example, eight millimeters; otherwise a large size stylus or a 
battery powered stylus is used. 

SUMMARY OF THE INVENTION 

The present invention has been made in view of the above 
discussed and other problems and to overcome the above 
discussed and other problems associated with the background 
methods and apparatus. Accordingly, an object of the present 
invention is to provide a novel method and apparatus that can 
input information including coordinate data even when the 
Surface of a display Screen is contorted to a certain extent and 
without using a light scanning device. 

Another object of the present invention is to provide a 
novel method and apparatus that can input information 
including coordinate data using a plurality of coordinate input 
members. Such as a pen, a human finger, a stick, a rod, a chalk, 
etc. 

Another object of the present invention is to provide a 
novel method and apparatus that can input information 
including coordinate data with a plurality of background 
devices, such as a chalkboard, a whiteboard, etc., in addition 
to a display device. Such as a plasma display panel, a rear 
projection display. 
To achieve these and other objects, the present invention 

provides a method, computer readable medium and apparatus 
for inputting information including coordinate data that 
include extracting a predetermined object from an image 
including the predetermined object above a plane, detecting a 
motion of the predetermined object while the predetermined 
object is in a predetermined distance from the plane, and 
determining to input predetermined information. 

BRIEF DESCRIPTION OF THE DRAWINGS 

A more complete appreciation of the present invention and 
many of the attendant advantages thereof will be readily 
obtained as the same becomes better understood by reference 
to the following detailed description when considered in con 
nection with the accompanying drawings, wherein: 

FIG. 1 is a schematic view illustrating a coordinate data 
input system as an example configured according to the 
present invention; 

FIG. 2 is an exemplary block diagram of a control appara 
tus of the coordinate data input system of FIG. 1; 

FIG. 3 is a diagram illustrating a method for obtaining 
coordinates where a coordinate input member contacts a dis 
play panel; 

FIG. 4 is a magnified view of the wide-angle lens and the 
CMOS image sensor of FIG.3: 
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FIG. 5 is a diagram illustrating a tilt of the surface of the 
display panel to the CMOS image sensor; 

FIG. 6 is a flowchart illustrating operational steps for prac 
ticing a coordinate data inputting operation in the coordinate 
data input system of FIG. 1 as an example configured accord 
ing to the present invention; 

FIG. 7 is a diagram illustrating an image captured by the 
first electronic camera of FIG. 1; 

FIG. 8 is a diagram illustrating an image captured by the 
first electronic camera when an input pen distorts the Surface 
of a display panel; 

FIG.9 is a flowchart illustrating operational steps for prac 
ticing a coordinate data inputting operation as another 
example configured according to the present invention; 

FIG. 10 is a diagram illustrating an image captured by the 
first electronic camera when an input pen tilts to the Surface of 
a display panel; 

FIG. 11 is a diagram illustrating an image having an axial 
symmetry pen captured by the first electronic camera; 

FIG. 12 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation as another 
example configured according to the present invention; 

FIG. 13 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation as another 
example configured according to the present invention; 

FIG. 14 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation as another 
example configured according to the present invention; 

FIG. 15 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation as another 
example configured according to the present invention; 
FIG.16A is a diagram illustrating animage captured by the 

first electronic camera and an output limitation of the image: 
FIG.16B is a diagram illustrating an image captured by the 

first electronic camera and a displaced output limitation of the 
image: 

FIG. 17 is a schematic view illustrating a coordinate data 
input system as another example configured according to the 
present invention; 

FIG. 18 is an exemplary block diagram of a control appa 
ratus of the coordinate data input system of FIG. 17 config 
ured according to the present invention; 

FIG. 19 is a diagram illustrating an analog signal waveform 
output from a linear sensor camera; 

FIG. 20 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation in the coor 
dinate data input system of FIG. 17 as an example configured 
according to the present invention; 

FIG. 21 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation in the coor 
dinate data input system of FIG. 17 as another example con 
figured according to the present invention; 

FIG. 22 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation in the coor 
dinate data input system of FIG. 17 as another example con 
figured according to the present invention; 

FIG. 23 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation in the coor 
dinate data input system of FIG. 1 as another example con 
figured according to the present invention; 

FIG. 24 is a diagram illustrating an image captured by the 
first electronic camera in the coordinate data input system of 
FIG. 1; and 

FIG. 25 is an exemplary network system including the 
coordinate data input systems of FIG. 1 and FIG. 17. 
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4 
DESCRIPTION OF THE PREFERRED 

EMBODIMENTS 

Referring now to the drawings, wherein like reference 
numerals designate identical or corresponding parts through 
out the several views, and more particularly to FIG. 1 thereof, 
is a schematic view illustrating a coordinate data input system 
1S as an example configured according to the present inven 
tion. The coordinate data input system 1S includes a coordi 
nate data input apparatus 1 and a control apparatus 2. The 
coordinate data input apparatus 1 includes a first electronic 
camera 10, a second electronic camera11, and a display panel 
12. 
The display panel 12 displays an image with, for example, 

a 48 by 36 inch screen (diagonally 60 inches) and 1024 by 
768-pixel resolution, which is referred as an XGA screen. For 
example, a plasma display panel, a rear projection display, 
etc., may be used as the display panel 12. Each of the first 
electronic camera 10 and the second electronic camera 11 
implements a two-dimensional imaging device with a reso 
lution that enables such as a selecting operation of an item in 
a menu window, a drawing operation of free hand lines, 
letters, etc. A two-dimensional imaging device is also referred 
aSalaa SSO. 

The two-dimensional imaging device preferably has vari 
able output framerate capability. The two-dimensional imag 
ing device also preferably has a random access capability that 
allows any imaging cell therein randomly accessed to obtain 
an image signal from the cell. Such a random access capabil 
ity is sometimes also referred to as random addressability. As 
an example of Such a random access two-dimensional imag 
ing device, a complementary metal oxide semiconductor sen 
sor (CMOS sensor) may be utilized. 
The electronic camera 10 also includes a wide-angle lens 

50 which covers around 90 degrees or wider angle and an 
analog to digital converter. Likewise, the electronic camera 
11 also includes a wide-angle lens 52 which covers around 90 
degrees or wider angle and an analog to digital converter. The 
first electronic camera 10 is disposed at a upper corner of the 
display panel 12 and Such that an optical axis of the wide 
angle lens 50 forms an angle of approximately 45 degrees 
with the horizontal edge of the display panel 12. The second 
electronic camera 11 is disposed at the other upper corner of 
the display panel 12 and such that the optical axis of the 
wide-angle lens 52 forms an angle of approximately 45 
degrees with the horizontal edge of the display panel 12. 

Further, the optical axis each of the electronic cameras 10 
and 11 is disposed approximately parallel to a display Screen 
Surface of the display panel 12. Thus, the electronic cameras 
10 and 11 can capture whole the display screen surface of the 
display panel 12, respectively. Each of the captured images is 
converted into digital data, and the digital image data is then 
transmitted to the control apparatus 2. 

FIG. 2 is an exemplary block diagram of the control appa 
ratus 2 of the coordinate data input system 1S of FIG. 1. 
Referring to FIG. 2, the control apparatus 2 includes a central 
processing unit (CPU) 20, a main memory 21, a clock gen 
erator 22, a bus controller 23, a read only memory (ROM) 24, 
a peripheral component interconnect (PCI) bridge 25, a cash 
memory 26, a hard disk 27, a hard disk controller (HD con 
troller) 28, a display controller 29, a first image processing 
circuit 30, and a second image processing circuit 31. 
The control apparatus 2 also includes a local area network 

controller (LAN controller) 32, a LAN interface 33, a floppy 
disk controller (FD controller) 34, a FD drive 35, a compact 
disc read only memory controller (CD-ROM controller)36, a 
CD-ROM drive 37, a keyboard controller 38, a mouse inter 
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face 39, a real time clock generator (RTC generator) 40, a 
CPU bus 41, a PCI bus 42, an internal Xbus 43, a keyboard 
44, and a mouse 45. 
The CPU 20 executes a boot program, a basic input and 

output control system (BIOS) program stored in the ROM 24, 
an operating system (OS), application programs, etc. The 
main memory 21 may be structured by, e.g., a dynamic ran 
dom access memory (DRAM), and is utilized as a work 
memory for the CPU 20. The clock generator 22 may be 
structured by, for example, a crystal oscillator and a fre 
quency divider, and Supplies a generated clock signal to the 
CPU20, the bus controller 23, etc., to operate those devices at 
the clock speed. 

The bus controller 23 controls data transmission between 
the CPU bus 41 and the internal Xbus 43. The ROM24 stores 
a boot program, which is executed immediate after the coor 
dinate data input system 1S is turned on, device control pro 
grams for controlling the devices included in the system 1S, 
etc. The PCI bridge 25 is disposed between the CPU bus 41 
and the PCI bus 42 and transmits data between the PCI bus 42 
and devices connected to the CPU bus 41, such as the CPU20 
through the use of the cash memory 26. The cash memory 26 
may be configured by, for example, a DRAM. 
The hard disk 27 stores system software such as an oper 

ating system, a plurality of application programs, various data 
for multiple users of the coordinate data input system 1S. The 
hard disk (HD) controller 28 implements a standard interface, 
such as a integrated device electronics interface (IDE inter 
face), and transmits data between the PCI bus 42 and the hard 
disk 27 at a relatively high speed data transmission rate. 
The display controller 29 converts digital letter/character 

data and graphic data into an analog video signal, and controls 
the display panel 12 of the coordinate data input apparatus 1 
So as to display animage of the letters/characters and graphics 
thereon according to the analog video signal. 

The first image processing circuit 30 receives digital image 
data output from the first electronic camera 10 through a 
digital interface, such as an RS-422 interface. The first image 
processing circuit 30 then executes an object extraction pro 
cess, an object shape recognition process, a motion vector 
detection process, etc. Further, the first image processing 
circuit 30 supplies the first electronic camera 10 with a clock 
signal and an image transfer pulse via the above-described 
digital interface. 

Similarly, the second image processing circuit 31 receives 
digital image data output from the second electronic camera 
11 through a digital interface, such as also an RS-422 inter 
face. The second image processing circuit 31 is configured as 
the Substantially same hardware as the first image processing 
circuit 30, and operates substantially the same as the first 
image processing circuit 30 operates. That is, the second 
image processing circuit 31 also executes an object extraction 
process, an object shape recognition process, a motion vector 
detection process, and Supplies a clock signal and an image 
transfer pulse to the second electronic camera 11 as well. 

In addition, the clock signal and the image transfer pulse 
Supplied to the first electronic camera 10 and those signals 
Supplied to the second electronic camera 11 are maintained in 
synchronization. 
The LAN controller 32 controls communications between 

the control apparatus 2 and external devices connected to a 
local area network, such as an Ethernet, via the LAN interface 
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6 
The FD controller 34 transmits data between the PCI bus 

42 and the FD drive 35. The FD drive 35 reads and writes a 
floppy disk therein. The CD-ROM controller 36 transmits 
data between the PCI bus 42 and the CD-ROM drive 37. The 
CD-ROM drive 37 reads a CD-ROM disc therein and sends 
the read data to the CD-ROM controller 36. The CD-ROM 
controller 36 and the CD-ROM drive 37 may be connected 
with an IDE interface. 
The keyboard controller 38 converts serial key input sig 

nals generated at the keyboard 44 into parallel data. The 
mouse interface 39 is provided with a mouse port to be con 
nected with the mouse 45 and controlled by mouse driver 
Software or a mouse control program. In this example, the 
coordinate data input apparatus 1 functions as a data input 
device, and therefore the keyboard 44 and the mouse 45 may 
be omitted from the coordinate data input system 1S in nor 
mal operations except for a moment during a maintenance 
operation for the coordinate data input system 1S. The RTC 
generator 40 generates and Supplies calendar data, Such as 
day, hour, and minute, etc., and is battery back-upped. 
Now, a method for determining a location where a coordi 

nate input member has touched on or come close to the image 
display surface of the display panel 12 is described. FIG. 3 is 
a diagram illustrating a method for obtaining coordinates 
where a coordinate input member contacts or comes close to 
the display panel 12. Referring to FIG. 3, the first electronic 
camera 10 includes the wide-angle lens 50 and a CMOS 
image sensor 51, and the second electronic camera 11 also 
includes the wide-angle lens 52 and a CMOS image sensor 
53. 
As stated above, the first and second electronic cameras 10 

and 11 are disposed such that the optical axes of the wide 
angle lenses 50 and 52, i.e., the optical axes of incident lights 
to the cameras, are parallel to the display Surface of the 
display panel 12. Further, the first and second electronic cam 
eras 10 and 11 are disposed such that each of the angles of 
view of the electronic cameras 10 and 11 covers substantially 
a whole area where the coordinate input member can come 
close and touch the display panel 12. 

In FIG. 3, the symbol L denotes a distance between the 
wide-angle lens 50 and the wide-angle lens 52, and the sym 
bol X-Line denotes a line connecting the wide-angle lens 50 
and the wide-angle lens 52. The symbol A(x, y) denotes a 
point A where a coordinate input member comes close to or 
touches the display panel 12 and the coordinates (x, y) 
thereof. The point A(x, y) is referred as a contacting point. 
Further, the symbol (B1 denotes an angle which the line 
X-line forms with a line connecting the wide-angle lens 50 
and the contacting point A(x, y), and the symbol 2 denotes 
an angle that the X-line forms with a line connecting the 
wide-angle lens 52 and the contacting point A(x, y). 

FIG. 4 is a magnified view of the wide-angle lens 50 and the 
CMOS image sensor 51 of FIG. 3. Referring to FIG. 4, the 
symbol f denotes a distance between the wide-angle lens 50 
and the CMOS image sensor 51. The symbol Q denotes a 
point at which the optical axis of the wide-angle lens 50 
intersects the CMOS image sensor 51. The point Q is referred 
as an optical axis crossing point. 
The symbol P denotes a point where an image of the con 

tacting point A(x,y) is formed on the CMOS image sensor 51. 
The point P is referred as a projected point P of the contacting 
point A(x, y). The symbol h denotes a distance between the 
point P and the point Q. The symbola denotes an angle which 
the optical axis of the wide-angle lens 50 forms with the 
X-line, and the symbol 0 denotes an angle which the optical 
axis of the wide-angle lens 50 forms with a line connecting 
the contacting point A(x, y) and the point P. 
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Referring to FIG. 3 and FIG. 4, the following equations 
hold; 

0=arctan(h/f) (1) 

B1-C-0 (2) 

Where, the angle C. and the distance fare constant values, 
because these values are determined by a mounted mutual 
location of the wide-angle lens 50 and the CMOS image 
sensor 51, and a mounted angle of the wide-angle lens 50 to 
the line X-line at a manufacturing plant. Therefore, when the 
distance h is given, the angle B1 is solved. Regarding the 
second electronic camera 11, similar equations are hold, and 
thus the angle B2 is solved. 

After the angle f31 and the angle f32 are obtained, the 
coordinates of the contacting point A(x, y) are calculated by 
the followings based on a principle of trigonometrical Survey: 

x=LX tan B2 (tan B1+tan B2) (3) 

y=XX tan B1 (4) 

Next, a relation between the CMOS image sensor 51 and an 
image of the edges of the display panel 12 formed on the 
CMOS image sensor 51 is described. Each of the CMOS 
image sensors 51 and 53 has a two-dimensional array or a 
matrix of imaging picture elements (pixels) or imaging cells. 
When the number of imaging cells in a direction and the 
number of imaging cells in the other direction are different 
each other, the CMOS image sensors 51 and 53 are disposed 
Such that a side having the larger number of imaging cells is 
parallel to the surface of the display panel 12. 

Regarding the CMOS image sensors 51 and 53, a coordi 
nate axis along the direction having the larger number of 
imaging cells is represented by Ycamera axis. A coordinate 
axis along the direction having a smaller number of imaging 
cells, i.e., the direction perpendicular to the Ycamera axis is 
represented by Xcamera axis. Thus, images of the edges or 
margins of the display panel 12 that are formed on the CMOS 
image sensors 51 and 53 become a line parallel to the Ycam 
era axis and perpendicular to the Xcamera axis. A projection 
of the surface of the display panel 12 on the CMOS image 
sensors 51 and 53 is formed as substantially the same line on 
the CMOS image sensors 51 and 53. Accordingly, such a line 
formed on the CMOS image sensors 51 and 53 is hereinafter 
referred as “a formed line of the surface of the display panel 
12.” “a projected line of the surface of the display panel 12.” 
or just simply “the surface of the display panel 12.” 

FIG. 5 is a diagram illustrating a tilt of the surface of the 
display panel 12 to the CMOS image sensors 51 and 53. 
Referring to FIG. 5, when the surface of the display panel 12 
is not parallel, i.e., is tilted to the Ycamera axis as illustrated, 
the tilting angle 8 to the Ycamera axis is obtained as follows. 
When, points A(x1c, y1c), B(x2c, y2c), C(x3c, y3c) are 

arbitrary points on the projected line of the surface of the 
display panel 12. An angle 8 between a line connecting each 
point and the origin of the coordinate system and the Yeamera 
axis is stated as follows: 

83=arctan(x3cly3c) (7) 

After that, the tilted angle Ö is obtained as an average value 
of those angles: 
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8 
When the surface of the display panel 12 is tilted to the 

Ycamera axis, a tilted coordinate system, which tilts angle 6 
to the original coordinate system (Xcamera, Ycamera), may 
also be conveniently utilized to obtain a location of a coordi 
nate input member and a motion vector thereof. The tilted 
coordinate system is related to a rotation of the original coor 
dinate system at angle 6. When the surface of the display 
panel 12 tilts clockwise, the tilted coordinate system is 
obtained by being rotated counterclockwise, and vice versa. 
Relations between the original coordinate system (Xcamera, 
Ycamera) and the tilted coordinate system, which is denoted 
by (X1 camera, Y1camera), are the following: 

(9) X1 camera=XcameraX cos 8+YcameraX sin 8 

Y1 camera=XcameraX cos 8-YcameraX sin 8 (10) 

When the surface of the display panel 12 does not tilt to the 
Ycamera axis by, e.g., as a result of adjusting operation on the 
electronic cameras 10 and 11 at a production factory, or an 
installing and maintenance operation at a customer office, 
those coordinate conversions are not always needed. 

FIG. 6 is a flowchart illustrating operational steps for prac 
ticing a coordinate data inputting operation in the coordinate 
data input system 1S of FIG. 1 as an example configured 
according to the present invention. By the way, the CMOS 
image sensor 51 may not always have an appropriate image 
aspect ratio, or a ratio of the number of imaging cells in a 
direction to that in the other direction. In such a case, the first 
electronic camera 10 allows outputting the image signal cap 
tured by the CMOS image sensor 51 within a predetermined 
range from the Surface of the display panel 12 in a direction 
perpendicular to the surface. In other words, the first elec 
tronic camera 10 outputs digital image data in the predeter 
mined range to the first image processing circuit 30 in the 
control apparatus 2. Likewise, the second electronic camera 
11 outputs digital image data in a predetermined range to the 
second image processing circuit 31. 
With reference to FIG. 6, in step 5101, the first image 

processing circuit 30 extracts contours of an object as a coor 
dinate input member from frame image data received from 
the first electronic camera 10. As an example of extraction 
methods of contours of an object, the first image processing 
circuit 30 first determines gradients of image density among 
the pixels by differentiation, and then extracts contours based 
on a direction and magnitude of the gradients of image den 
sity. Further, the method described in Japanese Patent Publi 
cation No. 8-16931 may also be applied for extracting an 
object as a coordinate input member from frame image data. 

In step 5102, the first image processing circuit 30 measures 
plural distances between the object and the projected line of 
the surface of the display panel 12 on the CMOS image sensor 
51. For measuring a distance, the first image processing cir 
cuit 30 counts pixels included between a point on the contours 
of the extracted object and a point on the projected line of the 
surface of the display panel 12 on the CMOS image sensor 51. 
An image forming reduction ratio on the CMOS image sensor 
51 is fixed and a pixel pitch of the CMOS image sensor 51 
(i.e., the interval between imaging cells) is known. As a result, 
the number of pixels between two points determines a dis 
tance between the two points. 

For measuring plural distances between the object and the 
Surface of the display panel 12, the first image processing 
circuit 30 counts pixels as regards plural distances between 
the contours of the extracted object and the projected line of 
the surface of the display panel 12. 

In step S103, the first image processing circuit 30 extracts 
the least number of pixels among the plural numbers of pixels 
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counted for measuring plural distances in step S102. A sym 
bol Nmin denotes the least number of pixels among the plural 
numbers of pixels. Consequently, the distance being the mini 
mum value Nmin corresponds to a nearest point of the object 
to the surface of the display panel 12. The first image pro 
cessing circuit 30 then determines whether the minimum 
value Nmin is smaller than a predetermined number M0. 
When the minimum value Nmin is smaller than the predeter 
mined number M0, i.e., YES in step S103, the process pro 
ceeds to step S104, and when the minimum value Nmin is not 
smaller than the predetermined number M0, i.e., NO in step 
S103, the process returns to step S101. 

In step S104, the first image processing circuit 30 calcu 
lates motion vectors regarding predetermined plural points on 
the extracted contours of the object including the nearest 
point to the display panel 12. For this calculation, the first 
image processing circuit 30 uses the identical frame image 
data used for extracting the contours and the next following 
frame image data received from the first electronic camera 10. 

In this example, the first image processing circuit 30 
obtains optical flows, i.e., Velocity vectors, by calculating a 
rate of temporal change of a pixel image density. The first 
image processing circuit 30 also obtains a rate of spatial 
change of image densities of pixels in the vicinity of the pixel 
used for calculating the rate of temporal change of the pixel 
image density. The motion vectors are expressed on the coor 
dinate system (Xcamera, Ycamera), which associates with 
the projected line of the surface of the display panel 12 on the 
CMOS image sensor 51 (i.e., Ycamera) and the coordinate 
perpendicular to the Surface of the display panel 12 (i.e., 
Xcamera). 

FIG. 7 is a diagram illustrating an image captured by the 
first electronic camera 10. With Reference to FIG. 7, a thick 
line illustrates the projected line of the surface of the display 
panel 12 on the CMOS image sensors 51. The display panel 
12 includes a display area and a frame in circumference of and 
at approximately same level of the display screen Surface. 
Therefore, the surface of the display panel 12 can also be the 
surface of the frame. The alternate long and short dash line is 
drawn at a predetermined distance from the projected line of 
the surface of the display panel 12. The predetermined dis 
tance corresponds to the predetermined number M0 of pixels 
at the step S103 of FIG. 6, and the region limited by the 
predetermined distance is denoted by REGION FOR 
OBTAINING MOTION VECTORS. The linked plural lines 
illustrate a pen as the extracted contours of the object at the 
step S101 of FIG. 6. 

In this example, the nearest point of the pen to the display 
panel 12, which is marked by the black dot at the tip of the pen 
in FIG. 7, is in the REGION FOR OBTAINING MOTION 
VECTORS. Accordingly, a calculation of motion vectors, 
which is executed at the step S104 of FIG. 6, results in such as 
the motion vector and components thereof. Vx and Vy as 
illustrated in FIG. 7 regarding the nearest point (black dot) of 
the pen. 

Referring back to FIG. 6, in step S105, the CPU20 stores 
motion vector components along the direction Xcamera of 
the calculated vectors, such as the component Vx illustrated 
in FIG. 7, in the main memory 21. The CPU 20 stores those 
vector components from each obtained frame image data in 
Succession. The Successively stored motion vector data is also 
referred as trace data. 

In step S106, the CPU20 determines whether the extracted 
object, Such as the pen in FIG. 7, has made an attempt to input 
coordinates on the display panel 12 based on the trace data of 
motion vectors. A determining method is further described 
later. When the extracted object has made an attempt to input 
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10 
coordinates, i.e., YES in step S107, the process proceeds to 
step S108, and when the object has not made an attempt to 
input coordinates, i.e., No in step S107, the process branches 
to step S109. 

In step S108, the CPU20 measures the distanceh between 
the optical axis crossing point Q and a projected point P of a 
contacting point A(x, y) of the object. When the extracted 
object is physically soft, such as a human finger, the extracted 
object may contact at an area rather than a point. In Such case, 
the contacting point A(x,y) can be replaced with the center of 
the contacting area. In addition, as stated earlier, the term 
contacting point A(x, y) is applied for not only a contacting 
state of the object and the display panel 12, but also a state that 
the object is adjacent to the display panel 12. 
A range from the optical axis crossing point Q to an end of 

the CMOS image sensor 51 contains a fixed number (denoted 
by N1) of pixels, which only depends upon relative locations 
of the wide-angle lens 50 and the CMOS image sensor 51 
being disposed. 
On the other hand, a range from the point P to the end of the 

CMOS image sensor 51 contains variable pixels (denoted by 
N2), which varies depending upon the location of the con 
tacting point A(x, y) of the object. Therefore, the range 
between the point Q and the point P contains N1–N2 pixels, 
and the distance between the point Q and point P in the 
direction Ycamera, i.e., the distanceh, is determined as N1 
N2 x the pitch of the pixels. 

Referring back again to FIG. 6, in step S110, the CPU 20 
Solves the angle B1 by using the equations (1) and (2), with 
known quantities f and C., and the measured distance h. As 
regards image data received from the second electronic cam 
era 11, the CPU20 solves the angle f32 in a similar manner. 

In step S111, the CPU20 solves the coordinates X and y of 
the object on the display panel 12 by using the equations (3) 
and (4), with known quantities L., and the solved angles B1 
and B2. 

In step S109, the CPU20 determines whether the object is 
still within the predetermined region above the display panel 
12 using the trace data of motion vector components VX of the 
object. When the object is in the predetermined region, i.e., 
YES in step S109, the process returns to step S104 to obtain 
motion vectors again, and when the object is out of the pre 
determined region, i.e., NO in step S109, the process returns 
to step S101. 
As stated above, for Solving B1, B2, X and y by using 

equations (1), (2), (3) and (4), the calculating operations is 
executed by the CPU20. However, angles B1, B2 may also be 
solved by the first image processing circuit 30 and the second 
image processing circuit 31, respectively, and then the 
obtained B1, B2 are transferred to the CPU20 to solve the 
coordinates X and y. 

In addition, the CPU 20 may also execute the above-de 
scribed contour extracting operation in step S101, the dis 
tance measuring operation in step S102, the least number 
extracting and comparing operation in steps S103 and S104 in 
place of the first image processing circuit 30. When the CPU 
20 executes the operation, the hard disk 27 may initially store 
program codes, and the program codes are loaded to the main 
memory 21 for execution every time after the system 1S is 
boot upped. 
When the coordinate data input system 1S is in a writing 

input mode or a drawing input mode, the CPU 20 generates 
display data according to the obtained plural sets of coordi 
nates X and y of the object, i.e., the locus data of the object, 
and sends the generated display data to the display controller 
29. Thus, the display controller 29 displays an image corre 
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sponding to the locus of the object on the display panel 12 of 
the coordinate data input apparatus 1. 
A certain type of display panel. Such as a rear projection 

display, has a relatively elastic Surface, such as a plastic sheet 
screen. FIG. 8 is a diagram illustrating an image captured by 
the first electronic camera 10 when an input pen distorts the 
Surface of a display panel. In the captured image, the tip of the 
pen is out of the frame due to the distortion or warp in the 
Surface of the display panel caused by the pressure of the pen 
stroke. Intersections of the surface of the display panel 12 and 
the contours of the pen are denoted by point A and point B. 

Accordingly, when the method of FIG. 6 is applied for a 
display panel having such a relatively elastic Surface, the 
middle point of the points A and B may be presumed or 
Substantially equivalent to a nearest point of the pen as well as 
a literal sense of the nearest point, such as the black dot at the 
tip of the pen illustrated in FIG. 7. 

FIG.9 is a flowchart illustrating operational steps for prac 
ticing a coordinate data inputting operation as another 
example configured according to the present invention. The 
method is also executed on the coordinate data input system 
1S of FIG. 1. 

With reference to FIG. 9, in step S201, the first image 
processing circuit 30 or the CPU 20 extracts contours of an 
object as a coordinate input member from frame image data 
received from the first electronic camera 10. 

In step S202, the first image processing circuit 30 or the 
CPU20 first extracts geometrical features of the shape of the 
extracted contours of the object. For extracting geometrical 
features, the first image processing circuit 30 or the CPU20 
determines the position of the barycenter of the contours of 
the object, then measures distances from the barycenter to 
plural points on the extracted contours for all radial directions 
like the spokes of a wheel. Then, the CPU 20 extracts geo 
metrical features of the contour shape of the object based on 
relations between each direction and the respective distance. 
Japanese Laid-Open Patent Publication No. 8-3 15152 may 
also be referred for executing the above-stated character 
extraction method. 

After that, the CPU20 compares the extracted geometrical 
features of the contour shape of the object with features of 
cataloged shapes of potential coordinate input members one 
after the other. The shapes of potential coordinate input mem 
bers may be stored in the ROM 24 or the hard disk 27 in 
advance. 
When the operator of the coordinate data input system 1S 

points to an item on a menu or an icon, or draws a line, etc., 
with a coordinate input member, the axis of the coordinate 
input member may tilt in any direction with various tilting 
angles. Therefore, the CPU20 may rotate the contour shape 
of the object for predetermined angles to compare with the 
cataloged shapes. 

FIG. 10 is a diagram illustrating an image captured by the 
first electronic camera 10 when an input pen as a coordinate 
input member tilts to the surface of a display panel 12. In this 
case, the pen tilts to the Surface of the display panel 12 at an 
angle AR as illustrated. Therefore, when the CPU 20 
inversely rotates, i.e., rotates counterclockwise, the contour 
shape of the object at the angle AR, the contour shape easily 
coincides with one of the cataloged shapes. 

Instead of Such a rotating operation of the contour shape, 
the shapes of potential coordinate input members may be 
rotated at plural angles in advance, and the rotated shapes 
stored in the ROM 24 or the hard disk 27. Thus, the real-time 
rotating operation of the contour shape is not needed; conse 
quently, execution time for the coordinate data inputting 
operation is further saved. 
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FIG. 11 is a diagram illustrating an image having an axially 

symmetric pen captured by the first electronic camera 10. As 
in the illustrated example, various sorts of potential coordi 
nate input members, such as a pen, a magic marker, a stick, a 
rod, etc., have axial symmetry. Therefore, the CPU 20 may 
analyze whether the captured object has axial symmetry, and 
when the captured object has axial to symmetry, the CPU20 
can simply presume the captured object to be a coordinate 
input member. 
By this method, not all the cataloged shapes of potential 

coordinate input members are required to be stored in the 
ROM 24 or the hard disk 27: therefore storage capacity 
thereof is saved. As an example, the axial symmetry may be 
determined based on distances from the barycenter to plural 
points on the extracted contours. 

Referring back to FIG.9, in step S203, the CPU20 deter 
mines whether the character extracted contour shape of the 
object coincides with one of the cataloged shapes of potential 
coordinate input members by determining methods including 
the above-stated methods. When the character extracted con 
tour shape coincides with one of the cataloged shapes, i.e., 
YES in step S203, the process proceeds to step S204, and 
when the contour shape does not coincide with any of the 
cataloged shapes, i.e., NO in step S203, the process returns to 
step S201. 

In step S204, the first image processing circuit 30 or the 
CPU 20 measures plural distances between points on the 
contours of the extracted object and points on the projected 
line of the surface of the display panel 12. For measuring 
those distances, the first image processing circuit 30 or the 
CPU20 counts pixels included between a point on the con 
tours of the extracted object and a point on the projected line 
of the surface of the display panel 12 with respect to each of 
the plural distances. A distance between two points is 
obtained as the product of the pixel pitch of the CMOS image 
sensor 51 and the number of pixels between the points. 

In step S205, the first image processing circuit 30 or the 
CPU20 extracts the least number of pixels, which is denoted 
by Nmin, among the plural numbers of pixels counted in step 
S204, and determines whether the minimum value Nmin is 
smaller than a predetermined number M0. When the mini 
mum value Nmin is smaller than the predetermined number 
M0, i.e., YES in step S205, the process proceeds to step S206, 
and when the minimum value Nmin is not smaller than the 
predetermined number M0, i.e., NO in step S205, the process 
returns to step S201. 

In step S206, the first image processing circuit 30 or the 
CPU20 calculates motion vectors (Vx, Vy) regarding prede 
termined plural points on the extracted contours of the object 
including the nearest point to the display panel 12. The com 
ponent VX is a vector componentalong the Xcamera axis, i.e., 
a direction perpendicular to the projected line of the surface of 
the display panel 12, and the component Vy is a vector com 
ponent along the Ycamera axis, i.e., a direction along the 
Surface of the display panel 12. For calculating the motion 
vectors, the first image processing circuit 30 or the CPU20 
uses consecutive two frames and utilizes the optical flow 
method stated above. 

In step S207, the CPU20 successively stores motion vector 
components along the direction of Xcamera (i.e., VX) of the 
calculated motion vectors of frames in the main memory 21 as 
trace data. In step S208, the CPU20 determines whether the 
extracted object has made an attempt to input coordinates on 
the display panel 12 based on the trace data of motion vectors. 
When the object has made an attempt to input coordinates, 
i.e., YES in step S209, the process branches to step S211, and 
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when the object has not made an attempt, i.e., No in step S209, 
the process proceeds to step S210. 

In step S210, the CPU20 determines whether the object is 
within a predetermined region above the display panel 12 
using the trace data of motion vector components VX of the 
object. When the object is in the predetermined region, i.e., 
YES in step S210, the process returns to step S206 to obtain 
new motion vectors again, and when the object is out of the 
predetermined region, i.e., NO in step S210, the process 
returns to step S201. 

In step S211, the first image processing circuit 30 or the 
CPU20 measures a distance h on the CMOS image sensor 51 
between the optical axis crossing point Q and a projected 
point P of a contacting point A(x, y). In step S212, with 
reference to FIG. 4, the CPU20 solves the angle B1 by using 
the equations (1) and (2), with known quantities f and C., and 
the measured distanceh. As regards image data received from 
the second electronic camera11, the CPU20 solves the angle 
C2 in a similar manner. 

In step S213, referring to FIG. 3, the CPU 20 solves the 
coordinates X and y of the object on the display panel 12 by 
using the equations (3) and (4), with known quantities L., and 
the solved angles B1 and 32. 
As described, the CPU 20 only inputs coordinates of an 

object that coincides with one of cataloged shapes of potential 
coordinate input members. Accordingly, the coordinate data 
input system 1S can prevent an erroneous or unintentional 
inputting operation, e.g., inputting coordinates of an opera 
tors arm, head, etc. 

FIG. 12 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation as another 
example configured according to the present invention. This 
example is applied for, e.g., inputting a pointing or clicking 
operation for an icon, an item in a menu, etc., being displayed 
on the display panel 12. The method is also executed on the 
coordinate data input system 1S of FIG. 1. 

With reference to FIG. 12, in step S301, the first image 
processing circuit 30 or the CPU 20 extracts contours of an 
object as a coordinate input member from frame image data 
received from the first electronic camera 10. In step S302, the 
first image processing circuit 30 or the CPU 20 determines 
whether the contour shape of the object is regarded as a 
coordinate input member. When the contour shape of the 
object is regarded as a coordinate input member, i.e., YES in 
step S302, the process proceeds to step S303, and when the 
contour shape of the object is not regarded as a coordinate 
input member, i.e., NO in step S302, the process returns to 
step S301. 

In step S303, the first image processing circuit 30 or the 
CPU 20 measures plural distances between points on the 
contours of the extracted object and points on the projected 
line of the surface of the display panel 12. For measuring 
those distances, the first image processing circuit 30 or the 
CPU20 counts pixels included between a point on the con 
tours of the extracted object and a point on the projected line 
of the Surface of the display panel 12 regarding each of the 
distances. A distance between two points is obtained as the 
product of the pixel pitch of the CMOS image sensor 51 and 
the number of pixels between the points. 

In step S304, the first image processing circuit 30 or the 
CPU20 extracts the least number of pixels Nmin among the 
plural numbers of pixels counted in step S303, and deter 
mines whether the minimum value Nmin is smaller than a 
predetermined number M0. When the minimum value Nmin 
is smaller than the predetermined number M0, i.e., YES in 
step S304, the process proceeds to step S305, and when the 
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minimum value Nmin is not smaller than the predetermined 
number M0, i.e., NO in step S304, the process returns to step 
S301. 

In step S305, the first image processing circuit 30 or the 
CPU20 calculates motion vectors (Vx, Vy) regarding prede 
termined plural points on the extracted contours of the object 
including the nearest point to the display panel 12. The com 
ponent VX is a vector componentalong the Xcamera axis, i.e., 
a direction perpendicular to the projected line of the surface of 
the display panel 12, and the component Vy is a vector com 
ponent along the Ycamera axis, i.e., a direction along the 
Surface of the display panel 12. For calculating the motion 
vectors, the first image processing circuit 30 or the CPU20 
uses two consecutive frames of image data and utilizes the 
optical flow method stated above. 

In step S306, the CPU20 successively stores motion vector 
components along the direction Xcamera, i.e., component 
VX, of plural frames in the main memory 21 as trace data. 

In step S307, the CPU 20 determines whether a moving 
direction of the extracted object has been reversed from an 
advancing motion toward the display panel 12 to a leaving 
motion from the panel 12 based on the trace data of motion 
vectors. When the moving direction of the extracted object 
has been reversed, i.e., YES in step S307, the process 
branches to step S309, and when the moving direction has not 
reversed, i.e., No in step S307, the process proceeds to step 
S3O8. 

In step S308, the first image processing circuit 30 or the 
CPU20 determines whether the object is within a predeter 
mined region above the display panel 12 using the trace data 
of motion vector components Vx of the object. When the 
object is in the predetermined region, i.e., YES in step S308, 
the process returns to step 5305 to obtain new motion vectors 
again, and when the object is out of the predetermined region, 
i.e., NO in step S308, the process returns to step S301. 

In step S309, the first image processing circuit 30 or the 
CPU20 measures a distance h on the CMOS image sensor 51 
between the optical axis crossing point Q and a projected 
point P of a contacting point A(x, y) of the object. For pro 
jected point P. for example, a starting point of a motion vector 
being centered among plural motion vectors, whose direction 
has been reversed, is used. 

In step. S310, referring to FIG. 4, the CPU 20 solves the 
angle B1 by using the equations (1) and (2), with known 
quantities f and C., and the measured distance h. As regards 
image data received from the second electronic camera 11, 
the CPU20 solves the angle B2 in a similar manner. 

In step S311, referring to FIG. 3, the CPU 20 solves the 
coordinates X and y of the object on the display panel 12 by 
using the equations (3) and (4), with known quantities L., and 
the solved angles B1 and B2. 

FIG. 13 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation as another 
example configured according to the present invention. This 
example is applied to, for example, inputting information 
while a coordinate input member is staying at the Surface of 
the display panel 12. The method is also executed on the 
coordinate data input system 1S of FIG. 1. 

Referring to FIG. 13, in step S401, the first image process 
ing circuit 30 or the CPU20 extracts contours of an object as 
a coordinate input member from frame image data received 
from the first electronic camera 10. In step S402, the first 
image processing circuit 30 or the CPU 20 determines 
whether the contour shape of the object is regarded as a 
coordinate input member. When the contour shape of the 
object is regarded as a coordinate input member, i.e., YES in 
step S402, the process proceeds to step S403, and when the 
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contour shape of the object is not regarded as a coordinate 
input member, i.e., NO in step 5402, the process returns to 
step S401. 

In step S403, the first image processing circuit 30 or the 
CPU 20 measures plural distances between points on the 
contours of the extracted object and points on the projected 
line of the surface of the display panel 12. For measuring 
those distances, the first image processing circuit 30 or the 
CPU20 counts pixels included between a point on the con 
tours of the extracted object and a point on the projected line 
of the surface of the display panel 12 for each of the distances. 
A distance between two points is obtained as the product of 
the pixel pitch of the CMOS image sensor 51 and the number 
of pixels between the points. 

In step S404, the first image processing circuit 30 or the 
CPU20 extracts the least number of pixels Nmin among the 
plural numbers of pixels counted in step S403, and deter 
mines whether the minimum value Nmin is smaller than a 
predetermined number M0. When the minimum value Nmin 
is smaller than the predetermined number M0, i.e., YES in 
step S404, the process proceeds to step S405, and when the 
minimum value Nmin is not smaller than the predetermined 
number M0, i.e., NO in step S404, the process returns to step 
S401. 

In step S405, the first image processing circuit 30 or the 
CPU20 calculates motion vectors (Vx, Vy) regarding prede 
termined plural points on the extracted contours of the object 
including the nearest point to the display panel 12. VX is a 
vector component along the Xcamera axis, i.e., a direction 
perpendicular to the projected line of the surface of the dis 
play panel 12, and Vy is a vector component along the Ycam 
era axis, i.e., a direction along the surface of the display panel 
12. For calculating the motion vectors, the first image pro 
cessing circuit 30 or the CPU20 uses two consecutive frames 
and utilizes the optical flow method stated above. 

In step S406, the CPU20 successively stores motion vector 
components along the direction Xcamera of the calculated 
vectors, i.e., the component VX, in the main memory 21 as 
trace data. 

In step S407, the CPU20 determines whether the vector 
component Vx, which is perpendicular to the plane of the 
display panel 12, has become a value of Zero from an advanc 
ing motion toward the display panel 12. When the component 
Vx of the motion vector has become practically zero, i.e., YES 
in step S407, the process branches to step S409, and when the 
component Vx has not become Zero yet, i.e., No in step S407, 
the process proceeds to step S408. 

In step S408, the CPU20 determines whether the object is 
located within a predetermined region above the display 
panel 12 using the trace data of motion vectors component VX 
of the object. When the object is located in the predetermined 
region, i.e., YES in step S408, the process returns to step S405 
to obtain new motion vectors again, and when the object is out 
of the predetermined region, i.e., NO in step S408, the process 
returns to step S401. 

In step S409, the CPU 20 determines that a coordinate 
inputting operation has been started, and transits the state of 
the coordinate data input system 1S to a coordinate input 
state. In step S410, the first image processing circuit 30 or the 
CPU20 measures a distanceh between the optical axis cross 
ing point Q and the projected point P of a contacting point 
A(x, y) of the object on the CMOS image sensor 51. 

In step S411, referring to FIG. 4, the CPU 20 solves the 
angle B1 by using the equations (1) and (2), with known 
quantities f and C., and the measured distance h. As regards 
image data received from the second electronic camera 11, 
the CPU20 solves the angle B2 in a similar manner. In step 
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S412, referring to FIG. 3, the CPU20 solves the coordinates 
X and y of the object on the display panel 12 by using the 
equations (3) and (4), with known quantities L., and the solved 
angles B1 and B2. 

In step S413, the CPU20 determines whether the motion 
vector component Vy at the point P has changed while the 
other motion vector component Vx is value of Zero. In other 
words, the CPU20 determines whether the object has moved 
in any direction whatever along the Surface of the display 
panel 12. When the motion vector componentVy has changed 
while the other motion vector componentVx is zero, i.e., YES 
in step S413, the process returns to step S410 to obtain the 
coordinates X and y of the object at a moved location. When 
the motion vector component Vy has not changed, i.e., No in 
step S413, the process proceeds to step S414. 

Further, the CPU20 may also determine the motion vector 
component Vy under a condition that the other componentVX 
is a positive value, which represents a direction approaching 
toward the display panel 12 in addition to the above-described 
condition of the component VX is Zero. 

In step S414, the CPU20 determines whether the motion 
vector component VX regarding the point P has become a 
negative value, which represents a direction leaving from the 
display panel 12. When the motion vector component Vx has 
become a negative value, i.e., YES in step S414, the process 
proceeds to step S415, and if NO, the process returns to step 
S410. In step S415, the CPU 20 determines that the coordi 
nate inputting operation has been completed, and terminates 
the coordinate input state of the coordinate data input system 
1S. 

Thus, the CPU20 can generate display data according to 
the coordinated data obtained during the above-described 
coordinate input state, and transmit the generated display data 
to the display controller 29 to display an image of the input 
data on the display panel 12. 

FIG. 14 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation as another 
example configured according to the present invention. These 
operational steps are also executed on the coordinate data 
input system 1S of FIG.1. In this example, a framerate output 
from each of the first and second electronic cameras 10 and 11 
varies depending on a distance of a coordinate input member 
from the display panel 12. The frame rate may be expressed as 
the number of frames per one second. 
When a coordinate input member is within a predeter 

mined distance, the framerate output from each of the CMOS 
image sensors 51 and 53 is increased to obtain the motion of 
the coordinate input member further in detail. When the coor 
dinate input member is out of the predetermined distance, the 
output frame rate is decreased to reduce loads of the other 
devices in the coordinate data input system 1S, such as the 
first image processing circuit 30, the second image processing 
circuit 31, the CPU20, etc. 
The frame rate of each of the first and second electronic 

cameras 10 and 11, i.e., the frame rate of each of the CMOS 
image sensors 51 and 53, is capable of being varied as nec 
essary between at least at two frame rates, one referred to as 
a high frame rate and the other referred to as a low frame rate. 
A data size per unit time input to the first image processing 
circuit 30 and the second image processing circuit 31 varies 
depending on the frame rate of the image data. When the 
coordinate data input System 1S is powered on, the low frame 
rate is initially selected as a default frame rate. 

Referring now to FIG. 14, in step S501, the first image 
processing circuit 30 or the CPU 20 extracts contours of an 
object as a coordinate input member from frame image data 
received from the first electronic camera 10. In step S502, the 
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first image processing circuit 30 or the CPU 20 determines 
whether the contour shape of the object is regarded as a 
coordinate input member. When the contour shape of the 
object is regarded as a coordinate input member, i.e., YES in 
step S502, the process proceeds to step S503, and when the 5 
contour shape of the object is not regarded as a coordinate 
input member, i.e., NO in step S502, the process returns to 
step S501. 

In step S503, the first image processing circuit 30 or the 
CPU 20 measures plural distances between points on the 10 
contours of the extracted object and points on the projected 
line of the surface of the display panel 12. For measuring 
those distances, the first image processing circuit 30 or the 
CPU20 counts pixels included between a point on the con 
tours of the extracted object and a point on the projected line 15 
of the Surface of the display panel 12 regarding each of the 
distances. A distance between two points is obtained as the 
product of the pixel pitch of the CMOS image sensor 51 and 
the number of pixels between the points. 

In step S504, the first image processing circuit 30 or the 20 
CPU20 extracts the least number of pixels Nmin among the 
plural numbers of pixels counted in step S503, and deter 
mines whether the minimum value Nminis Smaller thana first 
predetermined number M1. When the minimum value Nmin 
is smaller than the first predetermined number M1, i.e., YES 25 
in step S504, the process proceeds to step S505, and when the 
minimum value Nmin is not smaller than the first predeter 
mined number M1, i.e., NO in step S504, the process returns 
to step S501. 

The first predetermined number M1 in the step S504 is 30 
larger than a second predetermined number M0 for starting 
trace of vector data used in the following steps. 

In step S505, the first image processing circuit 30 sends a 
command to the first electronic camera 10 to request increas 
ing the output framerate of the CMOS image sensor 51. Such 35 
a command for Switching the frame rate, i.e., from the low 
frame rate to the high frame rate or from the high frame rate 
to the low frame rate, is transmitted through a cable that also 
carries image data. When the first electronic camera 10 
receives the command, the first electronic camera10 controls 40 
the CMOS image sensor 51 to increase the output frame rate 
thereof. As an example for increasing the output framerate of 
the CMOS image sensor 51, the charge time of each of pho 
toelectric conversion devices, i.e., the imaging cells, in the 
CMOS image sensor 51 may be decreased. 45 

In step S506, the CPU20 determines whether the object is 
in a second predetermined distance from the display panel 12 
to start a tracing operation of motion vectors of the object. In 
other words, the CPU 20 determines if the minimum value 
Nmin is smaller than the second predetermined number M0, 50 
which corresponds to the second predetermined distance, and 
if YES, the process proceeds to step S507, and if No, the 
process branches to step S508. 

In step S507, the CPU20 traces the motion of the object 
and generates coordinate data of the object according to the 55 
traced motion vectors. As stated earlier, the second predeter 
mined number MO is smaller than the first predetermined 
number M1; therefore, the spatial range for tracing motion 
vectors of the object is Smaller than the spatial range for 
outputting image data with the high frame rate from the 60 
CMOS image sensor 51. 

In step S508, the first image processing circuit 30 deter 
mines whether the minimum value Nmin is still smaller than 
the first predetermined number M1, i.e., the object is still in 
the range of the first predetermined number M1. When the 65 
minimum value Nmin is still smaller than the first predeter 
mined number M1, i.e., YES in step S508, the process returns 
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to step S506, and when the minimum value Nmin is no longer 
smaller than the first predetermined number M1, i.e., NO in 
step S508, the process proceeds to step S509. 

In step S509, the first image processing circuit 30 sends a 
command to the first electronic camera 10 to request decreas 
ing the output frame rate of the CMOS image sensor 51, and 
then the process returns to the step S501. Receiving the com 
mand, the first electronic camera 10 controls the CMOS 
image sensor 51 to decrease again the output frame rate 
thereof. 

In the above-described operational steps, the second elec 
tronic camera 11 and the second image processing circuit 31 
operate Substantially the same as the first electronic camera 
10 and the first image processing circuit 30 operate. 

In this example, while the coordinate input device is a 
distant place from the display panel 12, the first electronic 
camera 10 and the second electronic camera 11 operate in a 
low framerate, and output a relatively small quantity of image 
data to the other devices. Consequently, power consumption 
of the coordinate data input system 1S is decreased. 

FIG. 15 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation as another 
example configured according to the present invention. These 
operational steps are also executed on the coordinate data 
input system 1S of FIG. 1. In this example, an image area 
output from each of the CMOS image sensors 51 and 53 
varies depending upon a distance of a coordinate input mem 
ber from the display panel 12. In other words, the output 
image area is limited within a predetermined distance from a 
coordinate input member depending on a location of the 
coordinate input member. When the output image area is 
limited in a small area, an image data size included in a frame 
is also decreased, and consequently the decreased data size 
decreases loads of devices, such as the first image processing 
circuit 30, the second image processing circuit 31, the CPU 
20, etc. That is, the power consumption of the coordinate data 
input system 1S is also decreased. 
The pixels in each of the CMOS image sensors 51 and 53 

can be randomly accessed by pixel, i.e., the pixels in the 
CMOS image sensors 51 and 53 can be randomly addressed 
to output the image signal thereof. This random accessibility 
enables the above-stated output image area limitation. When 
the coordinate data input System 1S is powered on, the output 
image area is set to cover a region Surrounded by a whole 
horizontal span of and a predetermined altitude range above 
the display panel 12 as a default image area. 

Referring now to FIG. 15, in step S601, the first image 
processing circuit 30 or the CPU 20 extracts contours of an 
object as a coordinate input member from frame image data 
received from the first electronic camera 10. In step S602, the 
first image processing circuit 30 or the CPU 20 determines 
whether the contour shape of the object is regarded as a 
coordinate input member. When the contour shape of the 
object is regarded as a coordinate input member, i.e., YES in 
step S602, the process proceeds to step S603, and when the 
contour shape of the object is not regarded as a coordinate 
input member, i.e., NO in step S602, the process returns to 
step S601. 

In step S603, the first image processing circuit 30 or the 
CPU 20 measures plural distances between points on the 
contours of the extracted object and points on the projected 
line of the surface of the display panel 12. For measuring 
those distances, the first image processing circuit 30 or the 
CPU20 counts pixels included between a point on the con 
tours of the extracted object and a point on the projected line 
of the surface of the display panel 12 for each of the distances 
for each measuring distance. A distance between two points is 
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obtained as the product of the pixel pitch of the CMOS image 
sensor 51 and the number of pixels between the two points. 

In step S604, the first image processing circuit 30 or the 
CPU20 extracts the least number of pixels Nmin among the 
plural numbers of pixels counted in step S603, and deter 
mines whether the minimum value Nmin is smaller than a 
predetermined number K. When the minimum value Nminis 
smaller than the predetermined number K, i.e., YES in step 
S604, the process proceeds to step S605, and when the mini 
mum value Nmin is not Smaller than the predetermined num 
ber K, i.e., NO in step S604, the process returns to step S601. 

FIG.16A is a diagram illustrating animage captured by the 
first electronic camera 10 and an output limitation of the 
image. In FIG. 16A, the symbol K denotes a predetermined 
distance, and the symbol ym denotes a coordinate of the 
illustrated coordinate input member from an end of the 
CMOS image sensor 51 in the Ycamera axis direction. 

Referring back to FIG. 15, in step S605, the first image 
processing circuit 30 first calculates the distance ym of the 
object from an end of the CMOS image sensor 51. After that, 
the first image processing circuit 30 sends a command to the 
first electronic camera10 to limit the output image area of the 
CMOS image sensor 51 in a relatively small area. Referring 
back to FIG. 16A, the limited area corresponds to an inside 
area enclosed by a predetermined distance W from the coor 
dinate input member for both sides in the Ycamera axis direc 
tion. 

Such a command for limiting the output image area is 
transmitted through a common cable that carries image data. 
When the first electronic camera 10 receives the command, 
the first electronic camera 10 controls the CMOS image sen 
sor 51 so as to limit the output image area thereof. 
FIG.16B is a diagram illustrating an image captured by the 

first electronic camera 10 and a displaced output limitation of 
the image. In FIG. 16B, the symbol ym denotes an original 
location of a coordinate input member and the symbolym1 
denotes a displaced location thereof. The symbol LL denotes 
a displacement of the coordinate input member from the 
original location ym to the displaced location ym1. As illus 
trated, when the coordinate input member moves from the 
original locationym to the locationym1, the limiting rangew 
of the output image also follows to the new location ym1. 

Referring back to FIG. 15, in step S606, the first image 
processing circuit 30 determines whether the object has 
moved in the Ycamera axis direction. When the object has 
moved, i.e., YES in step S606, the process proceeds to step 
S607, and ifNO in step S606, the process skips the step S607 
and jumps to step S608. 

In step S607, the first image processing circuit 30 sends a 
command to the first electronic camera 10 to limit the output 
image area of the CMOS image sensor 51 in the distance w 
around the moved location ym1 of the object as illustrated in 
FIG. 16B. Thus, as long as the object stays under the prede 
termined altitude Kabove the display panel 12, the first elec 
tronic camera 10 carries on sending images limited in an area 
corresponding to the distance w around the object to the first 
image processing circuit 30. 

In step S608, the CPU20 determines whether the object is 
within a predetermined distance from the display panel 12 to 
start a tracing operation of motion vectors of the object. In 
other words, the CPU 20 determines if the minimum value 
Nmin is smaller than the predetermined number M0, which 
corresponds to the predetermined distance, and if YES in step 
S608, the process proceeds to step S609, and if No in step 
S608, the process branches to step S610. 
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In step S609, the CPU 20 traces motion vectors of the 

object, and inputs coordinate data of the object according to 
traced motion vectors. 

In step S610, the CPU20 determines whether the object is 
still within the predetermined altitude K above the display 
panel 12 for outputting image data limited in the range 2w. 
When the object is within the predetermined altitude K, i.e., 
YES in step S610, the process returns to step S608, and when 
the object is no longer within the predetermined altitude K. 
i.e., NO in step S610, the process proceeds to step S611. 

In step S611, the first image processing circuit 30 sends a 
command to the first electronic camera 10 to expand the 
output image area of the CMOS image sensor 51 to cover the 
whole area of the display panel 12, and then the process 
returns to the step S601. When the first electronic camera 10 
receives the command, the first electronic camera10 controls 
the CMOS image sensor 51 to expand the output image that 
covers the whole area of the display panel 12 so as to be in the 
same state as when the coordinate data input system 1S is 
turned on. 

In the above-described operational steps, the second elec 
tronic camera 11 and the second image processing circuit 31 
operate Substantially the same as the first electronic camera 
10 and the first image processing circuit 30 operate. 

Present-day large Screen display devices in the market, 
Such as a plasma display panel (PDP) or a rear projection 
display generally have a 40-inch to 70-inch screen with 1024 
pixel by 768-pixel resolution, which is known as an XGA 
screen. For capitalizing on those performance figures to a 
coordinate data input system, image sensors, such as the 
CMOS image sensors 51 and 53 are desirable to be provided 
with about 2000 imaging cells (pixels) in a direction. Against 
those backdrops, the following examples according to the 
present invention are configured to further reduce costs of a 
coordinate data input system. 

FIG. 17 is a schematic view illustrating a coordinate data 
input system 60S as another example configured according to 
the present invention. The coordinate data input system 60S 
includes a coordinate data input apparatus 60 and a control 
apparatus 61. The coordinate data input apparatus 60 includes 
a first linear sensor camera 70, a second linear sensor camera 
71, an area sensor camera 72, a display panel 73, and a frame 
74. 
The linear sensor camera may also be referred as a line 

sensor camera, a one-dimensional sensor camera, a 1-D cam 
era, etc., and the area sensor camera may also be referred as a 
Video camera, a two-dimensional camera, a two-dimensional 
electronic camera, a 2-D camera, a digital still camera, etc. 

Each of the first linear sensor camera 70 and the second 
linear sensor camera 71 includes a wide-angle lens, which 
covers 90 degrees or more and a charge coupled device 
(CCD) linear image sensor. The first linear sensor camera 70 
and the second linear sensor camera 71 output image data as 
analog signals. The CCD linear image sensor is provided 
with, for example, 2000 pixel imaging cells, i.e., photoelec 
tric converters, such as photodiodes. Thus, the first linear 
sensor camera 70 and the second linear sensor camera 71 have 
an image resolution for reading an image on an XGA screen 
display in a direction along the array of the imaging cells, 
repetitively. 

Further, the two linear sensor cameras are disposed in an 
appropriate crossing angle of the optical axes thereof, and 
therefore enables inputting various information including 
two-dimensional coordinates. Such as information on a 
selecting operation of an item in a menu window, a drawing 
operation of free handlines and letters, etc. 
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The area sensor camera 72 includes a wide-angle lens, 
which covers 90 degrees, or more, a two-dimensional CMOS 
image sensor, and an analog to digital converter. The two 
dimensional CMOS image sensor has enough imaging cells 
and an enough output frame rate to enable recognizing the 
motion of a coordinate input member. The two-dimensional 
CMOS image sensor, for example, a sensor having 640 by 
480 imaging cells, which is referred to as a VGA Screen, may 
be used. The area sensor camera 72 outputs image data as a 
digital signal, the data being converted by the embedded 
analog to digital converter. 
Any of the first linear sensor camera 70, the second linear 

sensor camera 71, and the area sensor camera 72 includes a 
Smaller number of imaging pixels compare to the two-dimen 
sional image sensor used in the coordinate data input system 
1S of FIG.1. Consequently, those cameras 70, 71 and 72 can 
output frame images at a higher frame rate compared to the 
two-dimensional image sensor used in the coordinate data 
input system 1S of FIG. 1. 
The first linear sensor camera 70 and the area sensor cam 

era 72 are disposed at an upper left corner of the display panel 
73, respectively, such that the optical axis each of the wide 
angle lenses forms an angle of approximately 45 degrees with 
a horizontal edge of the display panel 73. The second linear 
sensor camera 71 is disposed at an upper right corner of the 
display panel 73, such that the optical axis of the wide-angle 
lens forms an angle of approximately 45 degrees with a hori 
Zontal edge of the display panel 73. Further, the optical axis 
each of the cameras 70, 71 and 72 is disposed approximately 
parallel to the display surface of the display panel 73. Thus, 
each of the cameras 70, 71 and 72 can capture whole the 
display screen area of the display panel 73, and transmit the 
captured image data to the control apparatus 61. 
The display panel 73 displays an image with, for example, 

a 48 by 36 inch screen and 1024 by 768-pixel resolution. For 
example, a plasma display panel, a rear projection liquid 
crystal display, a rear projection CRT display, etc., may be 
used as the display panel 73. 

The frame 74 is preferably to be structured with a low 
optical reflection coefficient material. Such as black painted 
or plated metals, black resins, on the surface thereof. The 
frame 74 is mounted on the left side, the bottom, and the right 
side circumferences of the display panel 73. Regarding a 
direction perpendicular to the surface of the display panel 73, 
the frame 74 is disposed protruding above the surface of the 
display panel 73. The dimensional amount of the protrusion 
may be equal to or more than the angle of view of the first 
linear sensor camera 70 and the second linear sensor camera 
71 in the direction perpendicular to the surface of the display 
panel 73. 

Accordingly, when no coordinate input member exists in 
the vicinity of the surface of the display panel 73, the first 
linear sensor camera 70 and the second linear sensor camera 
71 capture the frame 74 and output image data thereof, i.e., 
black image data, respectively. 

FIG. 18 is an exemplary block diagram of the control 
apparatus 61 of the coordinate data input system 60S of FIG. 
17 configured according to the present invention. Referring to 
FIG. 18, the control apparatus 61 includes a central process 
ing unit (CPU) 20, a main memory 21, a clock generator 22, 
a bus controller 23, a read only memory (ROM) 24, a periph 
eral component interconnect (PCI) bridge 25, a cache 
memory 26, a hard disk 27, a hard disk (HD) controller 28, a 
display controller 29, a first image processing circuit 90, a 
second image processing circuit 91, and a third image pro 
cessing circuit 92. 
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The control apparatus 61 also includes a local area network 

(LAN) controller 32, a LAN interface 33, a floppy disk (FD) 
controller 34, a FD drive 35, a compact disc read only 
memory (CD-ROM) controller 36, a CD-ROM drive 37, a 
keyboard controller 38, a mouse interface 39, a real time 
clock (RTC) generator 40, a CPU bus 41, a PCI bus 42, an 
internal Xbus 43, a keyboard 44, and a mouse 45. 

In FIG. 18, the elements that are substantially the same as 
those in FIG. 2 are denoted by the same reference numerals. 
Therefore, a description of the same elements in FIG. 18 as in 
FIG. 2 is not provided here to avoid redundancy. 

Referring to FIG. 18, the first image processing circuit 90 
receives digital image data output from the area sensor cam 
era 72 through a digital interface, such as an RS-422 interface. 
The first image processing circuit 90 then executes an object 
extraction process, an object shape recognition process, an 
object motion vector determining process, etc. 
The second image processing circuit 91 includes an analog 

to digital converting circuit, and receives the analog image 
signal output from the first linear sensor camera 70 via a 
coaxial cable. Then, the second image processing circuit 91 
detects a linear (one-dimensional) location of an object based 
on the received image signal. Further, the second image pro 
cessing circuit 91 supplies the first linear sensor camera 70 
with a clock signal and an image transfer pulse via the above 
described digital interface. 
The third image processing circuit 92 is configured with 

Substantially the same hardware as the second image process 
ing circuit 91, and operates Substantially the same as the 
second image processing circuit 91 operates. That is, the third 
image processing circuit 92 includes an analog to digital 
converting circuit, and receives the analog image signal out 
put from the second linear sensor camera 71 via a coaxial 
cable. Then, the third image processing circuit 92 detects a 
linear location of the object based on the image signal 
received from the second linear sensor camera 71. The third 
image processing circuit 92 also Supplies the second linear 
sensor camera 71 with a clock signal and an image transfer 
pulse via a digital interface. Such as an RS-422 interface. 

In addition, the clock signal and the image transfer pulse 
supplied to the first linear sensor camera 70 and those Sup 
plied to the second linear sensor camera 71 are maintained in 
synchronization. 

FIG. 19 is a diagram illustrating an analog signal waveform 
output from the first linear sensor camera 70 or the second 
linear sensor camera 71. The analog signal waveform in FIG. 
19 has been observed with an oscilloscope, and the horizontal 
axis represents time and the vertical axis represents a Voltage. 
In other words, since the first linear sensor camera 70 and the 
second linear sensor camera 71 have one-dimensionally 
aligned imaging cells, respectively, the horizontal axis also 
corresponds to a direction of the aligned imaging cells. 
The PEDESTAL LEVEL of the waveform corresponds to 

an output Voltage of a captured image of the black frame 74. 
A positive pulse in the waveform corresponds to a captured 
image of a coordinate input member having a relatively high 
optical reflection coefficient, e.g., white, red, gray, etc. Light 
ing fixtures and/or sunlight flooded from windows irradiate 
both the black frame 74 and a coordinate input member, 
however the black frame 74 reflects little light and the coor 
dinate input member reflects more light, and thereby the 
linear CCD image sensors in the linear sensor cameras 70 and 
71 generate Such a waveform having a pulse thereupon. 
The height of the pulse is proportional to the optical reflec 

tion coefficient of the coordinate input member. Further, the 
height and width of the pulse is affected by the size of the 
coordinate input member and the distance thereof from the 
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first linear sensor camera 70 and the second linear sensor 
camera 71. For example, when the coordinate input member 
is thin and located far from the first linear sensor camera 70 
and the second linear sensor camera 71, the height and width 
of the pulse on an output Voltage waveform generally become 
thin and short. 

Furthermore, the height and width of the pulse is affected 
by a location of the coordinate input member in the direction 
perpendicular to the surface of the display panel 73. For 
example, when the coordinate input member is contacting the 
display panel 73, a pulse appears with a maximum height and 
width. As the coordinate input member leaves from the dis 
play panel 73, the height and width of the pulse become 
thinner and shorter. If the coordinate input member is out of 
the angle of view of the first linear sensor camera 70 and the 
second linear sensor camera 71, the pulse disappears. 
The alternate long and short dash line denoted by 

THRESHOLD LEVEL represents a threshold voltage used 
for discriminating or slicing a pulse portion of the waveform 
signal. When a pulse portion of the signal is above the thresh 
old level, the location of the peak of the pulse along the time 
axis is utilized for identifying the location of the coordinate 
input member on the display panel 73. 
As described, the height and width of the pulse is affected 

by the above described various factors, therefore the thresh 
old level may be determined based on an experiment. Further, 
the threshold level may be readjusted according to illumina 
tion of the room in which the coordinate data input system 
60S is installed for use. 

Referring back to FIG. 18, the second image processing 
circuit 91 detects a peak of a pulse in an image signal output 
from the CCD linear image sensor of the first linear sensor 
camera 70 as a location P that corresponds to contact point 
A(x,y) of a coordinate input member, when the pulse exceeds 
the threshold level. After that, the second image processing 
circuit 91 measures a distance h between the optical axis 
crossing point Q of the first linear sensor camera 70 and the 
projected point P of the contacting point of coordinate input 
member on the CCD linear image sensor. 
The above-stated points P and Q, and distance h substan 

tially correspond to those symbols shown in FIG.3 and FIG. 
4. Therefore, the aforesaid equations (1), (2), (3) and (4) also 
hold. Where, the distance f between the CCD linear image 
sensor and the wide-angle lens is known. Likewise, the angle 
C., which the optical axis of the first linear sensor camera 70 
forms with the X-line or a horizontal edge of the display panel 
73, is known. Accordingly, the angle B1, which is formed by 
the X-line and a line connecting the wide-angle lens and a 
touching point A(x, y) of the coordinate input member, is 
obtained. 

Similarly, the third image processing circuit 92 detects a 
peak of a pulse in an image signal output from the CCD linear 
image sensor of the second linear sensor camera 71 as a 
projected point P of the contacting point of the coordinate 
input member. Then, the third image processing circuit 92 
measures a distanceh between the optical axis crossing point 
Q of the second linear sensor camera 71 and the detected point 
P on the CCD linear image sensor. Accordingly, the angle B2 
is also obtained. In addition, the distance L, which is the 
distance between the wide-angle lenses of the first linear 
sensor camera 70 and the second linear sensor camera 71, is 
known. Finally, a contacting point A(x, y) of the coordinate 
input member is solved. 

FIG. 20 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation in the coor 
dinate data input system 60S of FIG. 17 as an example con 
figured according to the present invention. 
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In the first place, the area sensor camera 72 limits an image 

area in a direction perpendicular to the display panel 73 to 
output the image data to the first image processing circuit 90 
within a predetermined distance from the display panel 73 as 
necessary. In other words, the area sensor camera 72 clips an 
upper and/or lower portion of an analog image signal output 
from the CMOS area sensor thereof. Then, the area sensor 
camera 72 converts the analog image signal of the remained 
portion into digital data, and sends out the digital image data 
as frame image data to the first image processing circuit 90. 

With reference to FIG. 20, in step S701, the first image 
processing circuit 90 or the CPU 20 extracts contours of an 
object as a coordinate input member from the frame image 
data received from the area sensor camera 72. 

In step S702, the first image processing circuit 90 measures 
plural distances between points on the contours of the 
extracted object and points on the projected line of the Surface 
of the display panel 73. For measuring those distances, the 
first image processing circuit 90 or the CPU20 counts pixels 
included between a point on the contours of the extracted 
object and a point on the projected line of the surface of the 
display panel 73 for each of the measuring distances. A pixel 
pitch of the CMOS image sensor is known, and therefore the 
number of pixels between two points determines the distance 
between the two points. 

In step S703, the first image processing circuit 90 or the 
CPU20 extracts the least number of pixels, which is denoted 
by Nmin, among the plural numbers of pixels counted in step 
S702, and determines whether the minimum value Nmin is 
smaller than a predetermined number M0. When the mini 
mum value Nmin is smaller than the predetermined number 
M0, i.e., YES in step S703, the process proceeds to step S704, 
and when the minimum value Nmin is not smaller than the 
predetermined number M0, i.e., NO in step S703, the process 
returns to step S701. 

In step S704, the first image processing circuit 90 or the 
CPU20 calculates motion vectors regarding predetermined 
plural points on the extracted contours of the object including 
the nearest point, which corresponds the minimum value 
Nmin, to the display panel 73. For the calculation, the first 
image processing circuit 90 or the CPU20 uses the identical 
frame image data used for extracting the contours and the next 
following frame image data received from the area sensor 
camera 72. 

In this example, for calculating motion vectors, the first 
image processing circuit 90 or the CPU20 first obtains optical 
flows, i.e., Velocity vectors by calculating a rate of temporal 
change of a pixel image density and a rate of spatial change of 
image density of pixels surrounding the pixel used for calcu 
lating the temporal change. The motion vectors are expressed 
with the coordinate system (Xcamera, Ycamera), which asso 
ciates with a line of the surface of the display panel 73 focused 
on the CMOS area sensor (i.e., Ycamera) and the coordinate 
perpendicular to the display panel 73 (i.e., Xcamera). 

In step S705, the CPU20 stores the calculated motion to 
vector components along the direction Xcamera, Such as VX. 
in the main memory 21. The CPU20 stores those components 
obtained from each frame image data in Succession. The 
Successively stored data is referred as trace data of motion 
VectOrS. 

In step S706, the CPU20 determines whether the extracted 
object has made an attempt to input coordinates on the display 
panel 73 based on the trace data. As a determining method, the 
method illustrated in FIG. 12 may be used. When the object 
has made an attempt to input coordinates, i.e., YES in step 
S707, the process proceeds to step S708, and when the object 
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has not made an attempt to input coordinates, i.e., No in step 
S707, the process branches to step S710. 

In step S708, referring to FIG. 4, the second image pro 
cessing circuit 91 or the CPU 20 measures a distance h 
between the optical axis crossing point Q and a projected 
point Pofa contacting point A(x,y) of the object according to 
the image data received from the first linear sensor camera 70. 
Similarly, the third image processing circuit 92 or the CPU20 
measures a distanceh between the optical axis crossing point 
Q and a projected point P of a contacting point A(x, y) of the 
object according to the image data received from the second 
linear sensor camera 71. 

In step S709, the second image processing circuit 91 or the 
CPU20 solves the angle B1 by using the equations (1) and (2), 
with known quantities f and C., and the measured distance h. 
As regards image data received from the second linear sensor 
camera 71, the third image processing circuit 92 or the CPU 
20 solves the angle B2 in a similar manner. 

In step S711, referring to FIG. 3, the CPU 20 solves the 
coordinates X and y of the object on the display panel 73 by 
using the equations (3) and (4), with known quantities L., and 
the solved angles B1 and 32. 

In step S710, the CPU20 determines whether the object is 
within the predetermined region above the display panel 73 
using the trace data of motion vector components VX of the 
object. In other words, the CPU 20 determines whether the 
minimum value Nmin among plural distances is still Smaller 
than the predetermined number M0. When the object is in the 
predetermined region, i.e., YES in step S710, the process 
returns to step S704 to obtain motion vectors again. When the 
object is out of the predetermined region, i.e., NO in step 
S710, the process returns to step S701. 

FIG. 21 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation in the coor 
dinate data input system 60S of FIG. 17 as another example 
configured according to the present invention. 

With reference to HG. 21, in step S801, the first image 
processing circuit 90 or the CPU 20 extracts contours of an 
object as a coordinate input member from the frame image 
data received from the area sensor camera 72. 

In step S802, the first image processing circuit 90 or the 
CPU20 first extracts features of the shape of the extracted 
contours of the object. For extracting features of the shape, 
the first image processing circuit 90 or the CPU20 determines 
the position of the barycenter of the contours of the object, 
then measures distances from the barycenter to plural points 
on the extracted contours for all radial directions like the 
spokes of a wheel. After that, the CPU20 characterizes the 
contour shape of the object based on relations between each 
direction and the respective distance. 

After that, the first image processing circuit 90 or the CPU 
20 compares the character extracted contour shape of the 
object with cataloged shapes of potential coordinate input 
members. The shapes of potential coordinate input members 
may be stored in the ROM 24 or the hard disk 27 in advance. 
When an operator of the coordinate data input system 60S 

points to an item in a menu, an icon, draws a line, etc., by 
using a coordinate input member, the axis of the coordinate 
input member may tilt in any direction with various tilting 
angles. Therefore, the first image processing circuit 90 or the 
CPU20 may compare the contour shape of the object after 
being rotated at various angles with the cataloged shapes. 

Instead of the rotation of the contour shape, the shapes of 
potential coordinate input members may be rotated at plural 
angles in advance, and the rotated shapes are stored in the 
ROM 24 or the hard disk 27. Thus, the real time rotating 
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operation of the contour shape is not needed; and conse 
quently execution time is saved. 

In step S803, the first image processing circuit 90 or the 
CPU20 determines whether the contour shape of the object 
coincides with one of the cataloged shapes of potential coor 
dinate input members. When the identified contour shape 
coincides with one of the cataloged shapes, i.e., YES in step 
S803, the process proceeds to step S804, and when the iden 
tified contour shape does not coincide with any of the cata 
loged shapes, i.e., NO in step S803, the process returns to step 
S801. 

In step S804, the first image processing circuit 90 or the 
CPU 20 measures plural distances between points on the 
contours of the extracted object and points on the projected 
line of the surface of the display panel 73. For measuring 
those distances, the first image processing circuit 90 or the 
CPU20 counts pixels included between a point on the con 
tours of the extracted object and a point on the projected line 
of the surface of the display panel 73 as regards each of the 
measuring distances. 

In step S805, the first image processing circuit 90 or the 
CPU20 extracts the least number of pixels, i.e., Nmin, among 
the plural numbers of pixels counted in step S804, and deter 
mines whether the minimum value Nmin is smaller than a 
predetermined number M0. When the minimum value Nmin 
is smaller than the predetermined number M0, i.e., YES in 
step S805, the process proceeds to step S806, and when the 
minimum value Nmin is not smaller than the predetermined 
number M0, i.e., NO in step S805, the process returns to step 
S801. 

In step S806, the first image processing circuit 90 or the 
CPU20 calculates motion vectors regarding predetermined 
plural points on the extracted contours of the object including 
the nearest point to the display panel 73 by using the identical 
frame image data used for extracting the contours and the next 
following frame image data received from the area sensor 
camera 72. 

In this example, for calculating motion vectors, the first 
image processing circuit 90 or the CPU20 first obtains optical 
flows, i.e., Velocity vectors by calculating a rate of temporal 
change of a pixel image density and a rate of spatial change of 
image density of pixels surrounding the pixel used for calcu 
lating the temporal change. The motion vectors are expressed 
with the coordinate system Xcamera, Ycamera. 

In step S807, the CPU20 stores motion vector components 
along the direction Xcamera of the calculated vectors, such as 
Vx, in the main memory 21. The CPU20 stores those com 
ponents obtained from each frame image data in Succession 
as trace data of the motion vectors. 

In step S808, the CPU20 determines whether the extracted 
object has made an attempt to input coordinates on the display 
panel 73 based on the trace data. As a determining method, the 
method of FIG. 12 may be used. When the object has made an 
attempt to input coordinates, i.e., YES in step S809, the pro 
cess branches to step S811, and when the object has not made 
any attempt to input coordinates, i.e., No in step S809, the 
process proceeds to step S810. 

In step S810, the CPU20 determines whether the object is 
within a predetermined region above the display panel 73 
using the trace data of motion vector components VX of the 
object. When the object is in the predetermined region, i.e., 
YES in step S810, the process returns to step S806 to obtain 
motion vectors again, and when the object is out of the pre 
determined region, i.e., NO in step S810, the process returns 
to step S801. 

In step S811, the second image processing circuit 91 or the 
CPU20 measures a distanceh between the optical axis cross 
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ing point Q and a projected point P of a contacting point A(X, 
y) of the object according to the image data received from the 
first linear sensor camera 70. Similarly, the third image pro 
cessing circuit 92 or the CPU 20 measures a distance h 
between the optical axis crossing point Q and a projected 
point Pofa contacting point A(x,y) of the object according to 
the image data received from the second linear sensor camera 
71. 

In step S812, the second image processing circuit 91 or the 
CPU20 solves the angle B1 by using the equations (1) and (2), 
with known quantities f and C., and the measured distance h. 
As regards image data received from the second linear sensor 
camera 71, the third image processing circuit 92 or the CPU 
20 solves the angle B2 in a similar manner. 

In step S813, referring to FIG. 3, the CPU 20 solves the 
coordinates X and y of the object on the display panel 73 by 
using the equations (3) and (4), with known quantities L., and 
the solved angles B1 and 32. 

FIG. 22 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation in the coor 
dinate data input system 60S of FIG. 17 as another example 
configured according to the present invention. 

In this example, when a coordinate input member is only in 
proximity to the display panel 73, the first linear sensor cam 
era 70 and the second linear sensor camera 71 output image 
data, respectively, to save loads for other devices in the coor 
dinate data input system 60S. 

Referring to FIG.22, in step S901, the first image process 
ing circuit 90 or the CPU20 determines whether a coordinate 
input member has entered a predetermined region above the 
display panel 73 for tracing motion vectors thereof. When a 
coordinate input member has entered the predetermined 
region, i.e., YES in step S901, the process proceeds to step 
S902, and when a coordinate input member has not entered 
yet, i.e., NO in step S901, the process stays at step S901. 

In step S902, the second image processing circuit 91 sends 
a command to the first linear sensor camera 70 to start imag 
ing operation. Likewise, the third image processing circuit 92 
sends a command to the second linear sensor camera 71 to 
start an imaging operation. Those commands are transmitted 
via digital interfaces. According to the commands, the first 
linear sensor camera 70 starts an imaging operation and sends 
the taken image data to the second image processing circuit 
91. The second linear sensor camera 71 also starts an imaging 
operation and sends the taken image data to the third image 
processing circuit 92. 

In step S903, the second image processing circuit 91 and 
the third image processing circuit 92 trace the coordinate 
input member and input coordinates of the coordinate input 
member on the display panel 73, respectively. 

In step S904, the first image processing circuit 90 or the 
CPU20 determines whether the coordinate input member is 
out of the predetermined region for tracing motion vectors 
thereof. When the coordinate input member is out of the 
predetermined region, i.e., YES in step S904, the process 
proceeds to step S905, and when the coordinate input member 
is still in the predetermined region, i.e., NO in step S904, the 
process returns to step S903. 

In step S905, the second image processing circuit 91 sends 
a command to the first linear sensor camera 70 to halt the 
imaging operation. Likewise, the third image processing cir 
cuit 92 sends a command to the second linear sensor camera 
71 to halt the imaging operation. According to the commands, 
the first linear sensor camera 70 and the second linear sensor 
camera 71 halt the imaging operation, respectively. 
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In the above example, the predetermined region above the 

display panel 73 is commonly used for both starting imaging 
operations and tracing motion vectors. However, a predeter 
mined region for starting imaging operations by the first 
linear sensor camera 70 and the second linear sensor camera 
71 may be greater than a predetermined region for tracing 
motion vectors of a coordinate input member. 

FIG. 23 is a flowchart illustrating operational steps for 
practicing a coordinate data inputting operation in the coor 
dinate data input system 1S of FIG. 1, as another example 
configured according to the present invention. In this 
example, when a coordinate input member is within a first 
predetermined region above a display device, the location of 
the coordinate input member is input as coordinates. Thus, the 
coordinate input member, for example, moves a cursor, draws 
a line, etc. Further, when the coordinate input member is 
within a second predetermined region above the display 
device, the coordinate input member, for example, moves a 
cursor, receives a gesture command, etc. 

With reference to FIG. 23, in step S1001, the first image 
processing circuit 30 or the CPU 20 extracts contours of an 
object as a coordinate input member from the frame image 
data received from the first electronic camera 10. 

In step S1002, the first image processing circuit 30 or the 
CPU 20 measures plural distances between points on the 
contours of the extracted object and points on the projected 
line of the surface of the display panel 12. For measuring 
those distances, the first image processing circuit 30 or the 
CPU20 counts pixels included between a point on the con 
tours of the extracted object and a point on the projected line 
of the surface of the display panel 12 for each of the measur 
ing distances. The number of pixels between two points deter 
mines the distance between the two points. 

In step S1003, the first image processing circuit 30 or the 
CPU20 extracts the least number of pixels, i.e., Nmin, among 
the plural numbers of pixels counted in step S1002. Then, the 
first image processing circuit 30 or the CPU 20 determines 
whether the minimum value Nmin is larger than a first pre 
determined number M1 and equal to or smaller than a second 
predetermined number M2. 

FIG. 24 is a diagram illustrating an image captured by the 
first electronic camera 10 in the coordinate data input system 
1S of FIG. 1. Referring to FIG. 24, the rectangular region 
enclosed with a line corresponding to the first predetermined 
number M1, the projected line of surface of the display panel 
12, and the normals thereof is denoted by REGION 1. Like 
wise, the rectangular region enclosed with the line corre 
sponding to the first predetermined number M1, a line corre 
sponding to the second predetermined number M2, and the 
normals of the projected line of surface of the display panel 12 
is denoted by REGION 2. 
The REGION 1 is assigned for tracing motion vectors of 

the coordinate input member, and the REGION 2 is assigned 
for moving a cursor, inputting a gesture command, etc. For 
example, a pen as a coordinate input member is illustrated in 
the REGION 2 in FIG. 24. 

Referring back to FIG. 23, that is to say, in step S1003, the 
first image processing circuit 30 determines whether the coor 
dinate input member is in the REGION 2. When the result of 
the determination is true, i.e., YES in step S1003, the process 
proceeds to step S1004, and when the result is false, i.e., NO 
in step S1003, the process branches to step S1008. 

In step S1004, the first image processing circuit 30 mea 
Sures a distance h between the optical axis crossing point Q 
and a projected point P of a contacting point A(x, y) of the 
object according to the image data received from the first 
electronic camera10. Similarly, the second image processing 
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circuit 31 measures a distance h between the optical axis 
crossing point Q and a projected point P of a contacting point 
A(x, y) of the object according to the image data received 
from the second electronic camera 11. 

In step S1005, the first image processing circuit 30 solves 
angle B1 by using the equations (1) and (2), with known 
quantities f and C., and the measured distance h. As regards 
image data received from second electronic camera 11, the 
second image processing circuit 31 solves angle B2 in a 
similar manner. 

In step S1006, referring to FIG. 3, the CPU20 solves the 
coordinates X and y of the object on the display panel 12 by 
using the equations (3) and (4), with known quantities L., and 
the solved angles B1 and 32. 

In step S1007, the CPU 20 generates display data of a 
cursor at a location according to the obtained coordinates X 
andy of the object, and sends the generated display data to the 
display controller 29. The CPU 20 may also send a cursor 
command to display a cursor at the location. Thus, the display 
controller 29 can display a cursor at the location where the 
coordinate input member exists on the display panel 12. After 
that, the process returns to step S1001. Thus, as long as the 
coordinate input member moves in the REGION 2, the dis 
played cursor follows the coordinate input member. 

In step S1008, the first image processing circuit 30 deter 
mines whether the minimum value Nmin is equal to or 
smaller than the first predetermined number M1. That is to 
say, the first image processing circuit 30 determines whether 
the coordinate input member is in the REGION 1. When the 
result of the determination is true, i.e., YES in step S1008, the 
process proceeds to step S1009, and when the result is false, 
i.e., NO in step S1008, the process returns to step S1001. 

In step S1009, the first image processing circuit 30 calcu 
lates motion vectors regarding predetermined plural points on 
the extracted contours of the object including the nearest 
point to the display panel 12 by using the identical frame 
image data used for extracting the contours and the next 
following frame image data received from the first electronic 
camera 10. After that, the CPU 20 determines whether the 
extracted object has made an attempt to input coordinates on 
the display panel 12 based on the trace data of the calculated 
motion vectors. 
When the CPU20 determines that the object has made an 

attempt to input coordinates, the first image processing circuit 
30 measures a distance h between the optical axis crossing 
point Q and a projected point P of a contacting point A(x, y) 
of the object according to the image data received from the 
first electronic camera 10. Similarly, the second image pro 
cessing circuit 31 measures a distanceh between the optical 
axis crossing point Q and a projected point P of a contacting 
point A(x, y) of the object according to the image data 
received from the second electronic camera 11. 

Then, the first image processing circuit 30 solves angle B1 
by using the equations (1) and (2), with known quantities f 
and C, and the measured distance h. As regards image data 
received from the second electronic camera 11, the second 
image processing circuit 31 solves angle B2 in a similar 
a. 

After that, referring to FIG. 3, the CPU 20 solves the 
coordinates X and y of the object on the display panel 12 by 
using the equations (3) and (4), with known quantities L., and 
the solved angles B1 and 32. 

In the above-described example, the CPU 20 solves the 
coordinates X and y of the object on the display panel 12 for 
every frame image input. However, the CPU 20 may also 
Solve coordinates X and y for every plural frames of images. 
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In addition, in the above-described example, the obtained 

coordinates X and y on the display panel 12 in the REGION 2 
is used for moving a cursor. However, the obtained coordi 
nates X and y may also be used for another use. Such as 
inputting a gesture command. For inputting a gesture com 
mand, the CPU20 may stores plural sets of coordinate data, 
i.e., trace data of coordinate data including time stamps 
thereof. Then, the CPU20 analyzes the trace data of coordi 
nate data, and tests whether the trace data coincides one of a 
plurality of defined locus of commands, which may be stored 
in the hard disk 27 in advance. 
As an example, Japanese Laid-Open Patent Publication 

No. 5-197810 describes a matching method. The method first 
obtains a set of a temporal combination and a spatial combi 
nation of motion vectors extracted from input images. The 
method then verifies the obtained set of temporal combina 
tion and spatial combination with patterns in a command 
pattern dictionary provided in advance. Thus, the method 
identifies the input command as a specific one in the com 
mand pattern dictionary. 
As an example of gesture commands, when an operator 

strokes a pen downwardly at a predetermined range of Veloc 
ity in the REGION 2 above the display panel 12, the CPU20 
may recognize the stroke as a scroll command. When the CPU 
20 recognizes as a scroll command, the CPU 20 scrolls the 
image displayed on the display panel 12 downwardly for a 
predetermined length, for example, the same length to the 
input stroke. 

Further, inputting either a gesture command or coordinate 
data may be distinguished according to a figure of the coor 
dinate input member. For example, when a human hand or 
finger draws a figure on the display panel 12, the coordinate 
data input system 1S may recognize the motion as a gesture 
command, and when a symmetrical object, Such as a pen, 
draws, the system 1S may input coordinates of the symmetri 
cal object. 

FIG.25 is an exemplary network system 200 including the 
coordinate data input systems of FIG. 1 and FIG. 17. Refer 
ring to FIG. 25, the network system 200 includes a public 
switched telephone network (PSTN) 210 and a local area 
network 220. Three coordinate data input systems 1SA, 1SB 
and 60SB are connected to the LAN 220 via the LAN inter 
face 33 of FIG. 2 and FIG. 18. A server 230 is also connected 
to the LAN 220. A coordinate data input system 1SC is 
connected to the PSTN 210 via the LAN interface 33 and a 
PSTN adaptor. The coordinate data input systems 1SA, 1SB 
and 1SC are substantially the same to the coordinate data 
input system of FIG. 1, and the coordinate data input system 
60SB is substantially the same to the coordinate data input 
system of FIG. 17. 

In the network system 200, each of the coordinate data 
input systems 1SA, 1SB, 1SC and 60SB transmits detected 
coordinate data of a coordinate input member and related 
information, Such as a gesture command, accompanying con 
trol signals according to a transmission control protocol to the 
other coordinate data input systems via the PSTN 210 and the 
LAN 220. 

Further, each of the coordinate data input systems 1SA, 
1SB, 1SC and 60SB displays images on the display panel 12 
of FIG. 1 or 73 of FIG. 17 according to the detected coordi 
nate data and the related information sent from the other 
coordinate data input systems via the PSTN 210 and the LAN 
220 in addition to according to coordinate data detected by 
itself. 

Therefore, all the coordinate data input systems 1SA, 1SB, 
1SC and 60SB can share identical information and display an 
identical image on the display panel 12 or 73. In other words, 
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people in different places can input information including 
coordinate data to a coordinate data input system imple 
mented in each of the different places, and watch substan 
tially the same image on the each display panel. 

The server 230 stores programs to be executed by the CPU 
20 of FIG. 2 and FIG. 18, the first image processing circuit 30 
of FIG. 2, the second image processing circuit 31 of FIG. 2, 
the first image processing circuit 90 of FIG. 18, the second 
image processing circuit 91 of FIG. 18, the third image pro 
cessing circuit 92 of FIG. 18, etc. 
When a manufacturer of the coordinate data input systems 

revises a program of the systems, the manufacturer stores the 
revised program and informs users of the systems of the new 
program revision. Then, the users of the coordinate data input 
systems can download the revised program into hard disk 27 
of FIG. 2 and FIG. 18, and thus programs for the CPU and the 
image processing circuits of each system are updated. When 
updating operations for the coordinate data input systems 
connected to the PSTN 210 and the LAN 220 are completed, 
all users of the systems can share, for example, the latest 
functions of the system. As used herein, "computer readable 
medium' means a non-transitory hardware implementation, 
such as the afore-mentioned hard disk 27, CD-ROM 27, ROM 
24, main memory 21, etc. 
As described above, the novel method and apparatus 

according to the present invention can input information 
including coordinate data without using a light scanning 
device even when the surface of a display screen is contorted 
to a certain extent. 

Further, the novel method and apparatus according to the 
present invention can input information including coordinate 
data using a plurality of coordinate input members, such as a 
pen, a human finger, a Stick, etc. 

Furthermore, the novel method and apparatus according to 
the present invention can input information including coor 
dinate data with a plurality of background devices, such as a 
chalkboard, a whiteboard, etc., in addition to a display device, 
Such as a plasma display panel, a rear projection display. 
Numerous modifications and variations of the present 

invention are possible in light of the above teachings. For 
example, features described for certain embodiments may be 
combined with other embodiments described herein. It is 
therefore to be understood that within the scope of the 
appended claims, the invention may be practiced otherwise 
than as specifically described herein. 

The invention claimed is: 
1. A method for inputting information including coordinate 

data, comprising: 
providing at least two cameras at respective corners of a 

display; 
extracting, based on outputs from the at least two cameras, 

a predetermined object from an image including the 
predetermined object above a plane of the display and a 
plane of the display; 

determining whether the predetermined object is within a 
predetermined distance from the plane of the display; 

detecting, based on outputs from the at least two cameras, 
a position of the predetermined object while the prede 
termined object is determined to be within a predeter 
mined distance from the plane; 

calculating angles of views of each of the at least two 
cameras to the detected position; and 

calculating coordinates of the predetermined object on the 
display panel utilizing the calculated angles. 

2. A method for inputting information including coordinate 
data according to claim 1, wherein the at least two cameras are 
in opposite corners of the display. 
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3. A device for inputting information including coordinate 

data, comprising: 
at least two cameras at respective corners of a display; 
an object extracting device configured to extract a prede 

termined object from an image including the predeter 
mined object above a plane of the display and a plane of 
the display, and to determine whether the predetermined 
object is within a predetermined distance from the plane 
of the display; 

a detector device configured to detect a position of the 
predetermined object while the predetermined object is 
within a predetermined distance from the plane; and 

a controller configured to calculate angles of views of each 
of the at least two cameras to the detected position and to 
calculate coordinates of the predetermined object on the 
display panel utilizing the calculated angles. 

4. A device for inputting information including coordinate 
data according to claim3, wherein the at least two cameras are 
in opposite corners of the display. 

5. A device for inputting information including coordinate 
data, comprising: 

at least two imaging means at respective corners of a dis 
play; 

means for extracting, based on outputs from the at least two 
imaging means, a predetermined object from an image 
including the predetermined object above a plane of the 
display and a plane of the display, and for determining 
whether the predetermined object is within a predeter 
mined distance from the plane of the display; 

means for detecting, based on outputs from the at least two 
imaging means, a position of the predetermined object 
while the predetermined object is within a predeter 
mined distance from the plane; 

means for calculating angles of view of each of the least 
two imaging means and for calculating coordinates of 
the predetermined object on the display panel utilizing 
the calculated angles. 

6. A device for inputting information including coordinate 
data according to claim 5, wherein the at least two imaging 
means are in opposite corners of the display. 

7. Apparatus usable with at least one processing structure 
for inputting information including coordinate data, com 
prising: 

a display device having at least two cameras at respective 
corners thereof, and 

at least one non-transitory computer readable medium 
having program code configured to cause the at least 
One processing structure to: 
(i) extract, based on outputs from the at least two cam 

eras, a predetermined object from an image including 
the predetermined object above a plane of the display 
device and a plane of the display device, 

(ii) determine whether the predetermined object is 
within a predetermined distance from the plane of the 
display device, 

(iii) detect, based on outputs from the at least two cam 
eras, a position of the predetermined object while the 
predetermined object is determined to be within a 
predetermined distance from the plane, 

(iv) calculate angles of views of each of the at least two 
cameras to the detected position, and 

(v) calculate coordinates of the predetermined object on 
the display device utilizing the calculated angles. 

8. Apparatus usable with at least one processing structure 
for inputting information including coordinate data accord 
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ing to claim 7, wherein the at least two cameras are disposed 
at opposite corners of the display device. 

9. Apparatus usable with at least one processing structure 
for inputting information including coordinate data, com 
prising: 

a display having at least two cameras at respective corners 
thereof, and 

at least One non-transitory computer readable medium 
configured to cause the at least one processing structure 
to. 
(i) extract a predetermined object from an image includ 

ing the predetermined object above a plane of the 
display and a plane of the display, and to determine 
whether the predetermined object is within a prede 
termined distance from the plane of the display, 

(ii) detect a position of the predetermined object while 
the predetermined object is within a predetermined 
distance from the plane, and 

(iii) calculate angles of views of each of the at least two 
cameras to the detected position and to calculate 
coordinates of the predetermined object on the dis 
play panel utilizing the calculated angles. 

10. Apparatus usable with at least one processing structure 
for inputting information including coordinate data accord 
ing to claim 9, wherein the at least two cameras are disposed 
at opposite corners of the display. 

11. Apparatus usable with at least one processing structure 
for inputting information including coordinate data, com 
prising: 

10 

15 

25 

34 
a display panel having at least two imaging devices at 

respective corners thereof, and 
at least one non-transitory computer readable medium 

configured to cause the at least One processing structure 
to. 

(i) extract, based on outputs from the at least two imag 
ing devices, a predetermined object from an image 
including the predetermined object above a plane of 
the display panel and a plane of the display panel, and 
for determining whether the predetermined object is 
within a predetermined distance from the plane of the 
display panel. 

(ii) detect, based on outputs from the at least two imag 
ing devices, a position of the predetermined object 
while the predetermined object is within a predeter 
mined distance from the plane, and 

(iii) calculate angles of view of each of the least two 
imaging devices, and calculate coordinates of the pre 
determined object on the display panel utilizing the 
calculated angles. 

12. Apparatus usable with at least one processing structure 
for inputting information including coordinate data accord 
ing to claim 11, wherein the at least two imaging devices are 
disposed at opposite corners of the display panel. 


