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(54) Access network controls distributed local caching upon end-user download

(57) A source on a data network supplies an item of
electronic content information via an access network to
a plurality of data processing devices. Each data
processing device has a local storage. A node on the
access network comprises a registry. The node monitors
a request issued by a specific data processing device to
the source for delivery of the item. The node consults the
registry for determining whether the item is available from
another data processing device. If the item is available
from the other data processing device, the node redirects
the request to the other data processing device, and reg-
isters in the registry an availability of the item from the
specific data processing device when the other data
processing device has supplied the requested item. If the
item is not available from any data processing device,
the node forwards the request to the source, monitors a
response from the source, and registers in the registry
the availability of the item from the specific data process-
ing device when the source has delivered the item.
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Description

FIELD OF THE INVENTION

[0001] The invention relates to a method of controlling
delivery of an item of electronic content information via
a data network to a plurality of data processing devices.
The method also relates to a data processing system,
and to control software on a computer-readable medium.

BACKGROUND ART

[0002] The Internet can be considered a collection of
different, independent network systems that are intercon-
nected through the backbone network. A network system
connects to the backbone network through a gateway. A
network system may comprise multiple networks, and
each thereof may include a plurality of sub-networks. The
network systems are independent in the sense that the
network systems can be managed separately and inde-
pendently of one another. Different ones of the network
systems may have different routing protocols. In the field
of telecommunications, the entity referred to above as a
"network system" is often called an "access network". In
the text below, the expression "access network" will be
used to refer to the network system that connects the
end-users to the backbone network.
[0003] Data traffic over a data network, such as the
Internet, has been growing at a tremendous rate over the
last two decades. A major driving force behind this growth
is the increasing availability of electronic content infor-
mation, such as still pictures, audio files and especially
video files, to the general public and distributed via the
Internet by dedicated services or communicated via the
Internet from one end-user to one or more other end-
users in a peer-to-peer (P2P) data transfer. The ever
increasing rate of data traffic represents serious chal-
lenges to the operator of the data network with regard to
bandwidth requirements.
[0004] US published patent application
2002/0162109, incorporated herein by reference, dis-
closes an electronic content delivery system that uses a
network of end-user devices around a hub. Each end-
user device has storage capability. Content is stored in
a distributed fashion on the network of these end-user
devices for being made available to individual ones of
these devices in a peer-to-peer (P2P) fashion so as to
cut download time, reduce transmission errors and data
traffic is restricted to the local network of end-user devic-
es.

SUMMARY OF THE INVENTION

[0005] The inventors have realized that the consump-
tion of electronic content information, supplied by a serv-
er of a popular website to a large number of requesting
clients via the Internet, gives rise to a number of prob-
lems.

[0006] As already mentioned above, one problem re-
lates to the bandwidth required for the transfer of large
amounts of data, requested by a large number of clients,
from the server of a popular website, e.g., YouTube, to
the access network that connects the clients to the Inter-
net. Transfer of a massive amount of data may cause
serious congestion or latency upstream of the access
network.
[0007] Another problem relates to the managing of a
large number of substantially simultaneous requests for
the streaming of a specific item of content information. A
content provider will only be able to honor a large number
of requests if he has enough streaming servers available
in order to match the Input/Output (I/O) bandwidth re-
quired from the storage at the server. I/O-intensive
streaming services, such as video-on-demand (VoD),
are usually constrained by the I/O of the server’s storage,
e.g., one or more hard disks, and by the network I/O-
bandwidth at the communication ports of the server. Note
within this context, that a typical streaming server uses
a unicast protocol to send a separate copy of the media
stream from the server to each individual one of the re-
questing clients. Most Internet connections use unicast.
Unicast does not scale well when large numbers of clients
want to view the same program concurrently. Using ad-
ditional streaming caches at nodes in the data network
between the content provider and the requesting client,
e.g., in the access network (for example at a proxy server
in the core network or at a network switch, e.g., a Digital
Subscriber Line Access Multiplexer (DSLAM), would
merely transfer the I/O-problem from the server of the
content provider to the caching node.
[0008] The inventors therefore propose another ap-
proach based on intelligently populating the local storage
of end-user devices with items of electronic content in-
formation for serving the community of end-user devices
using the same access network. The local storage of a
specific one of the end-user devices is populated with
one or more items explicitly requested by that specific
end-user. The access network monitors the data traffic
between the end-user devices and one or more servers
on the Internet, and logs in a registry which specific items
have been supplied by the servers to the specific end-
user. The end-user device of the specific end-user stores
the items in local storage. The stored item remains ac-
cessible to other end-users from the local storage of the
end-user device of this specific end-user. When another
end-user issues a request for an item of electronic con-
tent information, the access network intercepts the re-
quest and verifies if the item was previously received by
another end-user and, if so, redirects the request to the
other end-user. In this manner, the plurality of end-user
devices as a whole is populated with items explicitly re-
quested the end-users. Other end-users requesting the
same item can then be served from the local storage of
the specific end-user instead of from the server of the
content provider.
[0009] Note that this method scales with the number
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of end-users and distributes the required I/O bandwidth
among the community of end-user devices. Also note
that a specific end-user device need not store an item
that the specific end-user device has not explicitly re-
quested. As a result, only items of content information
are being transferred via the access network to the com-
munity of end-user devices that at least one of the end-
user devices has requested, thus enabling to spend pre-
cious bandwidth and storage I/O on items actually being
consumed. Also note that two or more end-user devices
may store the same item of content information. Also
note that the approach according to the invention is highly
suitable for the distribution of items of content information
that are of local interest to the community of end-users
of the data processing devices connected to the same
node in the access network. Items of local interest are,
for example, electronic newspapers covering local
events, video items of local events or about the geograph-
ic region, etc. If such an item is currently of interest to a
specific end-user, it is likely to be currently of interest to
other end-users of the same community. The item is then
downloaded from a server, via the Internet and the ac-
cess network, to the first requesting data processing de-
vice where it is held in storage. A next request for the
same item and issued by a second data processing de-
vice can then be served by the first data processing de-
vice. A second next request can then be served by the
first data processing device or the second data process-
ing device, or both.
[0010] More specifically, the invention relates to a
method of controlling delivery of an item of electronic
content information from a source on data network via
an access network to a plurality of data processing de-
vices. Each respective one of the plurality of data
processing devices comprises a respective local storage.
The access network comprises a registry. The method
comprises monitoring in the access network a request
issued by a specific one of the plurality of data processing
devices to the source for delivery of the item; and con-
sulting the registry for determining whether the item is
available from local storage at another one of the plurality
of data processing devices. If the item is available from
the local storage at the other data processing device ac-
cording to the registry, the method comprises redirecting
the request to the other data processing device, and reg-
istering in the registry an availability of the item from the
local storage of the specific data processing device when
the other data processing device has supplied the re-
quested item to the specific data processing device in
response to the redirected request. If the item is not avail-
able from local storage at any of the plurality of data
processing devices according to the registry, the method
comprises forwarding the request to the source; moni-
toring in the access network a response from the source
to the request; and registering in the registry an availa-
bility of the item from the local storage of the specific data
processing device when the source has delivered the
item to the specific data processing device in response

to the request.
[0011] If, in an embodiment of the method, the other
data processing device fails to supply to the specific data
processing device the requested item in response to the
redirected request, the method comprises updating the
registry to indicate that the requested item is unavailable
from the other data processing device; and consulting
the registry for determining whether the item is available
from local storage at a further other one of the plurality
of data processing devices. An advantage of this embod-
iment is that none of the access network and the data
processing devices needs to implement a caching strat-
egy.
[0012] The invention can also be commercially exploit-
ed as a node in an access network, wherein the access
network is operative to connect a plurality of data
processing devices to a data network. Each respective
one of the plurality of data processing devices comprises
a respective local storage. The node comprises a regis-
try. The node is configured for monitoring a request is-
sued by a specific one of the plurality of data processing
devices via the access network to a source on the data
network for delivery of an item of electronic content in-
formation; and consulting the registry for determining
whether the item is available from local storage at another
one of the plurality of data processing devices. If the item
is available from the local storage at the other data
processing device according to the registry, the node re-
directs the request to the other data processing device,
and registers in the registry an availability of the item from
the local storage of the specific data processing device
when the other data processing device has supplied the
requested item to the specific data processing device in
response to the redirected request. If the item is not avail-
able from local storage at any of the plurality of data
processing devices according to the registry, the node
forwards the request to the source and monitors in the
access network a response from the source to the re-
quest. The node registers in the registry an availability
of the item from the local storage of the specific data
processing device when the source has delivered the
item to the specific data processing device in response
to the request.
[0013] The node may be implemented as a piece of
hardware, e.g., a piece of electronic circuitry, as software
running on a general-purpose computer, or as a combi-
nation thereof.
[0014] An embodiment of the node is configured for
updating the registry to indicate that the requested item
is unavailable from the other data processing device; and
consulting the registry for determining whether the item
is available from local storage at a further other one of
the plurality of data processing devices, if the other data
processing device fails to supply to the specific data
processing device the requested item in response to the
redirected request:
[0015] The invention can also be commercially exploit-
ed as control software on a computer-readable medium.
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The control software is configured for control operation
of a node in an access network. The access network is
operative to connect a plurality of data processing devic-
es to a data network. Each respective one of the plurality
of data processing devices comprises a respective local
storage. The node comprises a registry. The control soft-
ware comprises first instructions for monitoring a request
issued by a specific one of the plurality of data processing
devices via the access network to a source on the data
network for delivery of an item of electronic content in-
formation; second instructions for consulting the registry
for determining whether the item is available from local
storage at another one of the plurality of data processing
devices; third instructions for redirecting the request to
the other data processing device, and registering in the
registry an availability of the item from the local storage
of the specific data processing device when the other
data processing device has supplied the requested item
to the specific data processing device in response to the
redirected request, if the item is available from the local
storage at the other data processing device according to
the registry; and fourth instructions for, if the item is not
available from local storage at any of the plurality of data
processing devices according to the registry: forwarding
the request to the source; monitoring in the access net-
work a response from the source to the request; and reg-
istering in the registry an availability of the item from the
local storage of the specific data processing device when
the source has delivered the item to the specific data
processing device in response to the request.
[0016] An embodiment of the control software com-
prises fifth instructions for, if the other data processing
device fails to supply to the specific data processing de-
vice the requested item in response to the redirected re-
quest, updating the registry to indicate that the requested
item is unavailable from the other data processing device;
and consulting the registry for determining whether the
item is available from local storage at a further other one
of the plurality of data processing devices.
[0017] For completeness, reference is made to the fol-
lowing publications.
[0018] US patent application publication
20090199250, incorporated herein by reference, disclos-
es a method comprising intercepting a download request,
originally directed to an original destination, for content;
processing the download request; searching for the con-
tent in a local cache; servicing the download request from
the local cache if the content is found in the local cache;
forwarding the download request to the original destina-
tion if the content is not found in the local cache; and
notifying a server of the intercepted download request,
wherein the server transmits the content to one or more
clients via one or more video channels. The local cache
referred to in this publication is the cache of the request-
ing client, and the intercepting of the request occurs at
the client. In the invention, on the other hand, the clients
need not be modified as the access network, e.g., a par-
ticular node therein, maintains an overview and inter-

cepts the requests.
[0019] US patent application publication
20100030871, incorporated herein by reference, relates
to client-side caching. When a client receives a request
for data that is located on a remote server, the client first
checks a local cache to see if the data is stored in the
local cache. If the data is not stored in the local cache,
the client may check a peer cache to see if the data is
stored in the peer cache. If the data is not stored in the
peer cache, the client obtains the data from the remote
server, caches it locally, and publishes to the peer cache
that the client has a copy of the data. Note that this known
way of managing caches requires clients configured for
P2P communication. In the invention as described here-
in, a data processing device (i.e., a client) does not initiate
itself the contacting of another data processing device to
check availability. In the invention, the availability is cen-
trally logged by centrally monitoring data traffic in the
access network, e.g., at a DSLAM, a router or a proxy
server, and a request from a data processing device is
re-directed at the access network in order to access an-
other data processing device registered as having avail-
able the requested data.
[0020] US patent application publication 2001027479,
incorporated herein by reference discloses a system and
method for enabling data package distribution to be per-
formed by a plurality of peer clients connected to each
other through a network, such as a LAN (local area net-
work). Each peer client can obtain data packages from
each other or from an external server. However, each
peer client preferably obtains data packages from other
peer clients, rather than obtaining data packages from
the external server. A control protocol is used to provide
each client with knowledge about the locations of data
packages across the local network. Note that in the in-
vention, the data processing devices themselves do not
maintain an inventory of the locations of data packets
across the local network. In the invention, a DSLAM, a
router or a proxy server in the access network, maintains
an overview on the basis of monitoring data traffic and
controls the re-directing of requests on the basis of the
overview.
[0021] International application publication
WO0029990 relates to a technique for optimizing delivery
of specialized content files such as multimedia files in a
computer network. A multimedia file cache is located at
a point of presence, such as at an Internet Service Pro-
vider (ISP), gateway, or other place close to user con-
nection points into the network. A redirection function in-
tercepts media redirection file requests sent to or from
the media server and rewrites such requests so that they
point to the local media file cache. According to this pub-
lication, the caching is done at the ISP or at a gateway.
Note that this known approach introduces the I/O-prob-
lem that the invention seeks to solve.
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BRIEF DESCRIPTION OF THE DRAWING

[0022] The invention is explained in further detail, by
way of example and with reference to the accompanying
drawing, wherein:

Fig.1 is a block diagram of a system in the invention;
Fig.2 is a flow diagram of a process in the invention;
Figs.3 and 4 are process diagrams illustrating the
interaction between the entities in the system of the
invention; and
Fig.5 is a block diagram of an implementation of the
system in the invention.

[0023] Throughout the Figures, similar or correspond-
ing features are indicated by same reference numerals.

DETAILED EMBODIMENTS

[0024] A source on a data network supplies an item of
electronic content information via an access network to
a plurality of data processing devices. Each data
processing device has a local storage. A node on the
access network comprises a registry. The node monitors
a request issued by a specific data processing device to
the source for delivery of the item. The node consults the
registry for determining whether the item is available from
another data processing device. If the item is available
from the other data processing device, the node redirects
the request to the other data processing device, and reg-
isters in the registry an availability of the item from the
specific data processing device when the other data
processing device has supplied the requested item. If the
item is not available from any data processing device,
the node forwards the request to the source, monitors a
response from the source, and registers in the registry
the availability of the item from the specific data process-
ing device when the source has delivered the item.
[0025] Fig.1 is a block diagram of a data processing
system 100 in the invention. The data processing system
100 comprises a plurality of data processing devices 102.
The block diagram of Fig.1 only shows a first data
processing device 104 of a first end-user, a second data
processing device 106 of a second end-user and a third
data processing device 108 of a third end-user, in order
to not obscure the drawing. The expression "data
processing device" is used here to cover end-user equip-
ment that has a network interface for data communication
and play-out functionality for playing out electronic con-
tent information received via the network interface. The
data communication functionality and the play-out func-
tionality may be integrated within a single physical entity
(e.g., a personal computer having a network interface
and a media player, a mobile communication device hav-
ing a broadband connection and a media player onboard)
or, alternatively, may be distributed among different
physical entities such as, e.g., a gateway and a media
player that form respective parts of the end-user’s home

network.
[0026] The data processing system 100 further com-
prises one or more content servers 110, of which only a
single one is illustrated as a content server 112. The data
processing system 100 further comprises a data network
114, e.g., the Internet, and an access network 116. The
access network 116 connects the plurality of data
processing devices 102 to the Internet 112 for data com-
munication with the content servers 110. Each respective
one of the plurality of data processing devices 102 is
configured for playing out items of electronic content in-
formation received from the content servers 110 via the
Internet 114 and the access network 116.
[0027] Each respective one of the plurality of data
processing devices 102 has a respective local storage,
e.g., a hard-disk, re-writable optical disc, semiconductor
memory, etc., for storing one or more items of content
information received via the access network 116. The
first data processing device 104 has a first local storage
118. The second data processing device 106 has a sec-
ond local storage 120. The third data processing device
104 has a third local storage 122.
[0028] The access network 116 comprises a registry
124 that is operative to keep track of what items of content
information have been provided via the access network
116 to which ones of the plurality of data processing de-
vices 102. The access network 116 is illustrated here as
comprising, e.g., a router 126, a DSLAM 128, a proxy
server 130 and a core network 132. Operation of the data
processing system 100 is explained with reference to
Figs.2 and 3.
[0029] Fig.2 is a flow diagram of a process 200 illus-
trating operation of the data processing system 100. As-
sume that the first data processing device 104 sends a
request to the content server 112 for a specific item of
pre-recorded content information, e.g., a movie, a video
of a pre-recorded event, or a series of video clips, a piece
of music or a series of audio clips, etc. The request is
sent from the first data processing device 104 to a node
in the access network 116, e.g., the router 126, the
DSLAM 128, or the proxy server 130. The node is con-
figured to perform the steps as shown in the flow diagram
200.
[0030] In a first step 202 of the process 200, the node
receives a message from the first data processing device
104.
[0031] In a second step 204, the node determines
whether or not the message is a request for an item of
content information.
[0032] If it is determined in the second step 204 that
the message is not a request for an item of content in-
formation, the process proceeds with a third step 206. In
the third step 206, the message is forwarded to the des-
tination address on the Internet 114 as indicated in the
message. For example, if the message is actually a re-
quest for an item of content information but the monitoring
node cannot interpret the message as a request for an
item of content information, the message is forwarded to
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the destination address indicated in the message as re-
ceived by the node. After the third step 206, the process
200 returns to the first step 202.
[0033] If it is determined in the second step 204 that
the message is a request for an item of content informa-
tion, the process proceeds with a fourth step 208. In the
fourth step 208, the node determines an identifier of the
requested item. The item requested can be identified in
a variety of manners, examples of which will be discussed
further below. If the item requested has been identified
in the fourth step 208, the process proceeds with a fifth
step 210.
[0034] In the fifth step 210, the node consults the reg-
istry 124 for determining whether or not the item, request-
ed by the first data processing device 104 as identified
in the fourth step 208, is available from the local storage
of one or more other ones of the plurality of data process-
ing devices 102.
[0035] If, in the fifth step 210, it is determined from the
registry 124 that the item is not available from any other
one of the data processing devices 102, the process 200
proceeds with a sixth step 212.
[0036] In the sixth step 212, the node forwards the re-
quest to the destination address, here the network ad-
dress of the content server 112. After the sixth step 212,
the process flow divides into a first branch and a second
branch. The process 200 proceeds along the first branch
to return to the first step 202 for processing a next mes-
sage received from any of the plurality of data processing
devices 102. In the meantime, the process 200 continues
along the second branch that includes an seventh step
214.
[0037] In the seventh step 214, as soon as the node
has determined that the item has been delivered to the
first data processing device 104, the node updates the
registry 124 with the information that the item, identified
in the fourth step 208, is available from the first local
storage 118 of the first data processing device 104. Ac-
cordingly, the seventh step 214 can be carried out inde-
pendently of processing a next message from the plural-
ity of data processing devices 102 starting with the first
step 202.
[0038] Determining whether or not the content server
112 has delivered the requested item to the first data
processing device 104, can be implemented in a variety
of manners. For example, the node monitors the re-
sponse from the content server 112 to the request that
was forwarded to the content server 112 in the seventh
step 214. If the node interprets the response from the
content server 112 as a delivery of the requested item
from the content server 112 to the first data processing
device 104, the registry 124 can be updated to indicate
that the item will be available from the first local storage
118 of the first data processing device 104. Alternatively,
the first data processing system 104 sends an acknowl-
edgement to the node via the access network 116 upon
receipt of the item from the content server 112 via the
access network 116 in response to the request.

[0039] If it is determined in the fifth step 210 that the
item, requested by the first data processing device 104,
is available from the local storage of one or more other
ones of the plurality of data processing devices 102, e.g.,
from the second local storage 120 of the second data
processing device 106, the process 200 proceeds with
an eighth step 216.
[0040] In the eighth step 216, the node redirects the
request from the first data processing device 104 to the
second data processing device 106. After the tenth step
220, the process flow divides into a third branch and a
fourth branch.
[0041] The process 200 proceeds along the third
branch to return to the first step 202 for processing a next
message received from any of the plurality of data
processing devices 102.
[0042] In the meantime, the process 200 also contin-
ues along the fourth branch to a ninth step 218, wherein
it is determined whether or not the other data processing
device, here, the second data processing device 106,
has actually delivered the requested item to the first data
processing device 104 in response to the re-directed re-
quest. This could be implemented in a variety of ways.
For example, the second data processing device 106 is
configured to send an acknowledgement to the node via
the access network 116 when transferring the item to the
first data processing device via the access network 116
in response to the redirected request. Alternatively, the
first data processing device 104 is configured for sending
an acknowledgement to the node via the access network
116 upon receipt of the requested item. Alternatively, the
node monitors on the access network 116 the response
of the second data processing device 106 to the re-di-
rected request from the first data communication device
104. If the second data processing device 106 does not
respond or returns an error message, it may be assumed
that the item is not available from the second data
processing device 106.
[0043] If it is determined in the ninth step 218 that the
second data processing device 106 has not delivered the
item in response to the request, the process 200 pro-
ceeds with a tenth step 220 wherein the registry 124 is
updated by removing the entry for the second data
processing device 106 as available for delivery of the
item. After the tenth step 220, the process 200 returns
then to the fifth step 210 to consult the registry 124 and
check if another one of the data processing devices 102,
e.g., the third data processing device 108, has the item
available.
[0044] If it is determined in the ninth step 218 that the
second data processing device 106 has indeed delivered
the item to the first data processing device 104 in re-
sponse to the request, the process 200 continues with
an eleventh step 222.
[0045] In the eleventh step 222, the node updates the
registry 124 with the information that the requested item
will be available from the first local storage 118 of the
first data processing device 104. Accordingly, the elev-
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enth step 222 can be carried out independently of
processing a next message from the plurality of data
processing devices 102 starting with the first step 202.
As soon as the node has determined that the item has
been delivered to the first data processing device 104
the registry 124 is updated. The registry 124 now indi-
cates that the item is available from the second local stor-
age 120 of the second data processing device 106 as
well as from the first local storage 118 of the first data
processing device 104.
[0046] As to identifying an item in the fourth step 208,
many ways exist for doing that. For example, the item
requested is selected from a list or menu of items of con-
tent information. The list or menu is prepared in advance
and distributed among, or made otherwise accessible to,
the plurality of the data processing devices 102. An ex-
ample of such a list or menu is an inventory of items made
available by a VoD service or by Youtube. The items are
presented in a user-interactive list or menu via a user-
interface (not shown) of the first data processing device
104. The end-user selects a specific item from the user-
interactive list or menu via the user-interface and thereby
causes the data processing device 104 to send a request
to a network address of the VoD service on the Internet
114. The network address itself may be the unique iden-
tifier of the requested item. Alternatively, the selected
item has associated with it a unique identifier that is in-
cluded in the pay-load of the request as sent by the first
data processing system 104 to the network address of
the VoD service or to Youtube.
[0047] If demand for a particular item increases within
the population of the plurality of data processing devices
102, an increasing number of data processing devices
of the population will be storing a copy of the item in their
respective local storages as a result of the end-users of
the data processing devices storing the item having re-
quested the item.
[0048] The local storage of the data processing devic-
es serves as a geographically distributed cache. As stor-
age capacity is limited, stored copies of the item will need
to be removed from the local storage so as to open up
storage capacity for new items. Removal of the item from
local storage is implemented by means of, e.g., explicitly
deleting the item under control of the end-user or under
control of a caching strategy controlled by the node in
the access network 116, or by overwriting the item with
a new item. When an item has thus been removed from
the local storage of a specific one of the plurality of data
processing devices 102, the registry 124 needs to be
updated.
[0049] Updating the registry 124 upon removal of an
item stored in local storage of a specific one of the plurality
of data processing devices 102 can be implemented in
a variety of manners.
[0050] For example, the specific data processing de-
vice is configured to notify the node via the access net-
work 116 of the removal of the item when it is expressly
deleted from the local storage or when it has been over-

written. Alternatively, if a specific one of the data process-
ing devices 102 is listed in the registry as having available
a requested item and does not, or not adequately respond
to a request, redirected in the eighth step 216, the specific
data processing device is taken off the list in the tenth
step 220. According to this latter approach, the data
processing system 100 automatically restores integrity
of the information at the registry 124.
[0051] Fig.3 is a first process diagram 300 that illus-
trates the interaction between the entities in the system
100 of the invention in case none of the plurality of data
processing devices 102 has available the item of elec-
tronic content information requested by the first data
processing device 104. It is assumed here that, by way
of example, the DSLAM 128 maintains the registry 124.
[0052] In a first action 302, the first data processing
device 104 sends a request for the item. The request is
addressed to the server 112 on the Internet 114. The
request is sent from the first data processing device 104
to the access network 116. The router 126 at the access
network receives the request.
[0053] In a second action 304, the router 126 forwards
the request to the DSLAM 128. The DSLAM 128 receives
the request.
[0054] In a third action 306, the DSLAM 128 checks
the registry 124 to determine if the item requested is avail-
able from another one of the plurality of data processing
devices 102. In this case, the registry 124 does not list
any of the plurality of data processing devices 102 that
have available the requested item.
[0055] In a fourth action 308, the DSLAM 128 forwards
the request to the core network 132.
[0056] In a fifth action 310, the core network 132 for-
wards the request to the Internet 114, addressing the
server 112.
[0057] In a sixth action 312, the Internet forwards the
request to the server 112.
[0058] In a seventh action 314, the server responds
by sending the requested item to the Internet 114, directly
or indirectly addressing the first data processing device
104. As to directly addressing: the address of the first
data processing device 104 on the access network 116
is used at the server 112 to specify the destination of the
response of the server 112. As to indirectly addressing:
the access network 116 may want hide the identity of the
first data processing device 104 from the server 112 and
from the Internet 114 as a whole, or the access network
116 uses routing protocols and addressing protocols that
are incompatible with those used on the Internet 114.
The access network 116 may then use network address
translation, and temporarily assign a unique identifier to
the forwarded request, replacing the network address of
the first data processing device 104. In this case the serv-
er 112 may then use this temporarily assigned unique
identifier in the response to the access network 116. The
actual destination is then resolved at the access network
116 under control of the unique identifier.
[0059] In an eighth action 316, the Internet 114 for-
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wards the response to the core network 132. In a ninth
action 318, the core network 132 forwards the response
to the DSLAM 128.
[0060] In a tenth action 320, the DSLAM 128 forwards
the response to the router 126.
[0061] In an eleventh action 322, the router 126 for-
wards the response to the first data processing device
104.
[0062] The response from the server 112 to the request
from the first data processing device 104, i.e., the re-
quested item, thus passes the core network 116. The
core network 116 updates the registry 124 in a twelfth
action 324 to list the first data processing device 104 as
having available the item as requested. The twelfth action
324 does not interfere with, or otherwise affect, the pre-
vious actions 302-322. The updating could be carried
out, e.g., when the item is identified while passing the
core network 116 before the item is being forwarded, or
during the forwarding, to the first data processing device
104. Alternatively, the updating could be carried out after
the item has been forwarded to the first data processing
device 104. The updating of the registry 124 renders the
item available to one or more other ones of the plurality
of data processing devices 102, when the one or more
other data processing devices submit a request for this
item to the server 112 and the request is intercept at the
DSLAM 128.
[0063] Fig.4 is a second process diagram 400 that il-
lustrates the interaction between the entities in the sys-
tem 100 of the invention in case the second data process-
ing devices 106 has available the item of electronic con-
tent information requested by the first data processing
device 104.
[0064] The first action 302, the second action 304 and
the third action 306 in the second process diagram 400
are similar to the first action 302, the second action 304
and the third action 306 in the first process diagram 300.
[0065] In the third action 306, the DSLAM 128 checks
the registry 124 to determine if the item requested is avail-
able from another one of the plurality of data processing
devices 102. In this case, the registry 124 lists the second
data processing device 106 as having the requested item
available.
[0066] In a thirteenth action 402, the DSLAM 128 re-
directs the request from the first data processing device
104 to the second data processing device 106, and for-
wards the redirected request to the router 126.
[0067] In a fourteenth action 404, the router 126 for-
wards the redirected request to the second data process-
ing device 106. The redirected request includes the ad-
dress of the first data processing device 104.
[0068] In a fifteenth action 406, the second data
processing device 106 responds to the request and
sends the requested item to the router 126.
[0069] In a sixteenth action 408, the router 126 for-
wards the item to the first data processing device 104.
[0070] The response from the second data processing
device 106 to the request from the first data processing

device 104, i.e., the requested item, thus passes the ac-
cess network 116. The access network 116 updates the
registry 124 in a twelfth action 324 to also list the first
data processing device 104 as having available the item
requested. The twelfth action 324 does not interfere with,
or otherwise affect, the previous actions 302-306,
402-408. The updating could be carried out, e.g., when
the item is identified while passing the access network
116 before the item is being forwarded, or during the
forwarding, to the first data processing device 104. Alter-
natively, the updating could be carried out after the item
has been forwarded to the first data processing device
104. The router 126 therefore notifies the DSLAM 128 or
the core network 132 in a seventeenth action 410 that
the registry 124 can be updated by listing the first data
processing device 104 as having the item available. Al-
ternatively, the router 126 submits to the registry 124 a
request to update the registry 124 with the information
that the first data processing device 104 has the item
available. The updating of the registry 124 renders the
item available to one or more other ones of the plurality
of data processing devices 102, when the one or more
other data processing devices submit a request for this
item to the server 112 and the request is intercepted at
the DSLAM 128.
[0071] As already mentioned earlier, in order for the
system 100 to work, the item of content information re-
quested by one or more specific ones of the plurality of
data processing devices 102 needs to be uniquely iden-
tifiable, at least within the community of the plurality of
data processing devices 102. For example, the request
for the item comprises the URL of the item at the server
112 or the request comprises a unique identifier that en-
ables to uniquely identify the item. An example of such
as unique identifier is a Content Resource Identifier
(CRID). A CRID is a globally unique identifier of a piece
of electronic content information as specified in the stand-
ards of the TV-Anytime forum. Alternatively, each differ-
ent one of the content providing servers on the Internet
can use its own labeling system to identify an item of
electronic content information within their own inventory
of electronic content information. The combination of the
URL of the server and the proprietary identifier enables
to identify the item at the access network 116.
[0072] A specific one of the data processing devices
102, which is participating in serving as a cache for one
or more items of electronic content information in the sys-
tem 100, needs to have the hardware to supply an item
upon receiving a redirected request for the item from an-
other one of the data processing devices 102. For exam-
ple, the participating data processing device comprises
a web server or an RTSP streaming server.
[0073] Note that the access network 116 generally
comprises one or more routers connected to a single
DSLAM, or a plurality of DSLAMS connected to a single
proxy server on the core network 132 of the access net-
work 116, etc. This hierarchical configuration of the ac-
cess network 116 can be carried over to the registry. This
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is explained with reference to Fig.5.
[0074] Fig.5 is a diagram that shows a portion of an
implementation 500 of the system 100 discussed above.
The access network 116 in the implementation 500
serves to connect multiple clusters of data processing
devices to the Internet 114, for example a first cluster
502, a second cluster 504, a third cluster 506 and a fourth
cluster 508. In order to not obscure the drawing, only
some of the data processing devices of the first cluster
502 have been indicated with reference numerals. The
first cluster comprises a fourth data processing device
510, a fifth data processing device 512 and a sixth data
processing device 514. The fourth data processing de-
vice 510, the fifth data processing device 512 and the
sixth data processing device 514 are similar to, e.g., the
first data processing device 104, the second data
processing device 106 and the third data processing de-
vice 108, respectively, as discussed with reference to
Fig. 1.
[0075] The access network 116 comprises a first router
516, a second router 518, a third router 520 and a fourth
router 522. The first cluster 502 is connected to the first
router 516. The second cluster 504 is connected to the
second router 518. The third cluster 506 is connected to
the third router 520. The fourth cluster 508 is connected
to the fourth router 522.
[0076] The access network 116 comprises a first
DSLAM 524 and a second DSLAM 526. The first DSLAM
524 connects the first router 516 and the second router
518 to the core network 132. The second DSLAM 526
connects the third router 520 and the fourth router 522
to the core network 132.
[0077] The implementation 500 can be considered a
data network formed by interconnecting multiple subsid-
iary data networks. Generally, the subsidiary data net-
works use the Internet protocol stack, e.g., TCP (Trans-
mission Control Protocol) at the transport layer, IP (In-
ternet Protocol) at the Internet layer, HTTP (Hypertext
Transfer Protocol) and RSTP (Real Time Streaming Pro-
tocol) at the application layer, etc. The subsidiary data
networks may differ from one another in the communi-
cation protocols used at the lower data link layer. For
example, one subsidiary data network uses Ethernet at
the data link layer, another subsidiary data network uses
VDSL (Very-High Bitrate Digital Subscriber Line) tech-
nology at the data link layer, and a third subsidiary data
network uses ATM (Asynchronous Mode Transfer) tech-
nology at the data link layer, etc. Different ones of these
subsidiary data networks may then be interconnected by
means of routers or gateways, dependent on the types
of the subsidiary data networks.
[0078] The first router 516 maintains a first registry 528
of items that have been delivered via the first router 516
to the data processing devices of the first cluster 502.
Each respective one of the data processing devices of
the first cluster 502 stores a respective number of these
items (none, one, two, ...) at their local storage and
makes these items available upon receiving a request to

do so. Similarly, the second router 518 maintains a sec-
ond registry 530 of items that have been delivered via
the second router 518 to the data processing devices of
the second cluster 502; the third router 520 maintains a
third registry 532 of items that have been delivered via
the third router 520 to the data processing devices of the
third cluster 506; and the fourth router 522 maintains a
fourth registry 534 of items that have been delivered via
the fourth router 522 to the data processing devices of
the fourth cluster 502.
[0079] Consider a specific one of the data processing
devices of the first cluster 502 submitting a request to
the server 112 for the download or streaming of a partic-
ular item of content information. If the first registry 528
lists this item as being available from another one of the
data processing devices of the first cluster 502, the first
router 516 redirects the request to this other data
processing device of the first cluster 502. If the first reg-
istry 528 does not list the requested item as available
within the first cluster 502, the first router 516 forwards
the request to the server 112 via the first DSLAM 524.
This scenario has been discussed above with reference
to Figs. 1-4.
[0080] The first DSLAM 524 is connected to the first
router 516 and the second router 518. The first DSLAM
524 maintains a fifth registry 536 of items that have been
delivered via the first DSLAM 524 to the first cluster 502
and to the second cluster 504. The second DSLAM 526
is connected to the third router 520 and the fourth router
522. The second DSLAM 526 maintains a sixth registry
538 of items that have been delivered via the second
DSLAM 526 to the data processing devices of the third
cluster 506 and to the fourth cluster 508.
[0081] In above scenario, the first DSLAM 524 re-
ceives the request for the particular item as forwarded
by the first router 516. If the first DSLAM 528 receives a
request forwarded by the first router 516, the conclusion
can be drawn that the item requested is not available
from the data processing devices of the first cluster 502.
Similarly, if the first DSLAM 528 receives a request for-
warded by the second router 518, the conclusion can be
drawn that the item requested is not available from the
data processing devices of the second cluster 502.
[0082] Accordingly, upon receipt of the request, origi-
nating in the first cluster 502 and forwarded by the first
router 516, the first DSLAM 524 consults the part of the
fifth registry 536 that relates to the items listed as being
available from the second cluster 504. If the fifth registry
536 lists the particular item as available from a specific
data processing device in the second cluster 504, the
first DSLAM 524 redirects the request to that specific
data processing device in the second cluster 504. If the
first registry 536 does not list the requested item as avail-
able from any of the data processing devices of the sec-
ond cluster 504, the first DSLAM 524 forwards the re-
quest to the core network 132.
[0083] Likewise, if the first DSLAM 524 receives a re-
quest, originating from a data processing device in the
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second cluster 504 and forwarded by the second router
518, the first DSLAM 524 consults the part of the fifth
registry 536 that relates to the items listed as being avail-
able from the first cluster 502. If the fifth registry 536 lists
the requested item as available from a specific data
processing device in the first cluster 502, the first DSLAM
524 redirects the request from the requesting data
processing device in the second cluster 504 to that spe-
cific data processing device in the first cluster 502. If the
first registry 536 does not list the requested item as avail-
able from any of the data processing devices of the first
cluster 502, the first DSLAM 524 forwards the request to
the core network 132.
[0084] The core network 132 maintains a seventh reg-
istry 540 of items that have been delivered via the core
network 132 to any of the data processing devices of the
first cluster 502, the second cluster 504, the third cluster
506 and the fourth cluster 508.
[0085] If the core network 132 receives a request for-
warded by the first DSLAM 524, the conclusion can be
drawn that the item requested is not available from any
of the data processing devices in the first cluster 502 and
the second cluster 504 combined. Accordingly, upon re-
ceipt of the request, originating in the first cluster 502 and
forwarded by the first router 516 and by the first DSLAM
524, the core network 132 consults that part of the sev-
enth registry 540 that pertains to the items delivered from
the Internet 114 via the core network 132 to the data
processing devices of the third cluster 506 and the fourth
cluster 508 combined.
[0086] If the consulted part of the seventh registry 540
indicates that the requested item is available from a spe-
cific data processing device in, e.g., the fourth cluster
508, the core network 132 redirects this request to that
specific data processing device in the fourth cluster 508.
If the consulted part of the seventh registry 540 indicates
that the requested item is not available from any of the
data processing devices of the third cluster 506 and the
fourth cluster 508 combined, the core network 132 for-
wards the request to the server 112.
[0087] Similarly, if the core network 132 receives a re-
quest forwarded by the second DSLAM 518, the conclu-
sion can be drawn that the item requested is not available
from the data processing devices of the third cluster 506
and the fourth cluster 508. Then, the core network 132
consults that part of the seventh registry 540 that relates
to the items delivered via the core network to the data
processing devices of the first cluster 502 and the second
cluster 504 combined. If the consulted part indicates that
a specific data processing device in, e.g., the second
cluster 504, has the requested item available, the core
network redirects the request to that specific data
processing device in the second cluster 504. If the con-
sulted part of the seventh registry 540 indicates that the
requested item is not available from any of the data
processing devices of the first cluster 502 and the second
cluster 504 combined, the core network 132 forwards the
request to the server 112.

[0088] The access network 116 in the implementation
500 of the system 100 has a hierarchical configuration.
One level in the hierarchy comprises multiple routers,
and each respective one of the routers connects a re-
spective one of multiple clusters of data processing de-
vices to a single DSLAM. Another level in the hierarchy
comprises multiple DSLAMS, and each respective
DSLAM connects two or more respective ones of the
routers to the core network 132. The hierarchy can be
expanded at the core network 132 by considering one or
more layers of proxy servers of the core network 132.
[0089] The implementation 500 of the system 100 uses
the hierarchical configuration of the access network 116
to call into being a hierarchical decision structure to de-
termine whether or not to redirect a request from one
data processing device to another data processing de-
vice connected to the same access network 116.
[0090] The decision structure has a first level at which
the decision is made at the level of the routers after check-
ing the relevant registry of the relevant router maintained
for items that have been delivered via the relevant router.
The decision structure at the router level enables to re-
direct a request from a data processing device in one
cluster to another data processing device in another clus-
ter.
[0091] The decision structure has a second level at
which the decision is made at the level of the DSLAMs
after checking the relevant registry of the relevant
DSLAM maintained for items that have been delivered
via the relevant DSLAM. The decision structure at the
DSLAM level enables to redirect a request from a data
processing device in one cluster connected to one router
to another data processing device in another cluster con-
nected to another router.
[0092] The decision structure has a third level at which
the decision is made at the level of the core network after
checking the relevant registry of the core network main-
tained for items that have been delivered via the core
network. The decision structure at the core network level
enables to redirect a request from a data processing de-
vice in one cluster served via one DSLAM to another data
processing device in another cluster served by another
DSLAM.
[0093] Typically, a conventional access network does
not include a proxy server. According to the invention,
the access network 116 may comprise a proxy server
130 to manage the re-directing of the request from the
data processing device initiating the request to another
data processing device that is registered as having the
requested item available, or to forward the request to a
node in the access network 116 that has an overview of
the registries at the next higher level. For example, the
first router 516 only has an overview of the first registry
528; the first DSLAM 524 has an overview of the first
registry 528 and the second registry 530; the core net-
work has an overview of the first registry 528, the second
registry 530, the third registry 532 and the fourth registry
534. One or more proxy servers could be added at inter-
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mediate nodes of the access network 116. The proxy
server is then operative to redirect the request, received
from a node at a lower layer, to another node at the same
lower layer or to another node at a still more lower layer,
if the registry at the proxy indicates that the item request-
ed is available from a data processing device connected
to the proxy server via the other node. The proxy server
is operative to forward the request, received from a node
at a lower layer, to another node at a higher layer if the
registry at the proxy indicates that the item requested is
not available from any data processing device connected
to the proxy server via further nodes at the lower layer.
[0094] The implementation 500 of the system 100 is
shown in the diagram of Fig.5 with each individual one
of the first DSLAM 524, the second DSLAM 526 and the
core network 132 maintaining its separate registry. The
fifth registry 536 of the first DSLAM 524 contains the in-
formation that is also contained in the first registry 528
of the first router 516 and the second registry 530 of the
second router 518, combined. The sixth registry 538 of
the second DSLAM 526 contains the information that is
also contained in the third registry 532 of the third router
520 and the fourth registry 534 of the fourth router 518,
combined. The seventh registry 540 in the core network
132 contains the information that is contained in the fifth
registry 536 of the first DSLAM 524 and the sixth registry
538 of the second DSLAM 526.
[0095] As an alternative, one could choose to maintain
the first registry 528 at the first router 516, the second
registry 530 at the second router 518, the third registry
532 at the third router 520 and the fourth registry 534 at
the fourth router 522, and to dispense with the fifth reg-
istry 536 at the first DSLAM 524, the sixth registry 538
at the second DSLAM 526, and the seventh registry 540
in the core network 132. Now, consider a specific one of
the first DSLAM 524 and the second DSLAM 526 receiv-
ing a request, forwarded by a specific one of the routers
connected to the specific DSLAM. The specific DSLAM
now needs to consult the registry of the other router con-
nected to the specific DSLAM in order to determine if the
clusters connected to the other router have the requested
item available. Accordingly, the specific DSLAM then
needs to communicate with the other router in order to
resolve this issue by accessing this other router’s regis-
try. Similarly, consider that the core network 132 receives
a request forwarded by a specific one of the first DSLAM
524 and the second DSLAM 526. The core network 132
now needs to communicate with the registries residing
at the routers connected to the other one of the first
DSLAM 524 and the second DSLAM 526.

Claims

1. A method (200) of controlling delivery of an item of
electronic content information from a source (112)
on data network (114) via an access network (116)
to a plurality of data processing devices (102),

wherein:

each respective one (104, 106, 108) of the plu-
rality of data processing devices comprises a
respective local storage (118, 120, 122);
the access network comprises a registry (124);
the method comprises:

monitoring (202) in the access network a
request issued by a specific one of the plu-
rality of data processing devices to the
source for delivery of the item;
consulting (210) the registry for determining
whether the item is available from local stor-
age at another one of the plurality of data
processing devices;
if the item is available from the local storage
at the other data processing device accord-
ing to the registry, redirecting (216) the re-
quest to the other data processing device,
and registering (222) in the registry an avail-
ability of the item from the local storage of
the specific data processing device when
the other data processing device has sup-
plied (218) the requested item to the specific
data processing device in response to the
redirected request; and
if the item is not available from local storage
at any of the plurality of data processing de-
vices according to the registry:

forwarding (212) the request to the
source;
monitoring in the access network a re-
sponse from the source to the request;
and
registering (214) in the registry an avail-
ability of the item from the local storage
of the specific data processing device
when the source has delivered the item
to the specific data processing device
in response to the request.

2. The method of claim 1, comprising:

if the other data processing device fails to supply
to the specific data processing device the re-
quested item in response to the redirected re-
quest:

updating (220) the registry to indicate that
the requested item is unavailable from the
other data processing device; and
consulting (210) the registry for determining
whether the item is available from local stor-
age at a further other one of the plurality of
data processing devices.
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3. A node in an access network, wherein:

the access network is operative to connect a plu-
rality of data processing devices (102) to a data
network (114)
each respective one (104, 106, 108) of the plu-
rality of data processing devices comprises a
respective local storage (118, 120, 122);
the node comprises a registry (124);
the node is configured for:

monitoring (202) a request issued by a spe-
cific one of the plurality of data processing
devices via the access network to a source
on the data network for delivery of an item
of electronic content information;
consulting (210) the registry for determining
whether the item is available from local stor-
age at another one of the plurality of data
processing devices;
if the item is available from the local storage
at the other data processing device accord-
ing to the registry, redirecting (216) the re-
quest to the other data processing device,
and registering (222) in the registry an avail-
ability of the item from the local storage of
the specific data processing device when
the other data processing device has sup-
plied (218) the requested item to the specific
data processing device in response to the
redirected request; and
if the item is not available from local storage
at any of the plurality of data processing de-
vices according to the registry:

forwarding (212) the request to the
source;
monitoring in the access network a re-
sponse from the source to the request;
and
registering (214) in the registry an avail-
ability of the item from the local storage
of the specific data processing device
when the source has delivered the item
to the specific data processing device
in response to the request.

4. The node of claim 3, configured for:

if the other data processing device fails to supply
to the specific data processing device the re-
quested item in response to the redirected re-
quest:

updating (220) the registry to indicate that
the requested item is unavailable from the
other data processing device; and
consulting (210) the registry for determining

whether the item is available from local stor-
age at a further other one of the plurality of
data processing devices.

5. Control software on a computer-readable medium,
wherein:

the control software is configured for control op-
eration of a node in an access network;
the access network is operative to connect a plu-
rality of data processing devices (102) to a data
network (114);
each respective one (104, 106, 108) of the plu-
rality of data processing devices comprises a
respective local storage (118, 120, 122);
the node comprises a registry (124);
the control software comprises:

first instructions for monitoring (202) a re-
quest issued by a specific one of the plurality
of data processing devices via the access
network to a source on the data network for
delivery of an item of electronic content in-
formation;
second instructions for consulting (210) the
registry for determining whether the item is
available from local storage at another one
of the plurality of data processing devices;
third instructions for redirecting (216) the re-
quest to the other data processing device,
and registering (222) in the registry an avail-
ability of the item from the local storage of
the specific data processing device when
the other data processing device has sup-
plied (218) the requested item to the specific
data processing device in response to the
redirected request, if the item is available
from the local storage at the other data
processing device according to the registry;
and
fourth instructions for, if the item is not avail-
able from local storage at any of the plurality
of data processing devices according to the
registry:

forwarding (212) the request to the
source;
monitoring in the access network a re-
sponse from the source to the request;
and
registering (214) in the registry an avail-
ability of the item from the local storage
of the specific data processing device
when the source has delivered the item
to the specific data processing device
in response to the request.

6. The control software of claim 6, comprising fifth in-
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structions for, if the other data processing device fails
to supply to the specific data processing device the
requested item in response to the redirected request,
updating (220) the registry to indicate that the re-
quested item is unavailable from the other data
processing device; and consulting (210) the registry
for determining whether the item is available from
local storage at a further other one of the plurality of
data processing devices.
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