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ABSTRACT

A method, computer program product and controller for
controlling communication services for a plurality of
applications on a physical network having a plurality M of
network nodes providing certain network resources, wherein each
of the applications is described by a set of requirements and
is configured to run on at least two of the network nodes. The
controller includes a generator and a calculator. The
generator generates a network model of the physical network
including a topology of the physical network and a node model
for each of the network nodes, where the node model describes
node capabilities and node resources of the network node. The
calculator calculates virtual networks for the applications by
mapping each respective set of requirements of the applications
to the generated network model, where each of the calculated
virtual networks includes at least two network nodes and a

slice of the certain network resources.
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Controller and Method for Controlling Communication Services

for Applications on a Physical Network

REFERENCE TO RELATED APPLICATIONS

This is a Canadian national stage of application No.
PCT/EP2013/051401 filed 25 January 2013. Priority is claimed
on European Application No. 12000488.2 filed 26 January 2012.

BACKGROUND OF THE APPLICATION

1. Field of the Invention

The present invention relates communication networks and, more
particularly, to a controller and a method for controlling

communication services for applications on a physical network.

2. Description of the Related Art

Many networks particularly require a predictable operation with
precise timings and a high level of reliability. This is
especially true for industrial networks. In this regard,
"industrial network" preferably refers to Ethernet/IP-based
networks in factory automation, traffic control, machine-to-
machine, Supervisory control and data acquisition (SCADA)

application areas.

Current internet and local area network technologies cannot
fulfill those requirements. Many conventional technical
extensions in the form of industrial communication standards
try to solve these issues, such as the PROFINET standard.
Basically, for all of these standards, the same steps have to
apply. In a first step, the applications have to be planned.

Tn a second step, requirements have to be derived. 1In a third
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step, the network has to be planned. 1In a fourth step, the
network has to be rolled out and configured. 1In a fifth step,

the network has to be started for providing the applications.

One problem with this procedure is the lack of flexibility
under tight coupling of the application planning in network
configuration and operation. If something changes in the
physical network or in one of the applications, at least some
of the steps have to be repeated. This may create extra costs
due to manual re-planning. Further, this may be error-prone.
Furthermore, it may be hard to use non-industrial technologies
as a base for products in industrial networks. In particular,
the evolution of standard Internet/LAN technologies is
difficult to be integrated within an industrial communication
technology such as PROFINET. One of these reasons is the
required development costs in terms of hardware, like
application specific integrated circuits (ASICs), such as the
case within PROFINET. Any technological improvement in the
Institute of Electrical and Electronic Engineers (IEEE)
standard Ethernet requires large development costs to integrate
this extension within PROFINET. Further, this might lead to
several generations of the same protocol that potentially
cannot interoperate. In addition, the effect of a change on
the standard might snow-ball, because PROFINET covers not only
networking issues, but also end-devices, middleware and
engineering tools that interact with the PROFINET-capable
devices and networks. In addition, mixing products from
different standards, with sometimes very different capabilities
in the same network, is typically difficult or not possible
because conventional planning tools cannot work with

heterogeneous standards.
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A further problem is the fact that many applications from
different stack holders may compete for resources and have to
be shielded from each other for security and management reasons
(multi-tenancy). The share of the network allocated to each
application has to be done on-demand and without physically
extending the network. The service that the network provides
to the applications has to provide guarantees on the one hand,

but it also shall enforce restrictions (policy control).

Further, quality of service, resilience and routing/forwarding

has to be managed in the physical network.

For each above-discussed partial problem, separate technology

developments exist in the Internet and local area networks.

The present partial solutions within the industrial fields may

be categorized into the following:

1) Use of different physical networks. This approach, while
still commonly used, provides no flexibility and creates extra

costs for hardware.

2) The use of virtualization combined with over-dimensioning of
the network by setting up a pre-defined and static series of
subnets and LANs around a given application (e.g., a control
application of a factory cell). This cellular approach also
may be less effective neither in allowing inter-cell

communication nor in enabling rational network deployment.

3) Tndustrial extensions to Ethernet protocols to include needs
of industrial communication. This sclution, however, lacks
flexibility, is not suited for interoperability, and has

created specialized niche products that have evolved as

3
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standalone standards such as Profinet. Those industrial
standards typically cannot shield non-industrial applications
from each other and must use other means as described in

publication [2] to do so.

4) Traffic engineering and Quality of Service (QoS)
dimensioning of the network, which is the approach often found
in telecommunication networks and used by internet service
providers. This allows a certain control over the owned
network that is providing communication as a service to
multiple tiers. This approach is, however, not as appropriate
to the industrial applications, due to the granularity and
complexity in defining Service Level Agreements (SLAs) for cach
user. This approach is also based on some protocols and
specified for larger hardware (such as routers supporting RSVP,
or MPLS switches). Thus, existing technologies cannot be used

for industrial networks, here.

Conventional methods and devices for controlling communication
services for applications on a physical network are described

in publications [1] to [14].

SUMMARY OF THE INVENTION

It is therefore an object of the present invention to provide
improved control of communication services for applications on

a physical network.

In accordance with a first embodiment, a controller for
controlling communication services for a plurality N of
applications on a physical network having a plurality M of
network nodes providing certain network resources is provided.

Each of the N applications is described by at least a set of
4
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requirements and optionally a set of traffic patterns and is
configured to run on at least two of the M network nodes. The
controller comprises a generator and a calculatecr. The
generator 1s configured to generate a network model of the
physical network including a topology of the physical network
and a node model for each of the M network nodes, where the
node model describes node capabilities and node resources of
the network node. The calculator is configured to calculate N
virtual networks for the N applications by mapping each of the
set of requirements of the N applications to the provided
network model, where each of the N calculated virtual networks
includes at least two network nodes and a slice of the certain

network resources.

By calculating the virtual networks based on the provided
network model, the planning of the physical network and its
configuration are advantageously separated. Thus, the

efficiency of the physical network may be improved.

Thus, in the step of calculating the virtual networks it is not
necessary to have and use information that identifies how to
interface the respective network element. The présent
controller adds intelligencec to optimize and manage the network
resources on the fly and not just by offline traffic
engineering. The result is a managed portioning of the
network, with clear service guarantees and associated policies,
called "virtual network" or "slice". "Portioning" here refers
not only the route data packets can take, as in traditional
network virtualisation techniques, but also the share of
network resource they can consume. Network resources include

bandwidth, schedulers and buffers.
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The physical network includes its connected network elements,
such as end devices and inner nodes, as well as their
interconnecting physical links. For example, the physical
network is a set of IP and/or 0SI layer-2 devices (i.e.,
routers or switches) interconnected by physical links that can
route messages (packets) and can apply constraints on thcse

messages.

Here, virtual network corresponds to "slice" preferably
referring to a logical partition of the physical network
connecting several end points and characterized by a class. A
slice can exist in several instances of unconnected slices.

The class of slice is defined through a distinctive attribute
or set of attributes that distinguish different classes, such
as security, QoS parameters, importance, and reliability. A
slice instance is instantiated by defining the members of the
slice in terms of end points, and the characteristics of the
network that fulfills the slice as class attributes. The slice
may be implemented as the virtual network fulfilling the
characteristic of the slice class independently of the
underlying network or technology used to fulfill those
characteristics. A slice instance has an identifier, such as a

number.

"Application" preferably refers to pieces of software or
programs distributed across the physical network (distributed
service). The software may be considered as a set of end
points with the need to communicate with a certain service

level over at least one pipe (slice).

"End point" preferably refers to the leaf of a slice. The end
point suggests a distributed nature of the application, which

6
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could be peer-to-peer or client-server based, where each
application peering end entity is hosted at a different edge of
the physical network. Each end point may run as a "virtual end
point"™ (VEP), such as a virtual machine or virtual entity,
where a single device can host several VEPs and each VEP

belongs to a different slice.

"Pipe" preferably refers to a connection of two end points.
It's a logical connection meaning on the first glance it has
nothing to do with routing/forwarding and other properties on
the physical layer. A pipe has prcoperties, such as minimum or

maximum bandwidth, and access is controlled.

"Network model" preferably refers to an abstraction of the
concrete physical network using generic nodes but various
properties. The generic nodes are preferably described as node

models.

In this context, a communication service is the fﬁnctionality
to transport information between endpoints in a network with

certain properties. Functionality includes routing respective
data forwarding, properties are non-functional issues, such as

performance or resilience.

The set of requirements of each application preferably defines
the network elements on which the application has to be run and

further the paths or path requirements that have to be used.

Thus, in accordance with specific embodiments, a plurality of
network elements, i.e., end devices and inner nodes, and/or

network architectures may be handled easily.
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In accordance with certain embodiments, because of the present
separation of planning and configuring the physical network, an
ability to support multi-tier and remote access to a shared
production system is provided, i.e., by installing virtual
networks on demand. Virtual networks may preferably be called
slices, because each of the calculated virtual networks uses a
definite slice of the certain network resources of the present

physical network.

In particular compared to conventional virtualization
techniques, no communication overhead due to direct node
configuration occurs. Thus, there is no need for

encapsulation.

Moreover, in accordance with other embodiments, it is possible
to provide holistic QoS and routine approaches targeted at

industrial communication networks.

Further, the calculated N virtual networks may provide a slice
application view of the physical network, where the slice
application view gathers a list of network elements configured
to run at least one application, as well as entry points into
the slice. The slice application view may be seen as a graph
of an overlay, where each node is a slice end-point, with a
given interface describing the expected communication service
at each respective interface. This abstract view of expected
interfaces is part of the present network model. The interface
expected at each endpoint of a slice may describe more than QoS
parameters such as bandwidth or expected end-to-end delay, but
also at some semantics information such as the need for a
secure channel, redundant communication, or other requested

non-functional qualities of the network. The semantic model

8
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may also include the capabilities of the said interface, such
as protocols, physical resources, ability to support QoS or
policy enforcements. The present abstraction of the physical
network, i.e., the network model, enables technology

independent planning and engineering tools.

Network elements and applications may be slice system aware,
i.e., they contain components that can interact with the
present controller. The present controller may be also called
slice manager or slice controller. If devices are not slice
system aware, the first slice system aware device in the
physical network may terminate the slice system and
transparently route all traffic for this device. If an
application is not slice system aware, but is placed on a slice
system aware device, then this device may contain an additional
software component that manages slice access on behalf of that

application.

In accordance with an embodiment, the controller includes a
configurator for confiquring the physical network such that the

calculated N virtual networks are fulfilled.

With the configurator, the controller has the ability to
configure the physical network based on the calculated virtual
networks advantageously. Thus, in sum, the present controller
may perform the following tasks: communicate with applications
or management stations in order to establish, tear-down or
change the virtual networks or to provide a notification of the
occurrence of failures or changes, automatic management of the
available physical resources, and device configurations to

enable quality-of-service or policing rules.
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In accordance with a further embodiment, the configurator is
configured to configure the physical network by allowing a
separate configuration and a separate commissioning for each of

the N applications.

By allowing separate configuration and commissioning steps for
each application, a dynamic communication is set up and
operation is advantageously supported, while each of the

applications are shielded from each another.

In accordance with a further embodiment, the calculator is
configured to calculate the N virtual networks such that the N

applications are shielded against each other.

If the applications are shielded against each other, one of the
applications may be changed without any impact to the other

applications.

In accordance with a further embodiment, the controller is
configured to control the communication services during an

operation of the physical network.

Because the present controller is configured to control the
communication services during the operation of the physical
network, an application or a network element may be changed
while the operation of the physical network is not stopped and
a new network model may be calculated and configured to the
present physical network. Thus, there is provided an ability
to deal with network physical extensions, resource
reallocation, for example, due to sudden failures or errors,

hidden from the application planning and commissioning.

10
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In accordance with a further embodiment, the controller
includes M drivers for driving the M network nodes dependent on
the N calculated virtual networks and independent on a certain

technology used by one of the N network nodes.

With the M drivers, the controller has the ability to configure
a virtual network (slice) along nodes (network elements) with
different technologies, such as router, AVB (audio-video-
bridging)-capable switch, PROFINET-switch, or manéged switch.
The slice could cross the different network nodes, while
guaranteeing at least the minimum guarantee of the simplest
node along the path. The different network nodes may be
configured on the fly through whatever interface is
appropriate. This requires no additional hardware or firmware
extension of the network node itself. Thus, the ébove
discussed slice view is an abstraction of the concrete physical
network. This slice view is an abstraction layer between the

applications view and the view of the physical network itself.

In accordance with a further embodiment, the node model
includes Quality of Service (QoS)capabilities, performance
parameters, implementation parameters and/or interfaces of the

network node.

In accordance with yet a further embodiment, the calculator is
configured to map the N sets of requirements of the N
applications to the provided network model by using at least

cne optimization step.

By optimizing the mapping and therefore the calculation of the
virtual networks, the use of the underlined physical network

may be improved.

11
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In accordance with a still further embodiment, the controller
includes a user interface for planning and configuring the N

applications.

In sum, the presently contemplated controller may provide an
interface for planning tools and applications, on the one hand,

and interfaces towards the network elements, on the other hand.

In accordance with a further embodiment, the controller
includes a requestor for requesting network information on the
network resources from the physical network and node
information on the node capabilities and the node resources
from at least one of the M network nodes, i.e., from all of the

M network nodes.

The controller, via the requestor, may request the necessary
information from the physical network to provide an optimal

network model.

In accordance with yet another embodiment, the generator is
configured to generate the network model based on the network
information and the node information reguested by the

requestor.

In accordance with still a further embodiment, the physical
network is an industrial network, in particular an Ethernet/IP-

based industrial network, such as PROFINET.

In accordance with a further embodiment, the M network nodes
include a number of end devices that are configured to run at
least one of the N applications and a number of inner nodes

that are configured to forward data packets between at least

two end devices.

12
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In accordance with other embodiments, the controller runs
slices from backend systems, such as cloud, enterprise
networks, or remote service providers, deep into the field
level crossing multiple network borders, while still protecting

critical applications and their communication services.

The respective means, e.g., the generator, the calculator or
the configurator, may be implemented in hardware and/or in
software. If the means are implemented in hardware, the
generator may comprise a device, e.g., as a computer or as a
processor or as a part of a system, such as a computer system.
Tf the means are implemented in software it may comprises a
computer program product, a function, a routine, program code

or as an executable object.

It should be understood that any embodiment of the first
embodiment may be combined with any embodiment of the first
embodiment to obtain another embodiment of the first

embodiment.

It is also an object of the inventicn to provide a method for
controlling communication services for a plurality N of
applications on a physical network having a plurality M of
network nodes providing certain network resources is provided.
Each of the N applications is described by a set of
requirements and configured to run on at least two of the M
network nodes. In a first step, a network mcdel of the
physical network is generated, where the network model includes
a topology of the physical network and a node model for each of
the M network nodes. In particular, the node model describes
node capabilities and node resources of the network node. In a

second step, N virtual networks for the N applications are

13
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calculated by mapping each of the set of requirements of the N
applications to the provided network model, where each of the N
calculated virtual networks includes at least two network nodes

and a slice of the certain network resources.

It is also an object of the invention to provide a computer
program product comprising program code for executing the above
discussed method for controlling communication services for a
plurality N of applications on a physical network when run on at

least one computer.

A computer program product, like a computer program means, may be
comprise a memory card, USB stick, CD-ROM, DVD or a file that may
be downloaded from a server in a network. For example, this may
be provided by transferring the respective file with the computer

program product from a wireless communication network.

According to one aspect of the present invention, there is
provided a controller for controlling communication services for
a plurality of applications on a physical network having a
plurality of network nodes providing certain network resources,
each application of the plurality of applications being described
by a set of requirements and being configured to run on at least
two network nodes of the plurality of network nodes, the
controller comprising: a generator for generating a network model
of the physical network including a topology of the physical
network and a ncde model for each network node of the plurality
of network nodes, the node model describing node capabilities and
node resources o0f each of the plurality of network nodes; a
calculator for calculating‘N virtual networks for the plurality
of applications by mapping each respective set of regquirements of
the plurality of applications to the generated network model,

each of the N calculated virtual networks including said at least

14
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two network nodes and a slice of the certain network resocurces,
and M drivers for driving the M network nodes dependent on the N
calculated virtual networks and independent on a certain

technology used by one of the N network nodes.

According to another aspect of the present invention, there is
provided a method for controlling communication services for a
plurality of applications on a physical network having a
plurality of network nodes providing certain network resources,
each applicatiocn of the plurality of applications being described
by a set of requirements and being configured to run on at least
two network ncde of the plurality of network nodes, the method
comprising: generating a network model of the physical network
including a topology of the physical network and a node model for
each network node cf the plurality of network nodes, the node
model describing node capabilities and node rescurces of the
plurality of network nodes; calculating N virtual networks for
the plurality of applications by mapping each respective set of
requirements of the plurality of applications to the generated
network model, each of the N calculated virtual networks
including at least two network nodes and a slice of the certain
network resources, wherein the M network nodes are driven by M
drivers dependent on the N calculated virtual networks and
independent on a certain technology used by one of the N network

nodes.

According to yet another aspect of the present invention, there
is provided a non-transitory computer program encoded with a
computer program code for executing on a processor, which, when
used on at least one computer, causes the processor to control
communication services for a plurality of applications on a
physical network, the computer program comprising: program code

for generating a network model of the physical network including
15
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a topology of the physical network and a node model for each
network node of a plurality of network nodes, the node model
describing node capabilities and node resources of the plurality
of network nodes; program code for calculating virtual networks
for the plurality of applications by mapping each respective set
of requirements of the plurality of applications to the generated
network model, each of the calculated virtual networks including
at least two network nodes and a slice of the certain network
resources, wherein the M network nodes are driven by M drivers
dependent cn the N calculated virtual networks and independent on

a certain technology used by one of the N network nodes.

Other objects and features of the present invention will become
apparent from the following detailed description considered in
conjunction with the accompanying drawings. It is to be
understood, however, that the drawings are designed solely for
purposes of illustration and not as a definition of the limits of
the invention, for which reference should be made to the appended
claims. It should be further understood that the drawings are
not necessarily drawn to scale and that, unless otherwise
indicated, they are merely intended to conceptually illustrate

the structures and procedures described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

Further objects, features and advantages of the present invention
will become apparent from the subsequent description and
depending claims, taking in conjunction with the accompanying

drawings, in which:

Fig. 1 shows a schematic block diagram of a first embodiment of a
controller for controlling communication services for
applications on a physical network in accordance with the

invention;

16
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Fig. 2 shows a schematic block diagram of a second embodiment
of a controller for controlling communication services for
applications on a physical network in accordance with the

invention;

Fig. 3 shows two exemplary applications that are to be

implemented in the physical network of Fig. 5;
Fig. 4 shows a network model of the physical network of Fig. 5;

Fig. 5 shows an embodiment of a physical network in accordance

with the invention;

Fig. 6 shows a schematic block diagram of a third embodiment of
a controller for controlling communication services for
applications on a physical network in accordance with the

invention; and

Fig. 7 shows an embodiment of a sequence of method steps for
controlling communication services for applications on a

physical network in accordance with the invention.

DETAILED DESCRIPTION OF THE EXEMPLARY EMBODIMENTS

In the Figures, like reference numerals designate like or

functionally equivalent elements, unless otherwise indicated.

Fig. 1 shows a schematic block diagram of a first embodiment of
a controller 10 for controlling communication services for a
plurality N of applications 21, 22 on a physical network 30
having a plurality M of network nodes 41-48 providing certain
network resources. Each of the N applications 21, 22 is
described by a set of requirements and is configured to run on

at least two of the M network nodes 41-49. 1In the following,
17
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the controller 10 of Fig. 1 is discussed with reference to
Figs. 3 to 5. 1In this regard, Fig. 5 shows an embodiment of a
physical network 30, Fig. 4 a network model 50 of the physical
network 30 of Fig. 5, and Fig. 3 shows two exemplary
applications 21, 22 that are to be implemented in the physical
network of Fig. 5.

With respect to Fig. 3, and without loss of generality, N=2 in
this example. Further, with reference to Figs. 4 and 5, M=9

without loss of generality.

Fig. 3 shows two applications 21, 22, where the first
application 21 has four end devices 41-44 between which data
packets are to be transferred. 1In contrast, the second
application 22 has only two end devices 41 and 44 between which
data packets are to be transferred. According to Fig. 5, the
physical network 30 has nine network elements 41-49. The nine
network elements 41-49 include four end devices 41-44 that are
configured to run at least one of the applications 21, 22 and
five inner nodes 45-49 that are configured to forward data
packets between the end devices 41-44. The inner nodes 45-59

may comprise bridges, switches or radio stations.

Returning to the controller 10 of Fig. 1, the controller 10
comprises a generator 11 and a calculator 12. The generator 11
is configured to generate the network model 50 according to
Fig. 4 of the physical network 30 of Fig. 5. The generated
network model 50 includes a topology 60 of the physical

network 30 and a node model 71-79 for each of the nine network
nodes 41-49 of the physical network 30 of Fig. 5. The
respective network model 71-79 describes node capabilities and
node resources of the respective network node 41-49. In other

18
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words, for each of the network nodes 41-49 of Fig. 5 one

respective node model 71-79 is generated.

The calculator 12 of the controller 10 is configured to
calculate two (N=2) virtual networks 81, 82 for the two
applications 21, 22 by mapping each of the sets of requirements
of the two applications 21, 22 to the provided network

model 50. Therein, each of the two calculated virtual

networks 81, 82 includes at least two network nodes 41-49 and a
slice of the certain network resources. In particular, the sum
of the slices corresponds to the available network resources of

the physical network 30.

Particularly, the calculator 12 is configured to map the two
sets of requirements of the two applications 21, 22 to the
provided network model 50 by applying at least one optimization
step. Further, the calculator 12 may calculate the two virtual
networks 81, 82 such that the applications 21, 22 are shielded

against each other.

The controller 10 is further configured to control the
communication services during an operation of the physical
network 30. That means that, for example, one application 21,
22 may be configured or one of the network nodes 41-49 may be
changed, the controller 10 may generate a new network model 50
and may calculate new virtual networks 81, 82 dependent on such

a change.

Fig. 2 shows a second embodiment of a controller 10 for
controlling communication services for a plurality N of
applications 21, 22 on a physical network 30 having a

plurality M of network nodes 41-49 providing certain network

19
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resources. The currently contemplated embodiment of the
controller 10 of Fig. 2 is based on the first embodiment of
Fig. 1. Additicnally to Fig. 1, the controller 10 of Fig. 2
includes a configurator 13 which is configured to configure the
physical network 30 such that the calculated two virtual
networks 81, 82 are fulfilled. That is, after the
configuration step, the physical network 30, in particular its
network elements 41-49, is configured to provide the calculated
virtual networks 81, 82. Further, the configurator 13 may be
configured to configure the physical network 30 by allowing a
separate configuration and a separate commissioning for each of

the two applications 21, 22.

Moreover, in Fig. 6, a third embodiment of a controller 10 is

depicted which is based on the second embodiment of Fig. 2.

The controller 10 of Fig. 6 additionally comprises a user
interface 14 and a requestor 15. Further, the configurator 13

of Fig. 6 comprises a number M of drivers.

A user may plan and configure the N applications 21, 22 via the

user interface 14.

The M drivers are configured to drive the M network nodes 41-49
dependent on the N calculated virtual networks 81, 82 and
independent on a certain technology used by one of the network
nodes 41-49. That is, because of using the drivers 13, any
technology can be used for network nodes 41-43, which has no

impact on calculating the virtual networks 81, 82.

Moreover, the requestor 15 is configured to request network
information on the network resources from the physical

network 30 and node information on the node capabilities and
20
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the node resources from the network nodes 41-49. In this third
embodiment, the generator 30 may be configured to generate the
network model 50 based on the network information and the node

information as requested by the requestor 15.

Fig. 7 shows a method for controlling communication services
for a plurality N of applications 21, 22 on the physical
network 30 having a plurality M of network nodes 41-49
providing certain network resources. Each of the N
applications 21, 22 is described by a set of requirements and
is configured to run on at least two of the M network

nodes 41-49.
The method of Fig. 7 includes the following steps 101-103:

In step 101, a network model 50 of the physical network 30 is
generated. The network model 50 includes a topology 60 of the
physical network 30 and a node model 71-79 for each of the M
network nodes 41-49 (see Figs. 3-5}). In this regard, the node
model 71-79 describes node capabilities and node resources of

the network node 41-49.

In step 102, N virtual networks 81, 82 for the N applications
21, 22 are calculated by mapping each of the sets of
requirements of the N applications 21, 22 to the provided
network model 50. Each of the N calculated virtual networks
81, 82 includes at least two network nodes 41-49 and the slice

of the certain network resources.

In step 103, the physical network 30 is configured such that
the calculated N virtual networks 81, 82 are fulfilled.

21
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In particular, the above-described steps 101-103 may be

executed during the operation of the physical network 30.

The following example may illustrate the present invention. In
this example, the controller may also be called slice manager

and the respective virtual network may be called slice.

In the present example, the following prerequisites are

fulfilled:

1. The slice manager knows the network topology. This can be

assured via a prepared configuration or by automatic discovery.

2. All devices (network elements)} which have to be controlled
by the slice manager must be known; if the respective
information is not given in 1., the devices register with the
slice manager. The information for a device includes QoS
capabilities, performance parameters, interfaces and eventually

more implementation specific information.

3. For each desired slice (VN) a description exists that
includes a list of end devices, applications on those end
devices (for slice system aware devices only), QoS
requirements, and some notion of importance and/or resilience
requirements. Optionally, a specification of the traffic
assumed for this slice may exist to allow better optimizations.
Another optional description may contain security related
issues, i.e., firewall rules, access rules, and upper limits of

bandwidth usage.

The following steps have to then be performed to create and use

a slice:

22
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1. Some instance triggers slice creation by sending a message
to the slice manager containing a slice description as

described in the prerequisites.

2. The slice manager starts an algorithm to find an optimal
mapping of the slice requirements to the actual network taking
device capabilities, available resources, topology and slice
reqguirements and assumed slice traffic into account. If
resource conflicts occur, those may be resolved using the
importance properties. The mapping process also includes the
identification cf "inner" slice nodes, which is, finding an

optimal path between the slice ends.

3. The slice manager now configures all nodes participating in
that slice as well as all inner nodes to perform data

forwarding with the desired QoS ccnstraints.

4. If end devices are slice aware, they will create a virtual
network interface used as a slice entry by the respective

applications.

Although the present invention has been described in accordance
with preferred embodiments, it is obvious for a person skilled

in the art that modifications are possible in all embodiments.

Thus, while there have been shown, described, and pointed out
fundamental novel features of the invention as applied to a
preferred embodiment thereof, it will be understood that
various omissions and substitutions and changes in the form and
details of the devices illustrated, and in their operation, may
be made by those skilled in the art without departing from the
spirit of the invention. For example, it is expressly intended

that all combinations of those elements which perform

23
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substantially the same function in substantially the same way
to achieve the same results are within the scope of the
invention. Moreover, it should be recognized that structures
and/or elements shown and/or described in connection with any
disclosed form or embodiment of the invention may be
incorpcrated in any other disclosed or described or suggested
form or embodiment as a general matter of design choice. It is
the intention, therefore, to be limited only as indicated by

the scope of the claims appended hereto.

24
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CLAIMS:

1. A controller for controlling communication services for
a plurality of applications on a physical network having a
plurality of network nodes providing certain network resources,
each application of the plurality of applications being described
by a set of requirements and being configured to run on at least
two network nodes of the plurality of network nodes, the

controller comprising:

a generator for generating a network model of the
physical network including a topology of the physical network and
a node model for each network node of the plurality of network
nodes, the node model describing node capabilities and node

resources of each of the plurality of network nodes;

a calculator for calculating N virtual networks for the
plurality of applications by mapping each respective set of
requirements of the plurality of applications toc the generated
network model, each of the N calculated virtual networks
including said at least two network nodes and a slice of the

certain network resources, and

M drivers for driving the M network nodes dependent on
the N calculated virtual networks and independent on a certain

technology used by one of the N network nodes.
2. The controller of claim 1, further comprising:

a configurator for configuring the physical network

such that the calculated virtual networks are fulfilled.

3. The controller of claim 2, wherein the configurator is

configured to configure the physical network by allowing a
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separate configuration and a separate commissioning for each of

the applications.

4, The controller of claim 1, wherein the calculator 1is
configured to calculate the virtual networks such that of the

plurality of applications are shielded against each other.

5. The controller of claim 4, wherein the controller is
confiqgured to control the communication services during an

operation of the physical network.

6. The controller of claim 1, wherein the node model
includes at least one of Quality of Service (QoS) capabilities,
performance parameters, implementation parameters and interfaces

of the network node.

7. The controller of claim 1, wherein the calculator is
configured to map the sets of requirements of the plurality of
applications to the generated network model by using at least one

optimization step.
8. The controller of claim 1, further comprising:

a user interface for planning and configuring the

plurality of applications.
9. The controller of claim 1, further comprising:

a requestor for requesting network information on the
network resources from the physical network and node information
on the node capabilities and the node resources from at least one

network node of the plurality of M network nodes.

10. The controller of claim 1, wherein the node information
on the node capabilities and the node resources are collected

from all network node of the plurality of network nodes.
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11. The controller of claim 10, wherein the generator is
configured to generate the network model based on the network

information and the node information requested by the requestor.

12. The controller of claim 1, wherein the physical network

is an industrial network.

13. The controller of claim 13, wherein the industrial

network is an Ethernet/IP-based industrial network.

14. The controller of claim 14, wherein the Ethernet/Ip-

based industrial network is PROFINE.

15. The controller of claim 1, wherein the plurality of M
network nodes include a number of end devices which are

configured to run at least one application of the plurality of N
applications and a number of inner nodes which are configured to

forward data packets between at least two end devices.

le. A method for controlling communication services for a
plurality of applications on a physical network having a
plurality of network nodes providing certain network resources,
each application of the plurality of applications being described
by a set of requirements and being configured to run on at least
two network node of the plurality of network nodes, the method

comprising:

generating a network model of the physical network
including a topology of the physical network and a node model for
each network node of the plurality of network nodes, the node
model describing node capabilities and node resources of the

plurality of network nodes;

calculating N virtual networks for the plurality of

applications by mapping each respective set of requirements of
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the plurality of applications to the generated network model,
each of the N calculated virtual networks including at least two

network nodes and a slice of the certain network resources,

wherein the M network nodes are driven by M drivers
dependent on the N calculated virtual networks and independent on

a certain technology used by one of the N network nodes.

17. A non-transitory computer program encoded with a
computer program code for executing on a processor, which, when
used on at least one computer, causes the processor to control
communication services for a plurality of applications on a

physical network, the computer program comprising:

program code for generating a network model of the
physical network including a topology of the physical network and
a node model for each network node of a plurality of network
nodes, the node model describing node capabilities and node

resources of the plurality of network nodes;

program code for calculating virtual networks for the
plurality of applications by mapping each respective set of
requirements of the plurality of applications to the generated
network model, each of the calculated virtual networks including
at least two network nodes and a slice of the certain network

resources,

wherein the M network nodes are driven by M drivers
dependent on the N calculated virtual networks and independent on

a certain technology used by one of the N network nodes.
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