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apparatus for movement animation of a
user-controlled entity in a virtual environment.
Entity tracking data is stored on a server in
order to track movement of the entity in the
virtual environment. A user may input a
desired action for their entity via a client,
which is transmitted from the client to the
server. The server uses the received data to
select an appropriate animation for the entity.
The server then transmits data identifying the
selected animation to the client, thus
controlling animation of the entity on the
client. By using animation data to simulate
movement of the entity, along with keeping an
accurate representation of the movement of
the entity in the virtual environment, the server
may control the entity accurately and
therefore animation of the entity may be more
realistic.
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Movement animation method and apparatus

Ficld of the Invention

The present invention relates to a method and apparatus for movement
animation. In particular, the present invention relates to movement animation of

a user-controlled entity.

Background of the Invention

In known server-based game systems, the server implements character
movement as if the character were a simple point mass, moving along lines and
curves as indicated by the user’s controls. Animations used on a client causc the
character’s limbs to move as best as possiblec to give an appcarance ol realism in
movement. However, this ofien results in ‘foot-sliding” wherc the character’s
fect appear to slide across the ground, or awkward blending between animations.

For an immersive, action-intensive application such as a football game,
such known systems do not provide a rcalistic look and fecl to the gaming
cnvironment. For cxample, il a playcr makes a 180° turn with a ball at his fcet,
he makes a complex manocuvre, quite different from a simple, constant-ratc turn
on the spot.

Animations can be produced using motion-capturc tcchniques. In these
techniques, the movement of an actor performing an activity is recorded at a
motion-capture studio and used to model movement of a character in a computer
game. The movement of individual body-parts of the actor over the duration of
an actor’s movement is detected and used to create a sequence of motion-capturc
frames dcfining a movement. In order to combine diflerent animations together
in sequence in a game, often referred to as splicing, it is desirable that cach
animation begins and ends in onc of a number of pre-determined body positions
known as ‘poses.” This helps give continuity between animations by making the
transition between them smoother and more natural-looking.  The motion-
capture studio may be provided with data defining cach pose, and which posc

cach animation should start with and end with. The motion-capture studio may
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then process the motion-captured data and provide a data file which defines the
animation as a sequence of key-frames, where the first and last kcy-frames
match the desired poscs.

An actor and his movement may bec modelled as an entity with a
hicrarchy of parts, refcrred to herein as “bones™. The top of this hierarchy may
be a bone representing the actor’s hip. In raw motion-capturcd data, all other
movement 1s typically defined relative to a hip bone body-part.

An unknown for any motion-capturcd cntity position is the truc forward
direction for the entity. The motion-captured data defines the motion of the hip
bone, including its horizontal forward direction. During a looped walk or run
animation, the hip twists from side to sidc as the cntity moves onc leg (orward
afler the other. This means that the hip forward direction swings from side to
side during thc animation.

An cntity animated will be capable of being viewed on a display from a
third-person perspective, with the viewpoint linked to the entity’s position. This
mcans that if the hip forward direction is used dircctly as the entity’s forward
dircction, then as the cntity runs forwards, the viewpoint will swing from side-
to-side in line with the hip motion. Such motion may be disconcerting to a usecr
who is controlling the movement of the entity in the virtual environment.

United States patent no. US 6,972,765 B1 describes a method for
producing three-dimensional (3D) animated graphics images comprising objccts
on a graphics interface. The graphics images are designed to be interactively
animated, in real time, by the users for whom they are designed. The mcthod
includes sclecting objects and displaying them on a graphics interface, assigning
movements to the objects which have the property of interactively rcacting, in
real time, to external prompting, and assembling visual clements on the graphics
interface which symbolisc the objects and the movements assigned to them,

Japancsc patent application no. JP 2007-038010 describes an animation
system for achieving animation of characters in a two-dimensional game. A
game-character is divided into diffcrent arcas, to which different animation

techniques arc applied. In onc arca, a bonc animation technique is uscd, where
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logic to control the motion of an objcct is used. In another arca, a cell animation
technique is used. The arcas using different animation techniques are then
combined in order to animate the character.

Korean patent application no. KR 2004 0087787 describes a system for
modifying the form of a character in a three-dimensional online gamc.
Animation of the character is achicved by animation of the individual boncs of
the character. The bone animation model for onc character can be extended to
other character models by exporting shapes based on a bone in onc character to
other characters. Inverse kincmatics can be applied to increasc the reality of the
character animation in responsc 1o manipulation of the character by a playcr,

It would be desirable provide techniques used in gaming systems which
improve the look and feel of user-controlied entity movements and animate

cntities more realistically in virtual environments.

Summary of the Invention

In accordancc with a first aspect of the present invention, there is
provided a server-based method for controlling animation on a clicnt of a uscr-
controlled entity in a virtual cnvironment, said uscr-control being clicnt-based,
said method comprising:

storing, on a scrver, first entity tracking data associated with tracking ol
a [irst entity in said virtual environment;

receiving, on said server from a first client, entity-control input data
associated with user-control of said first cntity in said virtual environment:

on the basis of said input data reccived from said first client, sclecting,
on said scrver, a [irst animation to be animated on said first client, said first
animation to be animated on said first client being sclected (rom a first plurality
of animations;

transmitting, from said scrver to said first client, first data identifying
said first sclected animation of said (irst entity in said virtual cnvironment;

retrieving onc or morc cntity variation characteristics associated with

said first sclected animation to be animated on said first client: and
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on the basis of said retricved cntity variation characteristics associated
with said first sclected animation to be animated on said first client, updating
said stored first entity tracking data.

Entity tracking data is stored on the server in order to track movement of
the entity in the virtual environment. A uscr may input a desired action for their
entity via their client, which can then be (ransmitted by the client to the scrver.
The scrver uses the received data to sclect an appropriatc animation for the
entity. The server then transmits data identifying the sclected ammation to the
client, thus controlling animation of the entity on the client.

Entity variation characteristics associated with a selected animation may
be retricved by the scrver, for example from memory storage on the scrver.
Entity variation characteristics may relate to certain characteristics which vary
over the course of animations, such as the location and orientation of the entity
and timing of the animations. Use of entity variation characteristics provides the
server with information rclating to how the entity varies over the course of an
ammation, [or cxample where the entity may be and/or which way it may be
facing during an animation, relative to the start of the animation, in particular at
the end of an animation. The server may update the entity tracking data it stores
in vicw of the entity variation characteristics of the selected animation,

The scrver is thus able to kecp track of the entity in the virtual
environment, and also has knowledge of a plurality of cntity animations which
may be used to animatc the entity on the client. By using animation data to
simulatc movement of the cntity, along with kecping an accurate representation
of the movement of the cntity in the virtual cnvironment, the server may control
the entity accuratcly and thercfore animation of the cntity may be more realistic.

A nctwork through which the scrver and client may communicate need
not be overloaded with an unneccssarily large volume of animation data.
Animation data itsclf nced not be transmitted between the server and client, only
data associated with the identificd animation need be transmitted, which can

subscquently be used by a client to identify the relevant animation,
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Preferably, the method comprises further sclecting said first animation to
be animated on said first client on the basis of said stored first cntity tracking
data.  Hence, the server may also usc stored tracking data to sclect an
appropriatc animation for the entity. The animation sclection can thus be carried
out with knowledge of the movement of the cntity in the virtual environment
which can [urther increase animation quality.

Preferably, the first stored entity tracking data comprises location data
associated with tracking ol a location of said first entity during a scrics of
animations. For example, the location data may comprisc a start location for an
entity in an animation.

Prefcrably, the first stored entity tracking data comprises orientation data
associated with tracking of an oricntation of said first entity in a scrics of
animations. For example, the orientation data may comprisc a start oricntation
for an entity in an animation.

Preferably, the first stored cntity tracking data comprises timing data
associated with tracking of a timing of said first entity during a scries of
animations. For cxample, the timing dalta may comprise a start time for an
entity in an animation.

Hence, the location, orientation and timing of the cntity in the virtual
cnvironment may be tracked on the server on the basis of the sclected animation,
thus helping to provide a morc accuratc representation of movement of the
cntity in the virtual cnvironment when the cntity is animated on the client.

Prefcrably, the method compriscs:

sclecting, on said scrver, an additional animation to be animated on said
first client from said first plurality of animations;

transmitting, from said scrver to said first client, additional data
identifying said additional animation to bc animated on said first clicnt:

retricving one or morc additional entity variation characteristics
associated with said additional sclected animation: and

on the basis of the retricved additional animation, updating said stored

first entity tracking data.
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Prefcrably, the first and said additional selected animations are selected
for animation n sequence, with consequential tracking being performed on the
server for the sequence of animations.

Preferably, the plurality of animations is derived from motion-captured
data. Hence, data associated with movements of an actor in a motion-capture
studio may be ecmployed as source data for the movement animation.

Prelcrably, the method further compriscs:

storing, on said scrver, second cntity tracking data associated with
tracking of a sccond cntity in said virtual environment;

recciving, on said server from a second clicnt, entity-control input data
associated with user-control of said sccond entity in said virtual cnvironment,
said second client being remote from said first client;

on the basis of said input data reccived [rom said sccond client,
sclecting, on said scrver, a {irst animation to be animated on said second client,
said first sclected animation to be animated on said second clicnt being selected
from a sccond plurality of animations;

transmitting, from said server to said sccond client, data identifying said
first sclected animation to be animated on said sccond client in said virtual
cnvironment;

retrieving one or morc entity variation characteristics associated with
said [irst selected animation to be animated on said second clicnt; and

on the basis of said retrieved entity variation characteristics associated
with said first sclected animation to be animated on said second client, updating
said stored sccond cntity tracking data.

Hence, the invention may be employed to provide multi-user
functionality over a network. Each client may be remote from other clients and
cach may be operated by a user used to control onc or more entities in the virtual
cnvironment. One or more servers may communicate with the clients in order to
control animation of their respective entities, whilst the entitics are tracked on

the onc or more servers on the basis of the sclected animations.
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Preferably, the method comprises further sclecting said first animation 1o
be animated on said sccond client on the basis of said stored second cntity
tracking data. Hence, the server may usc stored tracking data to sclect
appropriatc animations for morc than one cntity. The animation selections can
thus be carricd out with knowledge of the movement of multiple entities in the
virtual cnvironment.

Preferably, the first plurality and sccond plurality comprise one or more
entity animations in common. Hence, cach chent may have the same or a
similar sct ol animations by which their associated entity may be animated.

Preferably, the selection of said animation in said first plurality is
dependent on said sclection of said animation in said sccond plurality if said first
entity and said second cntity arc to interact in said virtual environment.

Hence, depending on the uscr-control of cach entity, the entitics
associated with each client may be animated so that they interact with cach other
in the virtual environment. The server may thus sclect animations for the
respective entitics accordingly.

In accordance with a sccond aspcct of the present invention, there is
provided a client-based method for movement animation on a client of a user-
controlled cntity in a virtual environment, said user-control being client-based,
said method comprising:

storing animation data on a [irst client, said storcd animation data
comprising a [irst plurality of entily animations;

processing, on said first client, first entity tracking data associated with
tracking of a first entity in a virtual environment;

transmitting cntity-control input data from said first clicnt to a server,
said input data being associated with uscr-control of a first cntity in said virtual
cnvironment;

receiving first data, on said first client from said scrver, said reccived
first data comprising first selection data identifying an entity animation in said

first plurality; and
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amimating said first entity in said virtual cnvironment on said first client
on the basis of said first reccived data, said animation data stored on said first
clicnt, and said first entity tracking data.

Hence, the present invention allows a uscr-controlled entity to be
animated in a virtual environment according to animation data stored on a client.
A uscr may input a desired movement for their entity via their client, which can
then be transmitted to a server. The client then receives data from the server
informing it which entity movement animation has been identified by the server.
The client may process entity tracking data in order to track the entity during the
identified animation.

The server is thus able to keep track of the cntity in the virtual
environment, and also has knowledge of a plurality of cntity animations which
may be uscd (o animate the entity on the client. By using animation data to
simulatc movement of the cntity, animation of the entity in the virtual
cnvironment may be simulated more realistically.

Prefcrably, the method compriscs recciving, on said first client from said
server, said first cntity tracking data. Hence, the clicnt may be provided with
cntity tracking data by the server.

Prefcrably, the method comprises storing said first entity tracking data
on said clicnt, wherein said processing of said entity tracking data comprises
retricving said entity tracking data from said storc on said client. Hence, the
clicnt may storc entity tracking data itsclf. The client may keep its own version
of the cntity tracking data instcad of rcceiving entity tracking data from the
server. Alternatively, or in addition, the client may reccive entity tracking data
from the server and usc this directly to animate the entity, or the client may use
entity tracking data received from the scrver to update its own stored entity
tracking data.

Preferably the method compriscs processing, on said client, cntity
variation characteristics associated with said identified entity animation;

on the basis of said processcd entity variation characteristics, updating

said first entity tracking data; and
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further animating said first cntity in said virtual ecnvironment on said first
client on the basis of said updated first entity tracking data.

Hence, the client may process entity variation characteristics associated
with an identified animation. Usc of entity variation characteristics provides the
client with information relating to how the entity varics over the course of an
animation.

Preferably, the method comprises receiving said cntity variation
characteristics on said client from said server. Hence, the clicnt may bc
provided with entity variation charactenstics by the server.

Preferably, the mcthod compriscs storing said cntily variation
characteristics on said client, whercin said proccssing of said entity variation
characteristics comprises retricving said entity variation characteristics from
said store on said client. Hence, the client may store entity variation
characteristics itself. The client may keep its own version of the centity variation
characteristics or may be provided with cntity variation characteristics by the
server, in which casc the clicnt may update its stored entity variation
characteristics.

In accordance with a third aspect of thc present invention, there is
provided a mcthod for movement animation of a uscr-controlled cntity in a
virtual environment, said method comprising:

storing animation data derived from motion-capturcd data, said stored
animation data comprising an entity movement animation, said entity movement
animation including body-part movement data for individual body-parts of said
cntity;

receiving cntity-control input data, said input data being associated with
uscr-controlled movement of said entity in said virtual environment; and

animating said entity in said virtual environment according to said stored
animation data in a third person perspective view, wherein the location and
oricntation of said third person perspective view is defined by at least some of

said body-part movement data.
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Hence, a user may view the movements of their entity in the virtual
cnvironment from a third person perspective.  This viewing angle or camera
anglc that the user sces their entity from may track the entity according to its
body-part movement data.

The invention may be used to provide a third person perspective view
during movement animation of an entity in a virtual cnvironment. Animation
data may be derived [rom the motions of an actor recorded in a motion-capture
studio. Body-part movement data may be derived (rom the motion-capture data
and uscd at least n part to define the third person perspective view giving a
more stable and realistic view during animation of the entity in the virtual
cnvironment,

Prclerably, the motion-captured data includes a plurality of motion-
capturce [rames, and the location and oricentation of the third person perspective
view is defined by body-part movement data for a body-part which is derived
from said motion-capturcd data by smoothing between motion-capturc frames.

Hence, smoothing between frames of the motion-capture data may be
cmployed to produce a third person perspective view during animation. This
may help to avoid any oscillation, wobble, jitter or suchlike associated with the
motion-capturc data being undcsirably manilcsted in the third person viewing
perspcetive. Such undesirable effects could for example be duc to one or more
parts of the actor moving from sidc to side whilst his motion is being recorded,
for cxamplc due to oscillation of the actor’s hip bone during recordal of a
running action.

Preferably, the entity movement animation comprises a plurality of key-
frames, and whcrein said third person perspective view location for a key-frame
is derived from a location ol said body-part in onc or more of said motion-
capturc {rames, and said third person perspective view orientation for a key-
[rame is derived from an oricntation of said body-part in onc or morc of said
motion-capture framces.

Prefcrably, the onc or more motion-capturc frames comprise the first

and/or last motion-capture frames in said plurality of motion-capturc frames.
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Hence, the location and/or orientation of the third person perspective
view for a key-frame in the animation may be derived from the location and/or
oricntation of a body-part in onc or more motion-capturc frames, for cxample
the first and/or last motion-capture frames associated with a recorded action.

Preferably, the third person perspective view orientation for a key-frame
compriscs defining onc or more directions associated with the oricntation of said
body-part in onc or morc motion-capturc [rames.

Prcferably, deriving the third person perspective view orientation for a
key-frame comprises determining a relationship between said one or more body-
part orientation dircctions and a rcference in said virtual cnvironment.

Preferably, the reference comprises a reference direction in said virtual
cnvironment.

Preferably, the relationship comprises onc or more angles between said
body-part oricntation dircctions and said reference direction.

Hencee, the oricntation of a body-part in onc or more motion-capturc
frames may be used to calculate an orientation of the entity in one or more key-
frames in an animation. The oricntation of a body-part may be compared with
the orientation of a relerence in the virtual environment. This may nvolve
determining a rclationship, such as an angle, between a dircction of an axis
formed by a body-part and a reference direction in the virtual environment.

This process may bc considered as a form of normalisation of the body-
part movement data, whereby the orientation of the body-part is normalised in
rclation to the oricntation of the reference in the virtual environment. The true
dircction that an actor is facing in a motion-captured movement will typically be
unknown. The normalisation process of the invention allows an indication of
which dircction the entity is facing in the virtual cnvironment during an
animation to be calculated. The derived direction of the entity can then be used
to provide a stable and realistic third person perspective view during animation
ol the entity.

Knowledge of the entity oricntation may bc cmployed by the scrver

when it is calculating in which direction an entity will or should be facing at the
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start and/or fintsh of an animation, which knowledge may not be implicit from
motion-capturcd data. This may be cspecially uscful when multiple animations
arc to be sequenced together.,

Preferably the onc or more angles arc used to determine said third person
perspective view orientation for a key-frame.  Thus, onc or more angles
calculated between one or more body-parts and a virtual environment reference
dircction may be used to determine the third person perspective view in an
animation.,

Prefcrably, the third person perspective view orientation for a key-frame
in said animation is calculated using thc third person perspective view
oricntation of two or morc other key-frames in said animation. Hence, the third
person perspective view orientation need not be directly calculated from the
oricntation of a body-part for cach key-frame individually. Instcad, the third
person perspective view orientation may for example be calculated directly from
body-part oricntation data for only two key-frames and the third person
perspective view orientation for these two key-frames used to calculate the third
person perspective view orientation in other key-frames of the animation.

Preferably, the two or more other key-frames comprise the first and last
key-frames in said animation. The third person perspective view oricntation of
the first and last key-frames may for cxample be used to calculate the third
person perspective view orientation of all other key-frames in an animation.

I the cnlity oricntation is calculated from body-part oricntation data
from the [irst and last key-frames of an animation, then this information may be
uscd to calculate the cntity orientation of onc or more, or all of the intermediate
key-frames.  This may involve smoothing the orientation of the entity from the
first and last key-frames over the intermediate [rames. The smoothing may be
carried out by averaging the orientation of the entity from the first to last key-
{ramc over the intermcediate key-frames, for example using linear interpolation.

Preferably, deriving said third person perspective view location for a
key-framc comprises displacing the location of said body-part in one or morc

motion-capture framcs.
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This process may be considered as a form of normalisation of the body-
part movement data, whereby the location of the body-part is normalised in
rclation to a location in the virtual cnvironment. The truc location that an actor
is situated at in a motion-capturcd movement will typically be unknown. The
normalisation process of the invention allows an indication of the location of the
centity in the virtual environment during an animation to be calculated. The
derived location of the cntity can then be used to provide a stable and realistic
third person perspective view during animation of the entity.

The displacement of the normalisation proccss may involve subtracting a
fixed amount in the vertical height planc of the entity in the virtual environment.
To avoid a ncgative height for the third person perspective view location, the
displacement may be limited by a refercnce height in said virtual environment,
for cxample the height of the ground in the virtual cnvironment.

Prcferably, the entity is an ostcoid character. Hence, the cntity may have
a skcleton of bones, each cntity bonc having onc or more scnsors attached to
body-parts which represent movements of corrcsponding bones of an actor in
thc motion-capture studio. The individual movements of cach of the bones may
be recorded and used to animatc the entity accordingly.

Prefcrably, the body-parts comprise two body-parts corresponding to the
hip-bone of said cntity. Hence, movement of the hip-bone of an actor may be
uscd to derive a third person perspective view during animation of an entity in a
virtual environment. Motion-capturcd data will typically include data associated
with the movement of the hip-bone of an actor, which may be uscd to calculate
the location and oricntation of the entity in an animation.

In accordance with a fourth aspcct of the present invention, there is
provided a mcthod for movement animation of a user-controlled cntity in a
virtual cnvironment, said method comprising:

storing animation data, said stored animation data including a plurality of
cntity movement animations, cach of said entity movement animations having

associated entity variation characteristics;
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rcceiving cntity-control input data, said input data being associated with
uscr-controlled movement of said entity in said virtual environment;

on the basis of said input data, sclecting an entity movement animation
from said plurality and modifying said sclected animation such that the entity
variation characteristics associated with said selected amimation arc modificd;
and

animating said cntity in said virtual cnvironment according to said
modificd animation.

When entity-control input data is received, a suitable entity movement
animation may be sclected from the stored animation data. However, the
selceted animation may be modified prior to being used to animate an entity in
the virtual environment in order that the cntity is animated more realistically.
An cntity movement animation may have associated entity variation
characteristics relating to how the entity varics in an animation. Hence, instead
ol animating the ecntity directly according to stored animation data
corrcsponding to a sclected animation, the sclected animation may first be
modified in order to vary its associated entity variation characteristics.

This may be uscd to adjust the location and oricntation of the entity to
makc the look and feel of the animation more realistic, for cxample so that the
animation concords with the animation of another entity or object to be
animated in the virtual environment.

It may be impractical to provide animation data for cvery possible
variation of an entity movement, in tcrms of horizontal and vertical
displacement, direction, timing, ctc. This may especially be the casc if the
animation data was derived from motion-captured data as it may be difficult to
have an actor act out many different variations of a certain movement type with
any great degree of accuracy or preciseness.

However, by usc of the present invention, animation of an entity need
not be restricted to cxactly the animations which have been provided and a
sclecled animation may bc modified to (it more closcly with the desired

movement of the entity. This may occur for cxample if an entity should
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prefcrably arrive at a particular location, angle and time m an animation, in
order to interact with another cntity or object in the virtual environment.

Preferably, the entity variation characteristics comprise the location
and/or oricntation of said cntity in said cntity movement animations and said
modification comprises modilying the location and/or oricntation of said entity
in said sclected animation. Hence, when an animation is sclected, its entity
variation characteristics may be checked to see if they indicate that the selected
animation is close cnough to the desired movement of the entity and is thus
suitable for direct animation in the virtual environment. If it is recognised that
the animation is not acceptable for dircct animation, for example the location
and/or oricntation of the entity could be improved, then the animation may be
modified in order to change the entity variation characteristics of the animation
belore being used to animate the entity in the virtual environment.

Prefcrably, the entity movement animations comprisc a plurality of key-
framces, and

whercin said entity variation characteristics comprisc the variation in the
location and/or oricntation of said entity between first and second key-frames in
said cntity movement animations. Hence, the variation of entity variation
characteristics such as the location and/or orientation of an cntity between
certain points in the animation may be employed as a measurc of how closcly an
animation follows a desired entity movement.

Preferably, the cntity movement animations comprisc body-part
movement data for individual body-parts of said entity, and

wherein entity variation characteristics associated with said entity
movement animations comprisc the location and/or oricntation of onc or more of
said body-parts of said cntity.

I the entity variation characteristics of an animation indicatc that the
location and/or oricntation of one or more body-parts in an animation could bc
improved so that movement of the body-parts more closely fit a desired entity

action, then the location and/or orientation of the one or more body-parts in an
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animation may be modified before the cntity is animated in the virtual
environment.

Preferably, a modification of said sclected animation compriscs
modilying the location and/or orientation of one or morc body-parts of said
entity 1n said selected animation. Hence, the look and feel of an animation may
be improved by modifying the location and/or oricntation of onc or morc body-
parts of the entity.

Preferably, the entity variation characteristics associated with entity
movement animations comprise the variation in the location and/or orientation
of said onc or more body-parts between said first and said sccond key-frames.
Hence, the variation of entity variation characteristics such as the location
and/or oricntation of onc or more body-parts of an cntity between certain points
in the animation may bc employcd as a measure of the how closcly an animation
follows a desired entity movement.

Preferably, the first and/or said sccond key-frames comprisc the [irst
and/or last key-frames in said animations. Hence, the start and finish location
and/or oricntation of the entity or one or more body-parts of the cntity in an
animation may bc adjusted in order to improve how the animation splices
together with previous and subscquent animations for that entity, or with
animations associated with other cntitics and/or objects in the virtual
environment.

Preferably, the stored animation data compriscs object animation data,
said objcct animation data being associated with the movement of onc or more
objects within said entity movement animations, and

wherein said modification comprisecs modifying the location and/or
oricntation of said onc or morc body-parts in relation to said onc or morc
objects.

Hence, a modification may involve modifying the location or oricntation
of'an entity or onc or more body-parts of an entity with respect to an object such
as a ball, or vice versa, so that an entity may intcract with the ball in a morc

rcalistic manncr, for cxample in order to kick it or head it, etc.
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Preferably, a modification comprises identifying a subset of key-frames
of an cntity movement animation to which said modification should be applicd.
The modification may be more realistically applicd to a subsct of key-frames in
an animation rather than the whole animation. This may be uscflul for cxample
where the majority of a turn or other such movement of an cntity occurs over
only a [cw key-frames in an animation, in which case the modification may best
be applicd over those few key-frames only. A subsct of an animation may be
identified prior to storage ol animation data on the clicnt and/or server, or may
be identificd by the server or client using image processing techniques.

Prelcrably, a subsct of key-frames is identified by key-frames in which a
given body-part of said entity is at a given location and/or in a given oricntation.
Hence, a subsct may be identified for example by key-frames in which the fect
of'an entity arc on the ground or orientated in a certain direction or suchlike.

Prelcrably, a subset of key-(rames is identificd by kcy-frames in which a
given object is at a given location and/or in a given oricntation. Hence, a subsct
may for example be identified as key-frames in which an objcct such as a ball is
on the ground or at a certain height compared to the height of an cntity or
suchlike.

Preferably, a given body-part compriscs a foot and/or the head of said
entity, said given object comprises a ball and said modification compriscs
modilying the location and/or orientation of said foot or said head in rclation to
the location and/or orientation of said ball. Hence, thc modification may be
uscd to realistically animate an cntity that is being controlled by a user in a
sports game, such as a playcr in a football match.

Prclerably, a modification compriscs using inverse leg kinematics to
modily thc location and/or oricntation of one or morc leg body-parts of said
entity in said subsct of key-frames. Hence, il a modification for example
involves modifying the points at which the feet of an cntity are on the ground,
the location and oricntation of the legs of the entity may be modified to give the

lcgs a morc natural look in the modificd animation. The thighs, knces, calves,
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anklcs or feet of the entity, ctc. may be involved in such inverse leg kincmatics
processcs.

Prefcrably, a modification compriscs modifying the timing of onc or
more key-frames in said cntity movement animation.  Hence, a modification
may for cxample involve speeding up or slowing down an animation such that
an cntity may arrive at or lcave an object or other entity 1n a morc natural
manner. This may for example mvolve kicking a ball or tackling another cntity
or suchlike.

According to a [ifth aspect of the present invention, there is provided a
computer-implemented  multi-player  sports  gamc comprising animation
performed over a data communications network according to the previous
aspects of the present invention, wherein cach player controls onc or more
cntities in said game over said network via a client.

Hence, the invention may be used to animate players in a Massively
Multi-player On-Line (MMO) game played over the internet with multiple users
controlling their cntitics via their clients and a server controlling movement
animation of cach of the entitics.

In accordance with a sixth aspect of the present invention, there is
provided apparatus adapted to perform the method of any onc or more of the
first, sccond, third and fourth aspects of the present invention.

In accordance with a scventh aspect of the present invention, there is
provided computer sofiware adapted to perform the method of any onc or more
of the first, sccond, third and fourth aspects of the present invention.

Further fcatures and advantages of the invention will become apparent
from the following description of preferred cmbodiments of the invention, given
by way ol cxample only, which is madc with reference to thc accompanying

drawings.

Bricl Description of the Drawings

Figurc | shows a system diagram [or a nctworked gaming environment

according to an cmbodiment of the present invention.
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Figurc 2 is a flow diagram showing steps involved in preparing data files
for a gamc according to an embodiment of the present invention.

Figurc 3 shows a motion-capturc data editing system according 1o an
cmbodiment of the present invention.

Figurc 4 is a flow diagram showing the steps involved in editing motion-
capturc data according to an embodiment of the present invention,

Figures 5a and 5b show calculation of entity oricntation data for kcy-
[rames according to an embodiment of the present invention.

Figure 6 shows server functional elements according to an embodiment
of the present invention.

Figurc 7 shows client functional clecments according to an cmbodiment
of the present invention.

Figurc 8 shows scrver-based animation data storage according to an
cmbodiment of the present invention.

Figurc 9 shows clicnt-based animation data storage according to an
cmbodiment of the present invention.

Figure 10 is flow diagram showing steps carricd out on a client and
scrver during animation of an entity according to an cmbodiment of the present
invention.

Figures I1a and 11b show modification of key-framcs of an animation

according to an cmbodiment of the present invention.,

Dctailed Description of the Invention

Gamc System

Figurc | shows a system diagram for a nctworked gaming cnvironment
according to an ecmbodiment of the present invention. Scrver 100 is connected
via a data communications nctwork 104 to a number of clients 106, 108, 110.
Clicnts 106, 108, 110 may include personal computers (PCs), personal digital
organiscrs (PDAs), laptops, or any other such computing device capable of

providing data processing and gaming functionality. Server 100 and clicnts 106,
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108, 110 cach have access to data storage facilitics 102, 112, 114, 116
respectively, on which data relating to the gaming environment is stored. The
data storage facilitics may be internal or external to the server or clients.

Scrver 100 is responsible for controlling a multi-playcr game over
network 104, The game includes a virtual world or other such virtual
cnvironment in which entitics such as characters or avatars or suchlike arc
controlled by uscrs of clients 106, 108, 110. Users of clients 106, 108, 110 input
entity-control data via a keyboard, mousc, joystick or other such input device to
make their entities move around in the virtual environment.

Server 100 is responsible for simulating a virtual environment for the
gamc in which the entitics participate and for processing input data from each of
the clients in order to determine how the entities should move and interact.
Such simulations may include a multi-player sports game such as a football or

basketball match, or an adventure game.

Animation Editing Systcm

Figure 2 is a (low diagram showing steps involved in preparing data files
for movement animation according to an cmbodiment of the present invention.
Step 200 involves creation of motion-capture data in a motion-capture studio
where an actor’s movements arc recorded to define movement animations that
an cntity may carry out in the game. The motion-capture data is cxported in stcp
202 to 3D graphics software which allows the data to be viewed on a computer
screen or other such graphics display device.  Motion-capture data reccived
[rom a motion-capture studio may be viewed in a computer software application
with 3D graphics (unctionality capable of processing motion-capture data filcs,
such as 3ds Max™ (also known as 3D Studio Max™), devcloped by Autodesk,
Inc. Step 204 involves editing the motion-capturc data to produce animation
data according to the invention. The editing of motion-capture data is described
in morc detail with reference to Figures 3 and 4 below. The cdited data is then

collated in stcp 206 with other game data [iles required for playing the game.
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An automated build procedure is then used in step 208 to prepare data
files for the client and the server which are required to animate the entity in the
virtual environment.  The entity is animated during a game controlled by a
server played over a data communications network and may involve multiple
players cach controlling one or more entities via client devices. Part of the build
procedure generates a single data file defining animation for all supported entity
movements.  In the example of a sports game, this (ile may also contain data
associated with movement of a ball, puck, ctc. in onc or more of the animations.
The build procedure produces output data which may be stored on and used by
both the server and cach client.

Figurc 3 shows a motion-capturc data cditing system according to an
cmbodiment of the present invention. Motion-capturc data 302 is input to the
editing system 300 which cdits the motion-capturc data to produce animation
data files 304 as output. The cditing systcm 300 includes 3D graphics sofiwarc
306 which is capablec of processing motion-capture data, for cxample 3D Studio
Max™ described above. An animation cditing module 308, capable of cditing
the motion-capturc data, interfaces with the 3D graphics cditor. The animation
cditing module may be in the form of a plugin to 3D graphics sofiwarc 306. An
cntity variation characteristics cxtractor 310 interfaces with both the 3D
graphics sofiwarc 306 and the animation cditing module 308 in order to extract
entity variation characteristics 308 f(rom the motion-capture data. Entity

variation characteristics are explained in more detail below.

Movement Smoothing
Figure 4 1s a flow diagram showing the steps involved in editing motion-

capture data according to an embodiment of the present invention. The cditing
process converts motion-capture data into animation data files which can be
uscd for movement animation according to cmbodiments of the present
invention.  The amimation data (iles may include a plurality of key-frames for
cach cntity animation. The data requircd for each key-frame in an animation

need not be derived dircetly from the motion-capture data. Instead, data for one
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or more key-frames 1n an animation may be calculated, for example the first and
last key-Irames, and data required for intermediate key-frames derived from the
[irst and last key-frames by a smoothing process as described below.

Editing for an animation begins by identification of onc or more motion-
capture frames in the motion-capture data. In this example, the first and last
motion-capture {rames are identified in step 400, although any other motion-
capture [rames or a single motion-capture [rame may be identificd. The posc of
the entity in the first and last motion-capturc frames, i.c. the entity’s location
and oricntation, arc identificd in stcp 402. The entity is placed in a 3D
cnvironment generated by a 3D graphics software application (such as 3D
Studio Max™ described above) in step 404. The entity may for ecxample be
placed at a notional origin of the virtual environment as defined by the 3D
graphics softwarc. The orientation of the entity may be aligned with the
oricntation of a notional reference dircction in the virtual cnvironment, as
dcfined by the 3D graphics sofiwarc.

Entity location and entity oricntation data for the first key-frame in the
animation is calculated in step 406. Entity location and cntity oricntation data
for the last key-frame in the animation is calculated in step 408. Entity location
and cntity oricntation data for onc or more intermediate key-frames between the
first and last key-frames of the animation is calculated in stecp 410.  Entity
location and entity orientation data for intermediatc key-frames may be
calculated using entity location and entity orientation data from the first and last
key-[ramcs.

The steps shown in Figurce 3 are now described in more detail.

In cmbodiments of the present invention, motion-captured data
associated with movement of the hip bonc is processed to produce data
associated with movement of a new smoothed-movement bone located above
the hip bonc in a hicrarchy. The movement of the smoothed-movement bone is
used to represent the actor’s location and heading over the ground in the virtual
environment.  The movement of the smoothed-movement bone is then used to

represent the movement of the entity, rather than the movement of the hip bone.
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When the smoothed-movement bone data has been extracted from the
hip-bone data, modificed hip bone data will remain. The combined cffect of the
new smoothed-movement bone data and the modified hip-bone data will be the
same as the original unmeodified hip bone data in order to preserve the overall
look of the animation. 1f this were not the case, then the entity animation would
not look the same duc to the changes in the bone hicrarchy due to the scparation
of the smoothed-movement bone.

According to embodiments of the present invention, the location and
orientation ol the smoothed-movement bone is linked to a third person
perspective through which the entity may be viewed by a user controlling the
entity.  The smoothed-movement bone moves smoothly around in the virtual
environment, so will provide a morc natural looking third person perspective
view without producing any disconcerting movements which other bones such
as the hip bonc would.

Onc or more entity movement reference files may be created containing
data relating to the movement of the smoothed-movement bone for cach
animation. This cntity movement data may include data defining the location of
the entity and the orientation of the entity.

In an cmbodiment of the present invention, entity location data for the
smoothed-movement bone in cach key-frame is calculated as being a fixed
distance below the hip bone position, for cxample its height may be st to be a
fixed small distance below the lowest position of any bone at that key-frame.
The smoothed-movement bone location may be limited to go no lower than the
<cro height ground position of the virtual environment.

In an cmbodiment of the present invention, entity oricntation data
assoctated with oricntation of the smoothed-movement bonc in onc or more key-
frames is calculated. The smoothed-movement bone may be oricnted vertically,
rotated gencerally in the forward heading for the entity. The orientation of the
smoothed-movement bone for cach key-frame is calculated by positioning the
cntity in a virtual environment gencrated by 3D graphics software such as 3D

Studio Max™. The cntity may be placed at a notional origin of the virtual
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cenvironment such that a notional reference direction, for example the negative y
axis in 3D Studio Max™, is deemed to be the forwards direction in the starting
posc for that animation, i.c. the forwards dircction in the first key-frame of the
animation.

The forwards dircction for a specific pose can be obtained from a
reference file for that pose. Take for example a run animation which starts in a
pose named “run_animation_start_posc.” Data [rom thc motion capture studio
lor the run amimation is decmed to start with the actor standing at the world
origin and facing forwards. The initial framec of the animation starting in the
run_animation_start_pose is then used as a reference.  So, whatever angle the
hip bone is at in that frame defincs the start angle of the hip bone relative to the
forwards direction.

Figures 5a and 5b show calculation of cntity oricntation data for key-
frames according to an embodiment of the present invention.

The angle between the reference direction and a direction perpendicular
to the hip bone axis is calculated for the first key-frame in the animation and
stored in a reference file for the animation. This process is depicted in Figure 5a
according (o an embodiment of the present invention.

The first key-frame 500 in an animation shows a refercnce dircction 506
aligned with the deemed forwards direction of the entity in the first key-frame of
the animation.

The hip bone of the cntity is shown as item 510 and its oricntation is
defined by dircction 504. The angle 6, between reference direction 506 and hip
bonc orientation dircction 504 is shown by 1tem 508.

The angle between the reference direction and the hip bone oricntation
dircction is similarly calculated for thc last key-frame in the animation and
stored in a reference file for the animation. This process is depicted in Figure 5b
according to an cmbodiment of the present invention.

The last key-frame 502 in the animation includes a reference direction
514 aligned with reference direction 506 of the first key-frame of the animation.

The hip bone of the entity is shown as item 518 which can be scen to be
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oricntated differently to the hip bone in the first key-frame of the animation, in
this casc defining direction 512. The angle 8, between reference direction 514
and hip bone orientation dircction 512 is shown by item 516.

The angles ) and 6, definc offscts of the smoothed-movement bone of
the entity for the first and last key-frames of the animation. The respective
offscts arc applied to thc motion-captured hip forward dircction to give the
smoothed-movement bone forward direction, i.c. orientation of the entity for
those key-frames.

In an cmbodiment of the present invention, the smoothed-movement
bonc oricntation for intermediate key-frames between the first and last key-
[rames 1s calculated from the oricntation of the smoothed-movement bong in the
first and/or last key-frames. This may involve averaging the angle between the
smoothed-movement bone orientation in the (irst and last key-frames. This may
involve linear interpolation of the angle between the smoothed-movement bone
oricntation in the first and last key-frames.

This proccss provides a smooth rotation of the cntity’s smoothed-
movement bone across the animation (or no rotation for an animation which
moves in the forwards dircction delined by the reference direction).

According to embodiments of the invention, during animation of an
entity, the third person perspective view, or ‘camera angle’ scen by a user on a
client is linked to thc motion of the smoothed-movement bone. Hence, in the
example of a run animation, the camera moves forward smoothly behind the
entity, without the unwanted side-to-side swinging motion. The hip bone itsclf
still swings naturally over the animation, so that animation of the entity remains
rcalistic.

Having dctermined the location and orientation of the smoothed-
movement bone in a key-frame, a transformation such as a matrix multiplication
may bc used to determine the modified hip position. The smoothed-movement
bonc data for each key-frame and the modified hip bonc data for cach key-frame
is writlen to an animation data filc (scc item 304 in Figure 3) to complete the

editing process. A scparate animation data file may be created for cach entity
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movement amimation or the animations grouped together into a single animation
data filc.

Other data may be added to the animation data files including data
associated with unmodified bones in the bone hicrarchy or data associated with
movement ol objects in the animations, for cxample defining the movement of a
ball, or other such objects where appropriate. Other such objects may include a
weapon such as a sword, or other items such as a rock or bag that an cntity may
pick-up, throw, drop, ctc. in an animation, which movements may have been

captured accordingly in the motion-capture studio by the actor.

Game Data

In embodiments of the invention, one or morc servers control cntity
animations on onc or more clicnts. In order to carry out such cntity animations,
the server and clients are provided with certain functional elements and require
access to certain data, which are now described with relerence to Figures 6 to 9.

Figure 6 shows server functional clements according to an embodiment
of the present invention.  Server 600 includes a game control module 612
responsible for controlling games played between a number of clients over a
network.  Game control module 612 processes uscr-controlled inputs reccived
from clients via the nctwork and an input/output interface 616. Depending on
the desired movement of cach entity and a number of rules governing the virtual
environment being simulated, game control module 612 decides how cach entity
should be animated in the virtual cnvironment and transmits appropriate control
signals to each entity via input/output intcrface 616.

The rules by which gamc control module 612 simulates the virtual
cnvironment will depend upon the particular application. In the example of a
[ootball match, the rules may include rules relating to the skill, expericnce or
fitness Ievels of cach player, or rules governing which player will win or losc a
tackle, rcach the ball first, ctc. Probability functions may be employed in such
rules. Other rules may relate to the sizc of the pitch, the position of the goals,

the length of a game, or the number of players on cach tcam, ctc. The game
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control rules arc stored in a game control rules database 604 accessible by game
control module 612.

Scrver 600 includes an ammation sclector module 610 for sclecting
approprialc animations for cntitics on cach clicnt. Animation sclector module
610 sclects animations according to animation sclcction rules stored in an
animation sclection rules databasc 602. Scrver 600 includes an entity tracking
module 614 responsible for tracking the movement, for cxample the location
and oricntation, of cach entity in the virtual environment. Server 600 includes
an cntity tracking data database 606 for storing cntity tracking data.

Scrver 600 also includes an entity variation characteristics database 608
for storing entity variation characteristics, such as the variation in the location
and oricntation ol an cntity over the course of an animation; sce the description
of Figurc 7 below for more dctails on the contents of cntity variation
characteristics databasc 608.

Figurc 7 shows server-based animation data storage according to an
cmbodiment of the present invention. The scrver-based animation is stored on
databasc 608 shown in Figurc 6, which may be located on the scrver itsclf or
remotely accessible by the server.

The first column in tablc 700, hcaded ‘Animation Identifier’ 702,
includes data identifying a number of animations. The second 710, third 712
and fourth 714 columns include cntity variation characteristics relating to the
animations.  Entity variation characteristics relatc 1o certain characteristics
which vary over the course of the animations, such as the location, oricntation
and timing of the cntity. Usc of entity variation characteristics provides the
scrver with information relating to how the entity varies over the course of an
animation, for example where the cntity will be and/or which way it will be
lacing during an animation, in particular at the cnd of an animation.

The sccond column 710, headed ‘A (x, y, 2)°, includes cntity variation
characteristics {or animations rclating to the change (denoted by the symbol A)
in the location of an entity in the x, y and z dircctions (lefi-right, forwards-

backwards, and up-down respectively) in the virtual cnvironment. The valucs
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for x, y, and z given in the table may relate to a notional distance unit or metric
in the virtual environment, which provides an appropriate level of distance
granularity. The third column 712, headed ‘A (6)°, includcs cntity variation
characteristics for ammations rclating to the change in the oricntation of an
entity in the virtual environment. The values for 8 given in the table may relate
to a notional angular unit or metric in the virtual environment, which provides
an appropriatc level of angular granularity, in this casc degrees. The fourth
column 712, headed ‘A (1)’, includes cntity variation characteristics for
animations rclating to the change in timing of an entity in the virtual
environment. The values for t given in the table may relate to a notional time
unit or metric in the virtual environment, which provides an appropriate level of
tcmporal granularity, in this casc scconds.

In thc cxemplary table 700, only two animations with animation
identificrs Al and A2 respectively are included, but many more may be present
in an implementation of the invention 708. Row 2 of tablc 700, denoted by item
704, includes an animation A1 with a location variation of 1 in the x direction, 2
in the y direction and 1 in the z direction, an oricntation variation of 45°, and a
timing variation of 3 seconds. Row 3 of tablc 700, denoted by item 706,
includes an animation A2 with a location variation of 2 in the x direction, 5 in
the y direction and 0 in the z direction, an orientation variation of 90°, and a
timing variation of 4 scconds.

Figurc 8 shows clicnt functional clements according to an embodiment
of the present invention. Client 800 includes a game control modulc 810
responsiblc for controlling aspects of a game which arc not controlled by game
control module 612 on the scrver. The clicnt game control rules arc stored in a
game control rules databasc 802 acccssibic by game control module 810.

Clicnt 800 also includes an entity variation characteristics databasc 806
[or storing cntity variation characteristics; sec the description of Figure 9 below
for more details on the contents of entity variation characteristics database 806.

Clicnt 800 includes an cntity tracking module 812 responsible for

tracking thc movement, for example the location and oricntation, of onc or more
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entitics associated with the client in the virtual environment.  Client 800
includes an cntity tracking data databasc 804 for storing cntity tracking data.

Client 800 includes a 3D graphics processor 808 for rendering 3D
graphics in the virtual environment.  Clicnt 800 includes a virtual environment
engine 814 for defining the layout, structure and operation of the virtual
cnvironment.  This may for cxample involve defining the look and feel of the
pitch, such as the touchlines, corner flags, advertising hoardings, goal-posts,
ctc., and also how cach of the cntitics and objects arc animated within that space
according to the rclevant animation data files.

Figurc 9 shows client-based animation data storage according to an
embodiment of the present invention. The data may be stored on databasc 806
shown in Figurc 8, which may bc located on the client itsell or remotcly
accessible by the client.

Tablc 900 contains much of the samc data as is stored on the scrver as
shown in table 700 in Figure 7, with similar reference numerals being used
accordingly. However, table 900 contains an additional column 916, containing
animation data files which contain the actual data used for animating the cntity
in the virtual world. Thesc animation data files need not be stored on the server,
although the server may have knowledge of the entity variation characteristics
for cach animation in order to decide which animations arc appropriate for cach
desired entity movement.

In onc embodiment of the present invention, the client stores a copy of
the entity variation characteristics stored on the server, in which casc the server
nced only identify an animation to the clicnt and the client can then look-up the
relevant animation data file (column 916) and its corresponding entity variation
characteristics (910, 912, 914) and animate the entity in the virtual environment
accordingly. Herc, the client infers the start position (location and oricntation)
and start time of onc animation from the end position and cnd time implied by a
previous animation. Thesc end positions and cnd times arc calculated based on
the entity variation characteristics for the selected animation, which arc apphed

to previously stored tracking data for cach cntity.
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In an altcrnative cmbodiment of the present invention, start
characteristics, in the form of a start position (location and oricntation) and start
time for an animation arc sent from the server to the client in order to instruct
virtual environment cngine 814 where and when an animation should begin to
be simulated n the virtual environment.

In a further embodiment of the present invention, the clicnt need only
storc the animation data files and corresponding animation identificrs. In such
casces, the scrver informs a client of any cntity variation characteristics required
to animate the entity in the virtual environment on the client, without the need
for such data to be previously stored on the client. The tracking data for cach
entity can then be calculated as described above in the embodiment in which the
cntity variation characteristics are stored on the client.

In all thesc embodiments of the invention, the scrver sends intermitient
animation messages, for cxample in the form of one or morc data packets, which
instruct the client at least which animation or a scquence of animations that
should bc used to ammate the entity in the virtual cnvironment, along with start
characteristics and/or cntity variation characteristics, il appropriate.  Such
messages can be sent at regular time intervals, or as and when the server deems
they arc required, or in responsc to updatc requests from cach of the clients.

In the embodiments above where tracking of cntities is performed on the
clicnt based on calculations using the entity variation characteristics, messages
may also be scnt at relatively long intervals (compared to the intervals between
animation messages) which contain start characteristics. Such messages can
help to reduce the cffects of any rounding errors or crrors that may occur in
nctwork data transmissions, which otherwisc may lead to discrepancics between

the scrver and client simulations of the virtual environment.

Game Play
Figurc 10 is a flow diagram showing stcps carricd out on a client and
server during animation of an cntity in a virtual cnvironment according to an

cmbodiment of the present invention.
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Scrver-based game data is initialised in step 1000. This may involve
loading certain data into random-access memory (RAM) on the server, for
cxample control data for the game and cntity tracking data, ctc.

Clicnt-based game data is initialised in step 1002, Similarly, this may
involve loading appropriate data into random-access memory (RAM) on the
client,

When a user wishes to move an entity in a virtual environment, for
cxample when playing a game over a nctwork, the client provides user input via
their client device to indicate what the entity should do, as shown in step 1004.
Tracking data may bc processed by the client in order to track the movement of
the entity 1n the virtual environment in view of the user input, as shown in step
1006.

This information is transmitted in the form of one or more cntity control
commands to the server in step 1008 over a network (denoted by dotted line
1024). The server receives the cntity control data in step 1010, interprets the
control data and selects an cntity movement animation accordingly, as shown in
step 1012. This may involve rcceiving cntity control data from more than onc
client and sclecting entity movement animations accordingly for cach client.
This may also involve selecting more than one animation for a single client for
animation on the clicnt in scquence.

The way in which the server selects which animation to play for cach
client may be determined by a number of rules associated with the particular
virtual environment being simulated. Examples of such rules arc described
above in relation to game control modulc 612 in Figurc 6.

From data rcccived from the client, the server has knowledge of the
uscr’s desired movement for the cntity. The server also has knowledge of the
total set of animations available by which the entity may be animated. Using
this information, the scrver sclects an animation appropriate to the desired entity
movement, or a sequence of animations if appropriate, which may then be

spliced together accordingly.
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The server may also sclect an animation for an cntity using cntity
tracking data associated with the location and oricntation of the cntity, for
cxample the location and/or oricntation of the smoothed-movement bone of the
cntity. Such entity tracking data may be stored on the server, and may also be
stored on the client.

The animation data files need not be stored on the server itsell, only on
cach client. Each animation may be identificd by a singlc integer identifier, for
cxample indexed in a table of the entire set of animations, as shown in the (irst
two columns of Figure 9. The server may only send data identifying an
animation and other associatcd parameters, not the animation data itself. This
allows animation of the entity whilst reducing data (low over the network. This
can help to avoid latency and congestion issucs which would arisc if too much
data were to flow between the server and clients. The server has an accuratce
representation ol the motion of the entity’s smoothed-movement positions,
which may be the same as represented on cach client. This helps to ensure that
all clients have a consistent view of the progress of animations, for cxample in a
nctworked game, including animations of their own and other cntities.

Data associated with the selected movement animation is then
transmitted to the client over network 1024 in step 1014. The scrver thus
informs cach client which animation or scquence of animations should be
performed, for example as defined by the game start time, animation start time,
initial cntity position (including location and oricntation) at the start of the
animation, and data identifying the animation(s).

The server retrieves one or more cntity variation characteristics related to
the sclected animation in step 1016 and updates entity tracking data accordingly
in stcp 1018. The server then returns to step 1010 to await receipt of further
cntity control data.

Data associated with the movement animation selected by the server is
rcceived at the client in step 1020 and used to animate the entity in the virtual
cnvironment on the client according to corresponding animation data files stored

on the client in step 1022.
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The client processes entity variation characteristics associated with the
sclected animation n step 1026 and updates entity tracking data accordingly in
step 1028. The client then returns to step 1004 to await reccipt of further user
input.

In embodiments of the present invention, the processing ol step 1026
may involve processing entity variation characteristics reccived from the server,
or may involve processing cntity variation characteristics stored on the client.
Similarly, the entity tracking updating of step 1028 may involve updating cntity
tracking data stored on the client or that reccived from the server.

In the casc of the entity being animated in a ball game, the movement of
thc player may be determined from data associated with the smoothed-
movement bone for each animation. 1fan entity is controlling an objcct such as
a ball, for example dribbling the ball with his fect, for all or part of the
animation, thc motion of the ball may be determined from appropriate ball
animation data. Alternatively il the ball is not under the control of the player,
ball motion may be simulated using laws of physics which define the movement
of a mass, in this case in a 3D virtual environment, possibly without direct usc

of animation data.

Animation Modification

When animating an entity in a virtual cnvironment according to
cmbodiments of the present invention, it may be neccssary to modify the
animation data before animating the entity on a client. This may be carried out
so that movement of the entity is smoothed over an animation in order to
scquence with an animation of another entity in the virtual cnvironment, or so
that an cntity may approach an object such as a ball more realistically, ctc.

Such modification may involve the distance travelled by an entity in an
animation. This distance modification may involvc a forwards or sideways
horizontal distance, or a vertical distance for the cntity, the latter for cxample
occurring when an entity is to be animated to jump and head a football or

suchlike.
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Such modification may involve the timing of movement of an cntity in
an animation, for ecxample speeding up or slowing down an entity so that the
animation shows the entity arriving at a position 1n the virtual environment in
such a manncr that another entity may be tackled or such like.

Such modification may involve an angle turned by an entity m an
animation. It may be impractical to storc data associated with turning of an
entity for cvery angle between 0° and 360°, so the client may store animation
data just for turning angles at every 45°. 1f a uscr-controlled input indicates a
turn of say 35°, a suitablc animation may be sclected by the scrver, for cxample
onc including a turn of 45°, and a turning modification of 10° applicd to modify
the 45° wrn into a 35° turn.

When sclecting an cntity movement animation (as per step 1012 in
Figure 10), the server may deem that an animation modification is nccessary. In
such a case, 1t may transmit data to the client identifying the modification and
any rcquircd paramcters for the animation modification along with data
associated with the selected movement animation (as per step 1014 in Figurce
10).

Stored animation data may includc a plurality of entity movement
animations, cach animation having associated cntity variation characteristics.
Such characteristics may [or example define how the location or the oricntation
of an cnlity varics over the course of an animation. As another example, such
characteristics may define how the location or the orientation of onc or more
body-parts of an entity vary over the coursc of an animation,

When a user inputs cntity-control data, an appropriatc cntity movement
animation may be sclected from a plurality of cntity movement animations.
However, the sclected entity animation may not match the desired cntity
movement closcly ecnough. In such situations, the sclected entity animation may
be modificd such that the entity variation characteristics fit the desired entity
movement more closely.

A turn modification may be applied lincarly over the course of the whole

animation. Howevcr, the majority of the original turn may be condensed into a
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subsct of key-frames in the animation. This may ofien be the case, particularly
where the ball is controlled by an entity, where a complex manocuvre may be
involved.

I"a turn modification is apphed over the whole animation, the client may
scc the entity initially turn to the left, then turn back to the right, which is
undcsirable.

It may thercfore be desirable to identify a subsct ol the animation over
which the majority of the turn occurs, and record this timing data with the
animation. This may be carricd out during cditing of motion-capturcd data (as
per step 204 in Figurc 2). This part of the process may be conducted by a
human opcrator, who uscs software such as 3ds Max™" to identify the time
offscts in the animation at which the turn starts and ends, or may be carried out
semi- or fully-automatically using computer-implemented image proccssing
tcchniques.

Timing data identifying the subset of an animation may then be added
when edited animation data is collated together (scc step 206 in Figure 2).
During the automated build procedurc, the timing data may also be stored in an
output file which is availablc to both scrver and client.

A turn modification may then be applied over the identified subsct of the
animation. The turn modification may for cxample be applicd lincarly over the
identificd subsct of the animation.

A modification to a turn anglc is also likely to modify the final
displacement of the smoothed-movement bone over the ground. It may
thercfore be desirable to also modify the displaccment of the smoothed-
movement bone when a turn angle modification is applicd.

Such a displacement may be represented at any time after the start of the
turn modification by assuming that all the rotation modification is applicd at the
turn start time. This can be described with the following pscudo-code:

Define a clamp function such that clamp(x, a, b) rcturns the ncarcst value

to x such that a <= x <=b.
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Define the position (location and orientation) of the smoothed-movement
bonc at time t {rom the start of the animation as T(t). The position can be given
as a mathematical representation in the form of a transform, which is typically
represented by a 4x4 matrix.,

Dcnote a rotation of angle 8 about the vertical axis of the entity as a
transform R(©).

Denote the start and cnd of the turning period in the animation as time
offsets ) and t, respectively.

Construct the transform representing the modified smoothed-movement
bone position Tmod(t) at time t, with the turn modification angle (0), in the
animation as {ollows:

mod_time = clamp(t, to, t))

mod_angle =0 * (mod time — 1) / (1} — to)

Tmod(t) = T(lp) * Rz(mod_angle) * inverse(T(to)) * T(t)

Figurcs 1la and 11b show horizontal modification of an animation
according to an cmbodiment of the present invention.

It may be necessary to modify the horizontal displacement of an cntity in
an animation. This may occur for example, if an cntity is running towards a
stationary ball. In order for the entity to control the ball, a number of run
animation cycles may necd to be played, followed by a ball controlling
animation. It is desirablc for the ball controlling animation to begin {rom such a
position that the entity’s foot contacts the ball at just the right time and place. 1t
is thercforc in general nccessary to shorten or lengthen the run animations so
that the entity arrives at the desired position.

Figurc 1la shows a sequence of three unmodilicd key-frames of an
animation depicting the steps of an entity approaching a ball 1100. The steps
are the points at which the feet of the entity arc on the ground in the virtual
cnvironment.  There may be other key-frames in-between the three key-frames
shown in this figurc where the playcers fcet may be in other positions, but thesc

arc not represented in this example.
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In the first key-frame 1128, the left foot 1102 of the entity is in linc with
item 1104. In the second key-frame 1130, the right foot 1106 of the cntity is in
linc with item 1108. In the third key-frame 1132, the left foot 1110 of the entity
is in linc with item 1112,

When a ball is kicked by a right-footed person, the person will usually
adjust their run-up to the ball such that when the ball is kicked by their right
foot, the middle of their left foot will be planted to the left of the ball
approximately in linc with the middlc of the ball.

In Figurc 1la, if the server has calculated that the kicking of the ball
should begin during key-frame 3 (or in the following key-frame), then the
animation may not bc appear recalistic. This is because the middle of the lefi
foot 1110, shown by item 1114, is not aligned with the middle 1116 of the ball
1100. The middic 1116 of the ball 1100 can be seen 1o be a distance shown by
item 1118 from the middlc of the entity’s left foot.

It would therefore be desirable to adjust the steps of the entity in the key-
(rames preceding the kicking of the ball such that the entity approaches the ball
and plants his foot aligned with the ball in the third key-frame 1132 of the
animation.

The server thercfore determines how much an animation displacement
should be modificd in order to achicve the desired sequence. This is then
notified to the client, which then processcs the animation accordingly. The
amount of displacement should be limited to be within rcasonable limits for any
given animation so that the animation has an acceptable look and fecl.

Figurc 11b shows how the animation may look once the required
modification has been applied to the steps ol the entity.

In the first key-frame 1128, the Ieft foot 1102 of the cntity has been
modified such that it is now a distance 1120 ahcad of item 1104. In the sccond
key-frame 1130, the right [oot 1106 of the entity has been modified such that it
is now a distance 1122 ahcad of item 1108. In the third key-frame 1132, the left
foot 1110 of the cntity has been modificd such that it is now a distance 1124

ahcad of item 1112. This produccs the desired effect that the middle 1126 of the
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left foot 1110 of the entity and the ball 1100 arc now aligned in the third key-
framec 1132 when the ball is, or is about to be, kicked.

Without further action, the entity’s feet would appear to slide across the
terrain when playing the modificd animation. For cxample, suppose a run
animation naturally moves the player forwards by 1.5 metres, and a modification
is applicd to rcducc the forward motion by 0.5 metres and add a sideways
displacement of 0.25 metres. The player’s feet will appear to slide across the
ground as the modification is applicd.

This problem may be solved by identifying the periods of the animation
during which cach foot is planted on the ground. Inverse leg kincmatics may
then be employed to adjust the leg movement of the cntity, so that cach foot
remains planted during the samc period.  This may involve adjusting leg body-
parts such as the thighs, knces, calves, ankles, [eet, cte, of the entity into natural
looking poscs for the modified foot placement positions. The details of the
mathcmatics and algorithms usced to implement such inverse leg kinematics
compensation will be clear to one skilled in the art and arc not described here in
detail.

Once the scrver has calculated that an animation modilication should be
applicd to an animation or scquence of animations on onc or morc clients, the
server may transmit data associated with the modifications to thc relevant
clients. Thc modifications may then be applied to entity tracking data
corresponding to movement of the smoothed-movement bone on the server and
possibly also on the client.

The above embodiments arc to be understood as illustrative examples of
the invention. Further cmbodiments of the invention arc envisaged.

The above description describes calculating smoothed-movement bone
data for the first and last kcy-frames of an animation and using this data to
calculate smoothed-movement bone data for intcrmcdiate key-frames. In
alternative embodiments, smoothed-movement bonce data for key-frames other
than the first and last key-frames of an animation may be calculated first, for

example for intcrmediate key-frames, and used to produce smoothed-movement
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bonc data for other key-frames including the first and last key-frames. In further
alternative embodiments, no smoothing may be carricd out and smoothed-
movement bone data may be calculated for all key-frames individually.

Displaccment modifications such as those depicted in exemplary Figures
I'la and 11b may bc applicd over more or less than three key-frames in an
animation, or cven the whole animation. Displaccment modifications may be
applied lincarly over such key-frames or non-lincarly to producc morc
displaccment in some key-frames than others.  The displacement may also
involve modifying the displacement of the entity in directions perpendicular to
items 1104, 1108, and 1112 in Figures 11a and 11b.

Embodiments of the present invention which arc described with
reference to client-server based configurations may also be implemented in
other configurations and vice versa.

It is to be understood that any fcaturc described in relation to any onc
embodiment may be uscd alone, or in combination with other features described,
and may also bc uscd in combination with onc or morc (eatures of any other of
thc cmbodiments, or any combination of any other of the embodiments.
Furthermore, cquivalents and modifications not described above may also be
cmploycd without departing (rom the scope of the invention, which is defined in

the accompanying claims.
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1. A scrver-based method for controlling animation on a client of a
uscr-controlled entity in a virtual cnvironment, said uscr-control being clicnt-
based, said method comprising:

storing, on a server, (irst cntity tracking data associated with tracking of
a first entity in said virtual environment;

receiving, on said scrver from a first client, entity-control input data
associated with uscr-control of said first entity in said virtual environment;

on the basis of said input data recerved from said [irst client, sclecting,
on said server, a {irst animation to be animated on said first client, said first
animation to be animated on said first client being sclected from a first plurality
of animations;

transmitting, from said scrver to said first client, first data identifying
said first sclected animation of said first entity in said virtual cnvironment;

retricving onc or morc cntity variation characteristics associated with
said first sclected animation to be animated on said first client; and

on the basis of said retrieved entity variation charactceristics associatcd
with said first sclected animation to be animated on said f{irst client, updating

said stored [irst cntity tracking data.

2. A mcthod according to claim |, comprising further sclecting said
first animation 10 bc animated on said first client on the basis of said stored first

centity tracking data.

3. A method according to claim 1| or 2, wherein said first stored
cntity tracking data compriscs location data associated with tracking of a

location of said first entity during a scrics ol animations.
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4. A mecthod according to any preceding claim, wherein said first
stored entity tracking data comprises oricntation data associated with tracking of

an oricntation of said first entity during a series of animations.

5. A mcthod according to any preceding claim, wherein said first
stored cntity tracking data compriscs timing data associated with tracking of a

timing of said first entity during a scrics ol animations.

6. A method according to any preceding claim, comprising:

sclecting, on said server, an additional animation to bc animated on said
first client from said first plurality of animations;

transmitting, from said server to said first clicnt, additional data
identifying said additional animation to bc animated on said first clicnt;

retricving onc or more additional entity variation characteristics
associated with said additional sclected animation; and

on the basis of said retricved additional entity variation characteristics,

updating said stored first cntity tracking data.

7. A mcthod according to claim 6, whercin said first and said

additional sclected animations are sclected for animation in scquence.

8. A mcthod according to any preceding claim, wherein said

plurality ol animations is derived from motion-captured data.

9. A mcthod according to any preceding claim, further comprising:

storing, on said scrver, sccond entity tracking data associated with
tracking of a sccond cntity in said virtual cnvironment;

receiving, on said server from a sccond client, cntity-control input data
associated with user-control of said second entity in said virtual environment,

said second client being remote from said first client;
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on the basis of said input data rcceived from said second client,
sclecting, on said server, a first animation to be animated on said second client,
said first sclected animation to be animated on said sccond client being selected
from a sccond plurality of animations;

transmitting, from said scrver to said sccond client, data identilying said
first sclected animation to be animated on said sccond client in said virtual
cnvironment;

retricving onc or morc cntity variation characteristics associated with
said first sclected animation to be animated on said sccond client; and

on the basis of said retricved cntity variation characteristics associated
with said first sclected animation to be animated on said sccond client, updating

said stored second entity tracking data.

10. A mecthod according to claim 9, comprising [urther sclecting said
first animation to be animated on said sccond client on the basis of said stored

sccond cntity tracking data.

1l. A mcthod according to any preccding claim, whercin said
retricved variation characteristics are retricved from memory storage on said

SCrvcr.

12. A mcthod according to any of claims 9 to 11, wherein said first
plurality and second plurality comprise onc or morc cntity animations in

commnon.

13. A mcthod according to any ol claims 9 to 12, wherein said
sclection of said animation in said first plurality is dependent on said selection
of said animation in said second plurality if said first cntity and said sccond

entity arc to interact in said virtual environment
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14. A client-based method for movement animation on a client of a
uscr-controlled entity in a virtual environment, said user-control being client-
bascd, said method comprising:

storing animation data on a first clicnt, said stored animation data
comprising a first plurality ol cntity animations;

processing, on said [irst client, [irst entity tracking data associated with
tracking of a first entity in a virtual cnvironment;

transmitting entity-control input data {rom said first client to a scrver,
said input data being associated with user-control of a first cntity in said virtual
cnvironment;

receiving first data, on said [irst client from said scrver, said received
first data comprising first sclection data identifying an cntity animation in said
first plurality; and

animating said first cntity in said virtual cnvironment on said first client
on the basis of said first received data, said animation data stored on said first

client, and said [irst cntity tracking data.

15. A mcthod according to claim 14, comprising receiving, on said

first client from said scrver, said first entity tracking data.

16. A mcthod according to claim 14 or 15, comprising storing said
first cntity tracking data on said client,
wherein said processing of said cntity tracking data compriscs retricving

said cntity tracking data from said storc on said clicnt.

17. A mcthod according to any ol claims 14 to 16, comprising;:

processing, on said clicnt, entity variation charactceristics associated with
said identified entity animation;

on the basis of said processed entity variation charactcristics, updating

said first entity tracking data; and
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further animating said first entity in said virtual cnvironment on said first

client on the basis of said updated first entity tracking data.

8. A mcthod according to claim 17, comprising receiving said entity

variation characteristics on said client {rom said server.

19. A mcthod according to claim 17 or 18, comprising storing said
cntity variation characteristics on said client,
wherein said processing of said entity variation characteristics comprises

retricving said entity variation characteristics from said store on said clicnt.

20. A mcthod according to any of claims 14 to 19, wherein said first
cntity tracking data compriscs location data associated with tracking of a

location of said first cntity during a scrics of animations.

21. A mcthod according to any of claims 14 to 20, wherein said first
cntity tracking data compriscs oricntation data associated with tracking of an

oricntation of said [irst entity during a series of animations.

22, A mcthod according to any of claims 14 to 21, wherein said first
cntity tracking data compriscs timing data associated with tracking of a timing

of said first entity during a scrics of animations.

23. A mcthod according to any of claims 14 to 22, wherein said first
received data comprises additional selection data identifying an additional entity
animation in said [irst plurality, and said animating stcp compriscs animating

said identified animations in sequence.

24. A mecthod according to any of claims 14 to 23, whercin said

stored animation data is derived from motion-captured data.
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25. A mcthod according to any of claims 14 to 24, further
comprising:

storing animation data on a sccond client, said sccond client being
remote to said first client, said animation data stored on said sccond clicnt
comprising a sccond plurality of entity animations;

processing, on said sccond clicnt, sccond entity tracking data associated
with tracking of a sccond cntity in a virtual cnvironment;

transmitting cntity-control input data from said sccond client to said
server, said input data transmitted (rom said sccond client being associated with
uscr-control ol a sccond entity in said virtual environment;

receiving sccond data, on said sccond client from said server, said
sccond reccived data comprising sccond sclection data identifying an cntity
animation in said sccond plurality: and

animating said sccond cntity in said virtual environment on said sccond
client on the basis of said sccond reccived data, said animation data stored on

said sccond clicnt, and said sccond cntity tracking data.

26. A mcthod according to claim 25, wherein said first plurality and

sccond plurality comprise onc or more cntity animations in common.

27. A mcthod according to claim 25 or 26, whercin said
identification of said animation in said first plurality is dependent on said
identification of said animation in said sccond plurality if said first entity and

said sccond cntity are to interact in said virtual cnvironment

28. A mecthod for movement animation of a uscr-controlled cntity in
a virtual cnvironment, said method comprising:

storing animation data derived from motion-captured data, said stored
animation data comprising an cntity movement animation, said entity movement
animation including body-part movement data for individual body-parts of said

entity;
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receiving cntity-control input data, said input data being associated with
uscr-controlled movement of said entity in said virtual cnvironment; and

animating said entity 1n said virtual cnvironment according to said stored
animation data in a third person perspective view, wherein the location and
oricntation of said third person perspective view is deflined by at least some of

said body-part movement data.

29, A mcthod according to claim 28, whercin the motion-captured
data includes a plurality of motion-capturc frames, and

wherein the location and oricntation of the third person perspective view
is defined by body-part movement data for a body-part which is derived [rom

said motion-captured data by smoothing between motion-capture frames.

30. A mecthod according to claim 29, whercin said entity movement
animation compriscs a plurality of key-frames, and wherein said third person
perspective view location for a kcy-framc is derived from a location of said
body-part in onc or morc of said motion-capturc framcs, and said third pcrson
perspective view oricntation for a key-frame is derived from an orientation of

said body-part in onc or more ol said motion-capture frames.

31. A mcthod according to claim 30, whercin said one or more
motion-capturc [rames comprisc the first and/or last motion-capture frames in

said plurality ol motion-capturc framcs.

32. A method according to claim 30 or 31, wherein dcriving said
third person perspective view orientation for a key-frame comprises defining
one or more dircctions associated with the orientation of said body-part in onc or

more motion-capture {rames.

33. A mcthod according to claim 32, whercin deriving said third

person perspective view orientation for a key-frame comprises determining a
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rctationship between said onc or morce body-part oricntation dircctions and a

reference in said virtual environment.

34. A mcthod according to claim 33, wherein said reference

compriscs a reference direction in said virtual environment.

35. A mecthod according to claim 34, whercin said rclationship
comprises onc or more angles between said body-part oricntation directions and

said reference direction,

36. A mecthod according to claim 35, wherein said onc or more
angles arc uscd to determine said third person perspective view oricntation [or a

key-[rame.

37. A mcthod according to an of claims 30 to 36, wherein the third
person perspective view orientation for a key-frame in said animation is
calculated using the third person perspective view oricntation of two or more

other key-frames in said animation.

38. A method according to claim 37, wherein said two or more other

key-frames comprisc the first and last key-frames in said animation.

39, A mcthod according to claim 37 or 38, whercin said calculation
of the third person perspective view orientation for a key-{frame using the third
person perspective view oricntation entity oricntation dircctions of two or morc
other key-frames comprises averaging between the third person perspective

vicw oricntation of said two or more other key-frames.

40. A mcthod according to claim 39, wherein said averaging

comprises linear interpolation.
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41. A method according to any of claims 30 to 40, wherein deriving
said third person perspective view location for a key-frame comprises displacing

the location of said body-part in onc or morc motion-capturc frames.

42. A method according to claim 41, wherein said displaccment

comprises subtracting a {ixed amount in a vertical height planc of said cntity.

43. A mcthod according to claim 41 to 42, wherein said displacement

is limited by a reference height in said virtual environment.

44. A mcthod according to any of claims 28 to 43, whercin said

entity is an osteoid character.

45. A mecthod according to any of claims 31 to 44, wherein said
body-parts comprisc two body-parts corresponding to the hip-bone of said

entity.

46. A mcthod for movement animation of a user-controlled entity in
a virtual environment, said mcthod comprising:

storing animation data, said storcd animation data including a plurality of
entity movement animations, cach of said entity movement animations having
associated entity variation characteristics;

rcceiving entity-control input data, said input data being associated with
uscr-controlled movement of said cntity in said virtual environment;

on the basis of said input data, sclecting an cntity movement animation
from said plurality and modilying said sclected animation such that the cntity
variation characteristics associated with said sclected animation arc modified;
and

animating said cntity in said virtual cnvironment according to said

modified animation.
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47. A mecthod according to claim 46, wherein said entity variation
characteristics comprisc the location and/or oricntation of said entity in said
entity movement animations, and said modification of said sclected animation
compriscs modilying the location and/or oricntation ol said entity in said

sclected animation.

48. A mecthod according to claim 48 or 49, whercin said entity
movement animations comprisc a plurality of key-frames, and

wherein said entity variation characteristics comprisc the variation in the
location and/or oricntation of said entity between first and second key-frames in

said cntity movement animations.

49. A method according to any of claims 46 to 48, wherein said

storcd animation data is derived from motion-capturcd data.

50. A mcthod according to any of claims 46 to 49, whercin said
cntity movement animations comprise body-part movement data for individual
body-parts of said entity, and

wherein entity variation characteristics associated with said cntity
movcment animations comprise the location and/or oricntation of onc or more of

said body-parts ol said cntity.

51. A mcthod according to claim 50, wherein and said modification
ol said sclected animation compriscs modilying the location and/or orientation

of onc or more body-parts of said cntity in said selccted animation.

52. A mcthod according to claim 50 or 51, wherein said cntity
variation characieristics associated with entity movement animations comprisc
the variation in the location and/or oricntation of said one or more body-parts

between said first and said sccond key-frames.
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53. A mcthod according to claim 48 or 52, wherein said first and/or
said sccond key-frames comprisc the first and/or last kcy-frames in said

animations.

54. A mcthod according to any of claims 50 to 53, whercin said
storcd animation data compriscs objcct animation data, said object animation
data being associated with the movement of onc or morc objects within said
entity movement animations, and

whercin said modification compriscs modifying the location and/or
oricntation of said onc or morc body-parts in rclation to said onc or more

objects.

55. A method according to any of claims 48 to 54, wherein said
modification comprises identifying a subset of key-frames of an cntity

movement animation to which said modification should be applicd.

56. A mecthod according to claim 55, wherein said subsct of key-
frames is identificd by key-frames in which a given body-part of said cntity is at

a given location and/or in a given oricntation.

57. A method according to claim 55 or 56, whercin said subsct of
key-frames is identificd by key-frames in which a given object is at a given

location and/or in a gtven oricntation.

58. A method according to claim 57, wherein said given body-part
compriscs a [oot and/or the head of said entity, said given object comprises a
ball and said modification compriscs modifying thc location and/or oricntation

of said foot or said head in relation to the location and/or orientation of said ball.

59. A mcthod according to any of claims 55 to 58, wherein said

modification compriscs using inverse leg kinematics to modify the location
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and/or oricntation of one¢ or more leg body-parts of said entity in said subset of

key-[rames.

60. A mcthod according to any of claims 48 to 59, wherein said
modilication comprises modifying the timing of one or more key-frames in said

cntity movement animation.

61. A computer-implemented multi-player sports game comprising
animation performed over a data communications network according 1o any
preceding claim, whercin cach player controls onc or morc entitics in said game

over said network via a client.

62.  Apparatus adapted to perform the mcthod of any of claims | to

60.

63.  Computer soltwarc adapted to perform the method of any of

claims 1 to 60.
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