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CATIONS
(57) Abstract

A calibration apparatus for calibrating three-dimensional
space for a machine vision system and a method for using
the calibration apparatus for calibrating the machine vision
system are disclosed. The calibration apparatus comprises
pairs of indicators, such as lights, mounted on a frame, each
pair of lights separated by a known horizontal distance. The
calibration apparatus may be mounted on the back of a vehicle
that moves the apparatus through a roadway scene at a known
speed. A machine vision system tracks the calibration apparatus,
specifically the pairs of lights mounted on the frame, and
maps the pixel space of the machine vision system to three-
dimensional space.

(54) Titlee METHOD AND APPARATUS FOR CALIBRATING THREE-DIMENSIONAL SPACE FOR MACHINE VISION APPLI-
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METHOD AND APPARATUS FOR CALIBRATING

THREE-DIMENSIONAL SPACE FOR MACHINE VISION
APPLICATION

Field of the Invention

This invention relates generally to machine vision systems for tracking
objects within a three-dimensional space. In particular, the invention relates to a
method and apparatus for calibrating a three-dimensional space such that pixel space

used by the machine vision system is mapped to real-world measurements.

Background of the Invention
With the volume of vehicles using roadways today, traffic detection and

management have become more important. Current intersection control and traffic
data collection devices, namely, inductive loops, ultrasonic and radar systems
possess limitations in their area coverage for individual devices. Machine vision
systems have begun to assist in traffic management. Machine vision systems
typically include video cameras overlooking traffic scenes. The video cameras
output video images and the machine vision system processes the images to detect,
classify and track vehicles passing through the traffic scene. The information
derived from the detection, classification and tracking is then used by the machine
vision system for intersection control, incident detection, traffic data collection and
other traffic management functions.

Machine vision systems analyze a traffic scene by frame-by-frame analysis
of video images acquired by video cameras at traffic scenes. The video consists of
many video frames taken at constant time intervals, for example 1/30th of a second
time intervals. The video is digitized so that the machine vision system analyzes a
pixel representation of the scene. A typical digitized video image array for a video
frame will contain a 512 x 512 pixel image of the scene. Each pixel has an integer

number defining intensity and may have a definition range for three colors of 0-255.
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Machine vision systems have advantages over prior traffic detection devices
because machine vision systems can directly extract properties of vehicles, such as
velocity and acceleration. Prior detection devices, such as inductive loops, inferred
these properties based on detection of vehicles at known locations. Besides mere
detection of vehicles, some machine vision systems further have the capability to
track detected vehicles. '

Before a machine vision system can accurately and directly extract traffic
properties, such as acceleration and velocity, the machine vision system must be
able to map two-dimensional pixel space to three-dimensional real-world
measurements. For a machine vision system to have the capability of determining
certain vehicle parameters, such as velocity, the system must be able to determine
the approximate real-world distance a vehicle has moved and the approximate time
the vehicle needed to travel that real-world distance. Machine vision systems,
however, evaluate the location and the movement of vehicles within a scene by their
location within a video frame. Therefore, the machine vision system must be able
to determine the real-world distance a vehicle has travelled from one video frame
to the next video frame, based on the location of the vehicle within the video image.

One way to calibrate a machine vision system, in other words, map the pixel
space of the video image of a traffic scene to the real-world measurements of the
scene, is by physically measuring distances between specific points within regions
of interest in a scene. While distances between specific points are measured, these
points are contemporaneously located within the video image and the real-world
distances between these points are assigned to the corresponding distances between
the specific points in the pixel space. This method of calibration is labor and time
intensive. _

Calibration allows the machine vision system to analyze a pixel
representation of a traffic scene and map the real-world measurements to the pixel
space. ‘Thus, after calibration, an operator of the machine vision system can
ascertain the real-world distances a vehicle has moved while the operator is viewing
a display of the video. Further, the machine vision system can determine traffic
parameters associated to the vehicle when the vehicle passes through the specific

points measured.
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Summary of the Invention

To overcome the limitations in the prior art described above, énd to
overcome other limitations that will become apparent upon reading and
understanding the present specification, the present invention provides a calibration
apparatus for calibrating three-dimensional space for a machine vision system and
a method for using the calibration apparatus for calibrating the machine vision
system. The calibration apparatus comprises pairs of indicators mounted on a
frame, such as pairs of lights, each pair of lights separated by a known horizontal
distance. Each pair of lights is mounted at different heights, each height
corresponding to a particular class of vehicles. The calibration apparatus may be
mounted on the back of a vehicle that moves the apparatus through a roadway scene
at a known speed. A machine vision system tracks the calibration apparatus,
specifically the pairs of lights mounted on the frame, and maps the pixel space of
the machine vision system to three-dimensional space.

The two-dimensional pixel space is mapped to three-dimensional space based
on overlaid images of a pair of tracked indicators. Because the vehicle moves the
calibration apparatus through the scene at a known speed, the real-world distance
that the tracked indicators has moved between video frames may be determined. A
ratio of the real-world horizontal distance between the tracked indicators and the
pixel distance between the tracked indicators may be determined. Using the ratios
coupled with the real- world distances travelled, a machine vision system can map
the two-dimensional pixel space to three-dimensional space for all pixel coordinates

in a roadway scene.

Brief Description of the Drawings

The presént invention will be more fully described with reference to the
accompanying drawings whereifl like reference numerals identify corresponding
components, and:

Figure 1 is a perspective view of a typical roadway scene including a
mounted video camera of the present invention;

Figure 2 is a perspective view of one embodiment of the calibration

apparatus of the present invention;
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Figure 3 shows a truck with the calibration apparatus mounted thereto
driving through a roadway scene for calibrating the roadway;

Figure 4 illustrates consecutive overlaid video frames during the calibration
process;

Figure 5 illustrates consecutive overlaid frames of a pair of tracked markers
and tracked video path markers;

Figure 6 is a perspective view of a second embodiment of the calibration
apparatus of the present invention;

Figure 7 is a perspective view of the second embodiment of the calibration
apparatus of the present invention in a collapsed configuration; and

Figure 8 illustrates the placement of virtual markers and their relationship

to the markers in the second embodiment of the calibration apparatus.

Detailed Description of the Preferred Embodiment

In the following detailed description of the preferred embodiment, reference
is made to the accompanying drawings which form a part hereof, and in which is
shown by way of illustration a specific embodiment in which the invention may be
practiced. It is to be understood that other embodiments may be utilized and
structural changes may be made without departing from the scope of the present
invention.

Referring to Figure 1, a typical roadway scene is shown. Different classes
of vehicles, such as car 4 and semitrailer truck 6. Video camera 8 is positioned
over the roadway by support 10 viewing scene 12. Machine vision systems evaluate
roadway scenes such as scene 12, detecting and classifying vehicles, tracking
vehicles and performing other traffic control and management duties.' Machine
vision systems evaluate roadway scenes by acquiring an image of the scene, using
devices such as video camera 8. Video camera 8 can send video images to a
processor adjacent to the camera or to a control center, where the video is analyzed.
Video camera 8 can digitize the video image or the image can be digitized at a later
time. A typical digitized video image will consist of a 512 x 512 pixel image.

Because the machine vision systems evaluate video images of roadway scenes

in a pixel coordinate system, the machine vision systems must calibrate the roadway
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scenes to translate the information captured on video from a pixel coordinate system
to a real-world system of measurements. Video images present a two dimensional
view of the scene. Thus, as the distance from the video camera increases, the
number of pixels that correspond to discrete real-world measurements decreases.
Referring to Figure 2, an apparatus used in the calibration process is shown.
Markers 22 are mounted in pairs on frame 20 at a constant, known distance apart.
In a preferred embodiment, markers 22 are placed 2.438 meters apart in a
horizontal orientation. In one embodiment, a plurality of pairs of markers 22 are
mounted on frame 20. Each pair of markers 22 are placed at different heights.
Each of the different heights can correspond to a vehicle class. For example,
motorcycle markers 24 are placed at a height, as measured from the ground after
bframe 20 is prepared for the calibration process, corresponding to an average height
of a motorcycle. Automobile markers 26 are placed at a height corresponding to
an average height of passenger automobiles. Bus markers 28 are placed at a height
corresponding to an average height of buses. Similarly, markers may be placed at
a height corresponding to any class or subclass of vehicles, such as vans,
semitrailers, pickup trucks and sports utility vehicles.

Markers 22 can be any type of indicator that can be tracked by a machine
vision system. In a preferred embodiment, markers 22 are lights. The lights can
be any color, such as red or blue, and of any size that facilitates tracking. Lights
are preferred for their ease of tracking. Vehicle path markers 30 are placed
between the pairs of markers 22, preferably at their midpoint. Vehicle path markers
30 facilitate tracing of the center of the traffic lane for each class of vehicles.

Frame 20 must move through the scene to be calibrated at a known, constant
speed. In a preferred embodiment, frame 20 is mounted on the back portion of a
vehicle, such as atruck. In another embodiment, frame 20 is mounted on a trailer,
that can be pulled by a vehicle. In Figure 3, scene 44 must be calibrated. Frame
20 is mounted on the rear of a pickup truck 40, that drives through scene 44 at a
constant, known speed. Video camera 42 of a machine vision system provides the
video of pickup truck 40 driving through scene 44. The machine vision system then

tracks markers 22 mounted on frame 20 through scene 44.
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Calibration is performed by driving a vehicle equipped with the calibration
apparatus down the roadway at a constant speed through the field of view of a video
camera of a machine vision system. Figure 4 shows a representation of a scene
along with the progress of a vehicle within the scene as measured by the video
camera. Vehicle 50, equipped with calibration apparatus 52, drives down roadway
54 at a constant, known speed. The video camera of the machine vision system
captures video images of calibration apparatus 52 as vehicle 50 drives down
roadway 54. The video image sequences are dynamically captured frame-by-frame,
preferably in digitized form. In a preferred embodiment, vehicle 50 drives down
roadway 54 at a speed of 72.4 kilometers per hour, and the video image sequences
are captured at a rate of 30 images per second. Lines 56 drawn across the scene
emphasize the fact that while real-world distances remain constant, the number of
pixels corresponding to the constant real-world distances decreases as distance from
the video camera increases. In the preferred embodiment, the vehicle travels
approximately .67 meters per video frame. While the actual speed is not critical,
it is necessary that the speed is known. Preferably the speed will also be constant.

As vehicle 50 drives down roadway 54, markers 58 are tracked for
calibration purpbses. Tracking can be performed manually, by a user, or
automatically, by the machine vision system. A user can track markers 58 frame-
by-frame, by recording the position of markers 58 within the video image. The user
can accomplish this by moving a pointer onto the midpoint of each marker 58 and
recording the pixels corresponding to markers 58, using a mouse. To avoid human
error, a centroid finder may be programmed into the machine vision system to allow
the user to give the approximate location of the midpoint of each marker and the
system would identify the centroid of the tracked object. The user can further track
the center of the traffic lane, if desired, by tracking vehicle path markers 60.
Vehicle path markers 60 may be manually tracked in a manner similar to markers
58, by placing a mouse pointer on the appropriate pixels and clicking on them using
a mouse. Alternatively, markers 58 may be tracked by the machine vision system.
If markers 58 comprise lights, the machine vision system can be programmed to
track lights, or if calibrated when other lights are present, to track lights of a

particular color. Vehicle path markers 60 may also be tracked or, in an alternative
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embodiment without vehicle path markers 60, the midpoint of each pair of markers
58 may be determined in each video frame when each pair of markers 58 is tracked
to determine the center of the traffic lane for a particular class of vehicles.

After vehicle 50 has been tracked through the scene, the tracking data from
the images of the video frames may be recorded sequentially and overlaid in a single
image. In a typical video camera view, the video camera will acquire 250-300
video frames when tracking a vehicle driving at 72.4 kilometers per hour through
a scene. Figure 5 shows a single pair of markers 70 being tracked through four
frames and the tracking data sequentially overlaid in a single image. The horizontal
and vertical components of the position of the midpoint of vehicle path marker 72,
the real-world distance the pair of markers have moved, and the ratio of real-world
distance between the pair of markers to the pixel distance between the pair of
markers must be determined for each pair of markers 70 as the pair moves through

the traffic scene, as shown in Table 1.

wl‘
frame y | x D = frame ® d_ R, = —
¥p
0
1
(X 1]
n
TABLE 1

In Table 1, the horizontal and vertical components of the position of the vehicle path
in a particular video frame, x and y respectively, may be determined by the position
of the pixel which the user selects as the midpoint of the vehicle path marker 72

when manually tracking the calibration apparatus in the video image. D represents
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the total real-world distance the calibration apparatus has travelled from its first
entrance into the traffic scene. In a preferred embodiment, D represents the total
distance travelled along the vehicle’s path in real space. Because the calibration
apparatus is moving through the traffic scene at a known constant speed and because
the rate of the image acquisition by the video camera is at a constant, the total
distance travelled in the y-coordinate is a constant real-world distance in each video
frame. For example, if the calibration apparatus moves through the traffic scene at
a speed of 72.4 kilometers per hour and the image acquisition occurs at a rate of 30
frames per second, the calibration apparatus travels approximately .67 meters per
frame. Therefore, D can be determined by multiplying d,, the constant real-world
distance travelled per frame, and in the preferred embodiment .67 meters per frame,
with the number of frames needed since the initiation of tracking. For example, in
the preferred embodiment, in the third frame the calibration apparatus has moved
approximates 2.0 meters since the initiation of tracking. The value for w,, the pixel
distance between the pair of markers 70, a horizontal width in a preferred
embodiment, may be obtained by taking the absolute value of the difference of the
x-coordinates of tﬁe positions of each marker of the pair of markers 70. The value
for w,, the real-world distance between the markers 70, and a horizontal width in
a preferred embodiment, is a constant value. R, represents the ratio of real-world
measurements to pixel measurements in the x-coordinate.

After values of x, D, and R, are determined for the y values associated with
the tracked pair of markers, the values of x, D, and R, are determined for all
discrete y values lying between consecutive video frames. In the preferred
embodiment, when the calibration apparatus moves through the scene at the
moderate speed of 72.4 kilometers per hour and moves the relatively small real-
world distance of .67 meters per video frame, linear interpolation may be used to
compute the values of x, D, and R, for each discrete y value. Equations 1 and 2
may be used to determine the slope, m, and the y-intercept, b, values for a line
connecting pixel coordinates in consecutive video frames, namely, (x[frame],
ylframe]) and (x[frame1], y[frame+1]), where frame = 0 to n-1, and n+1 is the

number of frames ranging from 0 to n.
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ylframe-+1] - y[frame)
ms= (Equation 1)
x[frame+ 1] - x[frame]

b = y[frame] - mex[frame] (Equation 2)

After m and b have been determined, values for x, D and R, may be determined for all
discrete y values lying between consecutive frames, namely, for y = y[frame] to
ylframe+ 1], using Equations 3, 4, and 5.

(Equation 3)

Y - ylframe]
D= ) ® d, + D[frame]
ylframe+ 1] - y[frame]

Equation 4

y - ylframe]
R. =

( ) ® (R,[frame+1] - R,[frame]) + R,[frame]
ylframe+ 1] - y[frame]

Equation 5

The process may be completed for each lane in the roadway as well as areas
between the lanes, depending on the width of the calibration apparatus. After values for X,
D, and R, have been calculated for all values of y in the scene, they may be placed in a
table as shown in Table 2.
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y x D R,
Ymin
000
eoe
Ymax
TABLE 2

This table defines the calibration from a pixel coordinate system to a real-world coordinate

~system for any point along the road surface. This table may be placed in memory of the

machine vision system and used as a lookup table to translate pixel measurements to real-
world measurements. A table similar to Table 2 may be generated for all pairs of markers
on the calibration apparatus. The result of calibration is a plurality of parallel piecewise
linear surfaces generated in space, the number of parallel surfaces depending on the number

of pairs of markers. Thus, for more classes of vehicles, as determined by height of vehicles

- within the class, more pairs of markers are used.

In order to utilize the calibration information contained in Table 2, it is recognized
that the size of the vehicle tracked must be considered in conjunction with the calibration
information. For example, when a truck first enters a roadway scene, it will occupy many
more pixels than a motorcycle that first enters the same roadway scene. Therefore, a
machine vision system must be able to consider the classification of the vehicle as
determined by its size when utilizing the calibration information produced from the present
invention.

Once the machine vision system can translate pixel measurements to real-world
measurements, the system can determine many traffic parameters, for example,
displacement, acceleration, velocity, highway occupancy and headway. To determine the
average velocity of a vehicle, a first position of the vehicle y,, at time t,, is recorded. The
first position is preferably the first position that the machine vision system tracks the
vehicle. Thereafter, for any time t, where t is the time when the vehicle is at position
(x,y), the average velocity for the vehicle being tracked is given by Equation 6, where y is
used as the index into a lookup table like Table 2.
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Diy] - Dlyyol
velocity = . meters/second
t-to
Equation 6

The approximate instantaneous velocity may also be calculated for any vehicle being
tracked, by taking the distance traveled between any two consecutive positions of the vehicle
and'dividing by the time required to travel that distance. Since vehicle positions are
acquired for each video frame, the elapsed time between vehicle positions is 1/30th of a
second. Distances travelled are obtained by two table lookups to Table 2 and determining
the difference between the two positions. Thus, if Yi+1 and y, are two consecutive y
positions of the vehicle being tracked, then the approximate instantaneous velocity is given
by Equation 7. |

‘ Dly;] - Dly;.]
velocity = meters/second
1/30

Equation 7

Similar calculations may be performed for acceleration. All calculations are performed by
acquiring positional values from the lookup table in memory and a few arithmetic
operations. This embodiment allows fast computation of traffic parameters with little use
of computation power.

Lateral displacement may also be computed by looking at the position of a tracked
vehicle. To determine the lateral displacement of the tracked vehicle from the center of a
lane, the x-coordinate of the midpoint of the vehicle path marker, as determined from the
calibration process, that corresponds to the y-coordinate of the tracked vehicle is acquired
from Table 2. The x-coordinate of the midpoint of the vehicle path marker defines the
center of the lane for that particular y-coordinate in pixel space. To determine the pixel
distance that the tracked vehicle is from the center of the lane, the difference of the x-
coordinates of the tracked vehicle and the vehicle path marker is obtained. To determine
the real-world distance that the tracked vehicle is from the center of the lane, the difference
value in pixel space is multiplied by the R, ratio for the y-coordinate. Total lateral

-11-
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displacement may also be determined from two consecutive positions of the tracked vehicle,
namely (x,, y) and (x,,,, ¥i4s). Ify, and y,,, are used as indices to Table 2, then the total
lateral displacement may be determined from Equation 8.

lateral displacement = (x; 1 - X[y;+ 1] )® Ryly; 4] + (x[y;] - x;)OR, [y;] meters

Equation 8

Lateral velocity is obtained by dividing the lateral displacement as determined in
Equation 8 by the time between measurements, in a preferred embodiment 1/30th
of a second. Lateral acceleration is obtained by taking the difference between two
successive lateral velocities and dividing by the rate of image acquisition, in a
preferred embodiment, 1/30th of a second.

Another preferred embodiment of the calibration apparatus is shown in
Figure 6. Frame 80 is an adjustable frame with markers 82 mounted on the frame.
Frame 80 may be adjusted wherein pairs of markers 82 may be moved to different
heights. Further, frame 80 may be collapsible, whereby the frame, mounted on a
vehicle such as a the bed 88 of a pickup truck, may fold into a compact
configuration as shown in Figure 7. Allowing frame 80 to collapse protects the
calibration apparatus from damage when the vehicle on which the apparatus is
mounted is not being driven through a scene to be calibrated. Lights 86 fold up,
away from the roadway while lights 84 fold down, securing them in the bed of the
pickup truck. In a preferred embodiment, the width between each pair of markers
82 is 2.438 meters, the height of top pair of markers 84 is 3.962 meters and the
height of bottom pair of markers 86 is épproximately .076 meters from the ground.

In the embodiment of Figure 6, only two pairs of markers are tracked.
Because of the need to calibrate pixel space for different classes of vehicles, as
determined by height, heights between the top pair of markers 84 and the bottom
pair of markers 86 must also be calibrated. For any height, the y, x, D, and R,
values may be determined by interpolation, such as by using aforementioned
Equations 1-5. In Figure 8, virtual pair of markers 90 are a distance d above

-12-
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bottom pair of markers 86. Top pair of markers 84 are a distance d, above bottom
pair of markers 86. The pixel coordinates (x,,y,) of each marker of virtual marker
pair 90 can be determined from Equation 9, where (x,,y,) are the pixel coordinates
of the top pair of markers 84 and (x,,y,) are the pixel coordinates of the bottom pair
of markers 86.

(X4 ¥a) = (1—7‘1) (X, 73) +<%) (%X,,7,)

Equation 9

~ Once the pixel coordinates are determined for virtual pair of markers 90, those

coordinates can be used in the interpolation equations. The midpoint of virtual pair
of markers 90 may also be determined to define the center of the lane. Since any
distance d can be chosen that allows virtual pair of marker 90 to fall between top
pair of markers 84 and bottom pair of markers 86, this embodiment allows a user
great flexibility in choosing height parameters for vehicle classes.

In the embodiments of Figure 2 or Figure 6, the values of y, x, D, and R,
may be placed in a lookup table, such as Table 2, placed in memory for all
calibrated pixel coordinates within a video scene. Alternatively, a loékup table may
be placed in memory that only contains the values associated with the actual marker
locations, and for all discrete values of y that are not located within the lookup table
may be calculated as necessary, using equations similar to Equations 1-5. This
embodiment requires a smaller amount of data to be stored at memory locations but
may require more computations.

Although a preferred embodiment has been illustrated and described for the
present invention, it will be appreciated by those of ordinary skill in the art that any
method or apparatus which is calculated to achieve this same purpose may be
substituted for the specific conﬁguratibns and steps shown. This application is

intended to cover any adaptations or variations of the present invention. Therefore,
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it is manifestly intended that this invention be limited only by the appended claims
and the equivalents thereof. .
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What is claimed is:

1. An apparatus for calibrating a three-dimensional space, said apparatus
for use with a machine vision system, said machine vision system including means
for tracking objects within said three-dimensional space, said apparatus comprising:

a) a frame;

b) at least one pair of indicators mounted on said frame; and

c) movement means for moving said frame through said three-
dimensional space at a constant speed.

2. The apparatus for calibrating a three-dimensional space accordixig to
claim 1, wherein said at least one pair of indicators comprises at least one pail: of
lights.

3. The apparatus for calibrating a three-dimensional space according to
claim 1, wherein said at least one pair of indicators comprises a plurality of pairs
indicators, said pairs of indicators horizontally spaced apart at a constant width,
each pair of indicators located on different vertical planes.

4, The apparatus for calibrating a three-dimensional space according to
claim 3, wherein said indicators are located on different vertical planes based on
different vehicle classes.

5. The apparatus for calibrating a three-dimensional spacé according to
claim 1, wherein said movement means comprises a vehicle.

6. The apparatus for calibrating a three-dimensional space according to
claim 1, wherein said frame is a collapsible frame.

7.  The apparatus for calibrating a three-dimensional space according to
claim 1, wherein said at least one pairA of indicators are adjustably mounted onto
said frame,

8. A method for calibrating a three-dimensional space, said method for
use with a machine vision system, said machine vision system including tracking
means for tracking objects within said three-dimensional space, said method
comprising the steps of:

a) moving at Jeast one pair of indicators spaced apart by a known
distance through said three-dimensional space at a known speed;

-15-
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b) tracking said at least one pair of indicators with said tracking
means through said three-dimensional space; and
c) mapping pixel space to said three-dimensional space based on
the location of said at least one pair of indicators within said pixel space and
said known, constant speed of said at least one pair of indicators. _
9. The method for calibrating a three-dimensional space according to
claih 8, wherein said step of tracking said at least one pair of indicators includes
the step of acquiring video images, said video images comprising a plurality of
frames with images of said at least one pair of indicators taken at constant intervals.

10.  The method for calibrating a three-dimensional space according to
claim 9, wherein said at least one pair of indicators are spaced apart by a known
real-world horizontal distance and wherein said step of mapping said three-
dimensional space to said pixel space comprises the steps of:

a) determining a first pair of pixel coordinates and a second pair
of pixel coordinates for each pair of indicators within said acquired video
images, said first and second pdir of pixel coordinates having a horizontal
coordinate and a vertical coordinate;

b) determining a total real-world distance said at least one pair
of indicators has moved in the vertical pixel direction; and

c) determining a ratio of said known real-world horizontal
distance between said pair of indicators to the difference of said first and
second horizontal pixel coordinates, said ratio determined for each said pair
of indicators in each said frame.

d) placing said ratios, said total real-world distances said at least
one pair of indicators has moved and said horizontal coordinates for each
said vertical coordinate in memory locations within said machine vision
system.

11.  The method for calibrating a three-dimensional space according to
claim 10, wherein said at least one pair- of indicators comprises a plurality of pairs
of indicators and wherein said step of mapping said three-dimensional space to said

pixel space further comprises the steps of:
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a) interpolating between said ratios and said total real-world
distances moved associated with said vertical coordinates lying in said frames
to determine ratios and distances for all vertical coordinates lying between
said vertical coordinates of said indicators in said frames; and

b) placing said interpolated ratios, said total real-world distance
moved, and said horizontal coordinates for each said vertical coordinate in

memory locations within said machine vision system.
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