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(57) ABSTRACT 
Provided are a method and apparatus for using a pre-clock 
enable (pre-CKE) command for power management modes. 
A host memory controller sends a pre-CKE command to a 
memory module over a bus indicating at least one power 
management operation to perform. The host memory control 
ler further asserts a clock enable (CKE) signal to the memory 
module over the bus after sending the pre-CKE command to 
cause a memory module controller to execute the indicated at 
least one power management operation in response to the 
CKE signal. 
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METHOD AND APPARATUS FOR USINGA 
PRE-CLOCKENABLE COMMAND FOR 

POWER MANAGEMENT MODES 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application is a continuation of U.S. patent 
application Ser. No. 13/977,653, filed Jun. 28, 2013, which is 
the National Stage of International Application No. PCT/ 
US2013/032633, filed Mar. 15, 2013, wherein all the above 
related applications are all incorporated herein by reference 
in their entirety. 

TECHNICAL FIELD 

0002 Embodiments described herein generally relate to a 
memory system in which a host memory controller commu 
nicates on a single channel or bus with multiple memory 
modules that have a pin layout compatible with the slots 
coupled to the channel and host memory controller. The host 
memory controller Supports a protocol used by the multiple 
memory modules coupled to the channel. Such as the Double 
Data Rate Third Generation (DDR3) protocol. If memory 
modules, such as Dual In-Line Memory Modules (DIMMs), 
have different timings for outputting data on the bus, such as 
the case with different types of DIMMs, then the host memory 
controller has to adjust for those timing differences among the 
different coupled DIMMs. The host memory controller may 
communicate single cycle commands. 
0003. Before using the bus, the host memory controller 
must configure the memory modules for operations. In the 
DDR3 protocol, the host memory controller may use a Mode 
Register Set (MRS) command to program up to eight mode 
registers in the memory chips, such as Dynamic Random 
Access Memory (DRAM) chips, on the memory module 
package. The MRS command identifies the mode register on 
the memory chip and includes an inversion bit indicating 
whether data is inverted. After the bus is trained, the host 
memory controller may then use the bus for read and write 
commands and to transfer data. 
0004 Commands may be sent one bit per lane per com 
mand. During a normal timing mode, e.g., 1N timing, the chip 
select signal is placed on the bus on the cycle of the command 
to cause the selected memory module to accept the command. 
During high speed operations, such as during 2N timing, the 
host memory controller places the chip select signal on the 
bus one clock cycle before the command to allow for addi 
tional setup time. 
0005. A clock enable signal may be used to manage inter 
nal clock signals in the memory module. A clock enable 
(CKE) high signal activates internal clock signals and is 
maintained high throughout read and write accesses. ACKE 
low signal to the memory module deactivates internal clock 
signals, device input buffers and output drivers. Taking CKE 
Low signals power down and refresh operations. 
0006. When writes are communicated from the host 
memory controller to a memory module, the writes at the 
memory module may be directly written to the memory chips. 
However, in memory modules having a write buffer, a credit 
system may be implemented where the host memory control 
ler is allotted a maximum number of write credits and cannot 
send a write command unless there are available write credits. 
The write credits are decremented upon sending a write com 
mand. The memory module will send a message over the bus 
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when each write has completed to return the credit to the host 
memory controller, which increments the write credit counter 
when the message is received. 
0007 To avoid communicating a vexatious pattern when 
sending read and write requests, current host memory con 
trollers may scramble the data to reduce the probability of 
repeatedly producing a vexatious pattern that can cause an 
error on the bus. Upon receiving scrambled write data with a 
write address, the memory module stores the scrambled write 
data at the write address. In response to a read request, the 
scrambled data that is stored and sent over the bus to the host 
memory controller to descramble and use. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0008 Embodiments are described by way of example, 
with reference to the accompanying drawings, which are not 
drawn to scale, in which like reference numerals refer to 
similar elements. 
0009 FIG. 1 illustrates an embodiment of a system having 
a memory system. 
0010 FIG. 2 illustrates an embodiment of a memory mod 
ule. 
0011 FIG.3 illustrates an embodiment of a pin-out design 
of the memory system. 
0012 FIG. 4 is an embodiment of operations to generate 
and process a request signal encoding a function. 
0013 FIG. 5 illustrates an embodiment of operations go 
determine a timing adjustment for output in a memory mod 
ule. 
0014 FIG. 6 illustrates an embodiment of a mode register 
set (MRS) command. 
0015 FIG. 7 illustrates an embodiment of operations for 
generating and processing the MRS command. 
0016 FIGS. 8 and 9 provide timing charts for outputting a 
command in two parts. 
(0017 FIGS. 10 and 11 illustrate embodiments of opera 
tions for generating and accepting a command sent on mul 
tiple clock cycles. 
0018 FIG. 12 illustrates an embodiment of operations to 
indicate a Supported interface configuration to the memory 
module controller. 
0019 FIG. 13 illustrates an embodiment of operations for 
the memory module controller to use address bits based on a 
Supported interface configuration. 
0020 FIG. 14 illustrates an embodiment of operations to 
use commands to indicate power management operations. 
0021 FIG. 15 illustrates an embodiment of operations to 
use write credits to send write commands and return write 
credits to the host memory controller. 
0022 FIG. 16 illustrates an embodiment of operations to 
generate a read data packet with a write credit counter. 
0023 FIG. 17 illustrates an embodiment of operations to 
process a read data packet. 
0024 FIG. 18 illustrates an embodiment of operations to 
process a flow of error operations using an error signal. 
0025 FIG. 19 illustrates an embodiment of operations to 
process a write error. 
0026 FIG. 20 illustrates an embodiment of operations to 
scramble and descramble data transmitted over the bus. 
0027 FIG. 21 illustrates an embodiment of operations to 
descramble write data in the memory module. 
0028 FIG. 22 illustrates an embodiment of operations to 
set a parameter indicting a bus interface configuration. 
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0029 FIG. 23 illustrates an embodiment of operation to 
select a bus interface configuration to process a transfer 
request. 

DESCRIPTION OF EMBODIMENTS 

0030. In the following description, numerous specific 
details such as logic implementations, opcodes, means to 
specify operands, resource partitioning/sharing/duplication 
implementations, types and interrelationships of system com 
ponents, and logic partitioning/integration choices are set 
forth in order to provide a more thorough understanding of the 
present invention. It will be appreciated, however, by one 
skilled in the art that the invention may be practiced without 
Such specific details. In other instances, control structures, 
gate level circuits and full software instruction sequences 
have not been shown in detail in order not to obscure the 
invention. Those of ordinary skill in the art, with the included 
descriptions, will be able to implement appropriate function 
ality without undue experimentation. 
0031 References in the specification to “one embodi 
ment,” “an embodiment,” “an example embodiment, etc., 
indicate that the embodiment described may include a par 
ticular feature, structure, or characteristic, but every embodi 
ment may not necessarily include the particular feature, struc 
ture, or characteristic. Moreover, Such phrases are not 
necessarily referring to the same embodiment. 
0032. In the following description and claims, the terms 
“coupled and “connected, along with their derivatives, may 
be used. It should be understood that these terms are not 
intended as synonyms for each other. “Coupled' is used to 
indicate that two or more elements, which may or may not be 
in direct physical or electrical contact with each other, co 
operate or interact with each other. “Connected' is used to 
indicate the establishment of communication between two or 
more elements that are coupled with each other. Certain 
embodiments relate to memory devices electronic assem 
blies. Embodiments include both devices and methods for 
forming electronic assemblies. 
0033 FIG. 1 illustrates an embodiment of a computing 
system 2 including one or more processors 4, a host memory 
controller 6 and multiple memory modules 8a, 8b, which are 
typically mounted on a motherboard. The processors 4 may 
comprise a central processing unit, multi-core processor. The 
host memory controller 6, in response to memory access 
requests from the processors 4, communicates with multiple 
memory modules 8a, 8b over a bus 10, also referred to as a 
channel, bus interface, etc., where both memory modules 8a, 
8b are separately and independently connected to the same 
bus 10. The host memory controller 6 may include a request 
counter 7 that is incremented when receiving a request signal 
for a grant to use when later issuing grants based on the 
number of requests indicated in the request counter 7, a write 
credit counter 9 indicating a number or credits permitting 
write requests to be sent to one of the memory modules 8a, 8b, 
and a scramble seed value 11 used to descramble read 
requested data from one of the memory modules 8a, 8b. 
0034. In the embodiment of FIG. 1, the memory modules 
8a, 8b are mounted in slots or memory Sockets on the system 
2 motherboard. The memory modules 8a, 8b may comprise 
the same or different types of memory modules that have a pin 
arrangement compatible with the pin arrangement in the 
memory slots on the motherboard. Further, the memory mod 
ules may support the same or different memory protocols, 
such as Double Data Rate Fourth Generation (DDR4) proto 
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col and additional protocols. Although only two memory 
modules 8a, 8b are shown, there may be multiple memory 
modules 
0035. Each of the memory modules 8a, 8b include 
memory chips 12a, 14a, 16a, 18a and 12b. 14b. 16b, 18b, 
respectively, on one or both sides of the memory module, to 
store the data. The memory chips, e.g., DRAM chips, located 
on one or both sides of the memory module 8a, 8b package, 
comprise the storage elements that store data being used by 
the processor 4. 
0036) Each memory module 8a, 8b may include a memory 
module controller 20a, 20b to coordinate memory manage 
ment and access operations with the host memory controller 
6. The host memory controller 6 includes logic to manage 
read and write operations and memory management opera 
tions with respect to the memory modules 8a, 8b connected to 
the bus 10, and interface the processor 4 to the memory 
modules 8a, 8b. The host memory controller 6 may be inte 
grated with the processor 4 or implemented in logic separate 
from the processor 4 on the system 2 motherboard. 
0037. The system 2 motherboard may include a memory 
socket compatible with different types of memory chips, to 
allow different types of memory modules 8a, 8b supporting 
different types of memory devices supporting different 
memory protocols as long as the different types of memory 
modules 8a, 8b are compatible with the pin architecture in the 
memory sockets. 
0038. In one embodiment, the memory modules 8a, 8b 
may comprise a same or different type of Dynamic Random 
Access Memories (DRAMs). In one embodiment, the 
memory modules 8a, 8b may comprise Dual In-Line Memory 
Modules (DIMMs), such as unbufferred DIMMs (UDIMM), 
Load Reduced Dual-inline Memory Module (LRDIMM), a 
Small Outline Dual In-line Memory Module (SODIMM), etc. 
The memory modules 8a, 8b may implement various forms of 
memory, including, but not limited to, NAND (flash) 
memory, ferroelectric random-access memory (FeTRAM), 
nanowire-based non-volatile memory, three-dimensional 
(3D) crosspoint memory such as phase change memory 
(PCM), memory that incorporates memristor technology, 
Magnetoresistive random-access memory (MRAM), Spin 
Transfer Torque (STT)-MRAM, etc. 
0039. In certain embodiments, because different types of 
memory modules 8a, 8b may be mounted and connected to 
the bus 10, the memory modules 8a, 8b may support different 
protocols. For instance, the memory module 8a may com 
prise a type of DIMM conforming to the Double Data Rate 
Fourth Generation (DDR4) Static DRAM (SDRAM) proto 
col and the memory module 8b may use a different protocol 
but be compatible on the same bus 10 with the memory 
module 8a using the DDR4 protocol. Alternative and differ 
ent protocols may also be used and implemented in the 
memory modules 8a, 8b. 
0040. If the memory modules 8a, 8b support different 
DRAM protocols, then the host memory controller 6 is con 
figured to communicate using different protocols over the bus 
10, a first protocol specific to the memory module 8a, e.g., 
DDR4, and a second memory protocol specific to the memory 
module 8b. Read and management requests to the memory 
module 8a are implemented with the first memory protocol 
and to the second memory module 8b using the second 
memory protocol. 
0041 FIG. 2 provides further details of an embodiment of 
a memory module 8. Such as the memory modules 8a, 8b, as 
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including a memory module controller 20 performing the 
memory module operations and interactions with the host 
memory controller 6. In certain implementations, one of the 
memory modules, e.g., 8b, may include the memory module 
of FIG. 2, and the other memory module, e.g., 8a, may not 
include the memory module controller 20, such as a memory 
module 8a conforming to the DDR4 standard. In such 
embodiments, the memory module 8a, may include a register, 
such as the case with a RDIMM or a buffer, such as the case 
with a LRDIMM. 

0042. The memory module 8 may include mode registers 
22 in the memory module controller having data which may 
be configured using a Mode Register Set (MRS) command, a 
read buffer 24 to buffer read data being returned to the host 
memory controller 6 in response to a read command, a power 
management operations register 26 indicating power man 
agement operations to perform, a write buffer 28 to buffer 
write data before being written to the memory chips 12, 14, 
16, 18, a write credit counter 30 indicating a number of write 
credits to return to the host memory controller 6, a scramble 
seed value 32 used to randomize read data transferred over the 
bus 10 to the host memory controller 6, and an interface 
parameter 34 identifying a Supported interface configuration 
of the bus 10. The buffers and parameters 24, 26, 28, 30, 32. 
and 34 may be implemented within the memory module 
controller 20 or in circuitry external to the memory module 
controller 20 in the memory module 8. Certain of the param 
eters 26, 30, 32, and 34 may be implemented in mode registers 
22. 

0043. In certain embodiments, the memory module 8a 
may comprise a near memory that is configured as a caching 
layer for a far memory comprising memory module 8b. In 
Such configuration, the near memory module 8a should have 
the effect of reducing the access times of the most frequently 
accessed system memory addresses that the specific far 
memory module 8b is designed to cache. The near memory 
devices may be configured as a direct mapped cache for their 
far memory counterparts. 
0044) The described memory module controller 20 and 
host memory controller 6 embodiments may be encoded in 
hardware logic, such as in an Application Specific Integrated 
Circuit (ASIC), Field Programmable Gate Array (FPGA), 
etc. 

0045 Elements of embodiments of the present invention 
may also be provided as a machine-readable medium for 
storing the machine-executable instructions. The machine 
readable medium may include, but is not limited to, flash 
memory, optical disks, compact disks-read only memory 
(CD-ROM), digital versatile/video disks (DVD) ROM, ran 
dom access memory (RAM), erasable programmable read 
only memory (EPROM), electrically erasable programmable 
read-only memory (EEPROM), magnetic or optical cards, 
propagation media or other type of machine-readable media 
Suitable for storing electronic instructions. For example, 
embodiments of the invention may be downloaded as a com 
puter program which may be transferred from a remote com 
puter (e.g., a server) to a requesting computer (e.g., a client) 
by way of a network transmission. 
0046 FIG. 3 illustrates an arrangement of the pins on the 
memory module 8a, 8b, with the host memory controller 6, 
bus 10 lines and the memory modules 8a, 8b, where such pin 
designations are described below or known in the art. 
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Encoding Functions in a Request Signal 

0047. In certain embodiments, the memory module con 
troller 20 may send a request signal, e.g., REQ#50, to the host 
memory controller 6 to indicate that there is data in the read 
buffer 24 for the host memory controller 6 to return as part of 
a read command. The request signal may comprise the REQ# 
clock enable (CKE) signal 50 shown in the pin-out diagram of 
FIG. 3. The memory module controller 18 may transmit the 
request signal at a minimum pulse width to guarantee detec 
tion by the host memory controller 6, which in certain imple 
mentations may comprise two clock cycles. The memory 
module controller 20 may further encode an additional func 
tion in the request signal for the host memory controller 6 to 
perform. By encoding additional functions in the request 
signal, multiple functions may be indicated in one signal in 
order to maximize the number of operations and information 
communicated in a single signal. 
0048 FIG. 4 illustrates an embodiment of operations per 
formed by the host memory controller 6 and memory module 
controller 20 to use the request signal to communicate addi 
tional functions to the host memory controller 6. Upon initi 
ating (at block 100) an operation to generate a request signal, 
which may be part of a read command to transfer data from 
the read buffer 24 back to the host memory controller 6, the 
memory module controller 20 determines (at block 102) a 
function to include with the request signal, which function 
may indicate additional operations for the host memory con 
troller 6 to perform, such as a specific error condition or 
interrupt or other functions. The memory module controller 
20 then determines (at block 104) a pulse width used to 
indicate or encode the determined function. For instance a 
pulse width equal to the minimum pulse width to guarantee 
detection by the host memory controller 6 of the request 
signal may be used to indicate or encode a first function, 
additional pulse widths that are greater than the minimum 
pulse width may be used to indicate additional functions. For 
instance, if the minimum pulse width to guarantee detection is 
two clocks, then this minimum pulse width for the request 
signal may indicate one function, and pulse widths of 6, 10. 
and 14 may indicate yet additional different functions. A 
pulse width of 14 may indicate a catastrophic failure. Further, 
the different pulse widths for the request signal associated 
with different functions may be separated by a minimum 
number of clock cycles, such as 3 cycles in certain embodi 
ments, to guarantee proper detection by the host memory 
controller 6 of the pulse width. The memory module control 
ler 20 generates (at block 106) the request signal having the 
determined pulse width to send to the host memory controller 
6. 

0049. Upon detecting (at block 108) the request signal 
REQ0i on pin 50 having the minimum or first pulse width, 
e.g., 2 clocks, the host memory controller 6 increments (at 
block 110) a request counter 7 indicating a number of grant 
signals that need to be sent to the memory module 8b sending 
the request signal. After incrementing the request counter 7, 
the host memory controller 6 may wait until a slot on the bus 
10, i.e., data bus, is available to issue multiple of the grant 
request, Such that the requests indicated in the request counter 
7 are processed in a batch at different random times. Upon 
receiving the grant signal, the memory module controller 20 
sends (at block 112) data in the read buffer 24 to the host 
memory controller 6, Such as data gathered and buffered in 
response to a read request from the host memory controller 6. 
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0050. After determining the minimum or first pulse width 
of the request signal 50, if the request signal 50 (at block 114) 
does not continue beyond the measured minimum pulse 
width, then control ends. Otherwise, if (at block 116) the 
measured request signal does not continue beyond a second 
pulse width, e.g., 6 clocks, then the host memory controller 6 
may execute (at block 118) a second function associated with 
that second pulse width. Otherwise, if (at block 120) the 
request signal 50 does not continue beyond a measured third 
pulse width, e.g., 10 clocks, then the host memory controller 
6 may execute (at block 122) a third function associated with 
that third pulse width. If the pulse width continues and a 
fourth pulse width, e.g., 14 clocks, is measured (at block 124), 
then the host memory controller 6 may execute (at block 126) 
catastrophic failure handling for the host memory controller 6 
to perform. 
0051 Although the described embodiments concern four 
functions for four different pulse widths of the request signal, 
in certain implementations there may be more or less than 
four functions represented by more or less than four pulse 
widths. Further, one pulse width may indicate a set of mul 
tiple functions to perform. 
0052. In the operations of FIG.4, the functions beyond the 

initial request grant function are only processed after deter 
mining that the pulse width does not continue beyond the 
pulse width associated with those additional functions. In an 
alternative embodiment, each additional function may 
execute upon measuring the pulse width associated with that 
function even if the pulse width continues beyond that mea 
Sured pulse width, so each function is executed as measure 
ments of the pulse width extend beyond the trigger pulse 
width. 
0053. With the described embodiment of FIG.4, different 
functions may be encoded into a request signal by the 
memory module controller 20 by using different pulse widths 
for the memory module controller that may be separated by a 
minimum number of clocks that guarantee detection of the 
pulse width by the host memory controller 6. In this way, in a 
single request signal, the memory module controller 20 may 
signal a request signal. Such as a request to return data from 
the read buffer 24, and one of a plurality of different func 
tions. 

Adjusting the Timing of Output from a First Memory 
Module Based on Component Differences with a 

Second Memory Module to Match the Timing from 
the Second Memory Module 

0054. In certain implementations, the memory modules 8a 
and 8b may comprise different types of memory modules that 
have different components. For instance, the memory module 
8a may or may not include registers and data buffers not 
included in the memory module 8b, and vice versa, and the 
memory modules 8a, 8b may support different memory pro 
tocols. Described embodiments provide techniques for one 
memory module. Such as 8b, to adjust its timing to match that 
of the other memory module, e.g., 8a, so that the host memory 
controller 6 does not have to adjust for different timings from 
different memory modules, such as different types of 
DIMMs. By having the memory module controller 20a, 20b 
handle the timing adjustments, excessive turnaround cycles 
and performance loss at the host memory controller is 
avoided. 
0055 FIG. 5 illustrates an embodiment of operations per 
formed by the memory module controller 20, such as memory 
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module controller 20b, to adjust the timing of output based on 
component differences with other memory modules 8a, 8b on 
the bus 10. Upon initiating (at block 200) an operation to 
output data from the data buffer 24, the memory module 
controller 20b determines (at block 202) a timing adjustment 
based on at least one component in at least one of the memory 
modules 8a, 8b on the channel. Blocks 204-208 provide an 
embodiment of operations to determine the timing adjust 
ment. The memory module controller 20b may accelerate (at 
block 204) the timing in response to the first memory module 
8b having at least one component effecting timing of the 
output that is not included in the other second memory mod 
ule 8a. Further, a delay may be added (at block 206) to the 
timing in response to the other second memory module 8a on 
the bus 10 having at least one component effecting the timing 
of the output at the second memory module 8b that is not 
included in the first memory module 8b. 
0056. The memory module controller 20b may then deter 
mine (at block 208) a net timing adjustment from any added 
delay or acceleration of the timing. The memory module 
controller 20b adjusts (at block 210) a timing of output from 
the data buffer 24 to the host memory controller 6 based on the 
determined timing adjustment to match a timing of output at 
the second memory module 8a. 
0057 For instance, if the memory module 8b including the 
controller 8b performing the calculations includes a data 
buffer 24 not found in the other memory module 8a, then the 
timing adjustment may comprise accelerating the timing of 
the output when the other second memory module 8a does not 
include a data buffer such as included in the first memory 
module 8b. In another implementation, if the other memory 
module 8a has a register not included in the memory module 
8b performing the calculation, Such as the case with an 
RDIMM, then the timing adjustment comprises delaying the 
timing of the output to accommodate for the register in the 
other memory module 8a not included in the memory module 
8b doing the calculation. If the acceleration of timing for the 
data buffer 24 was greater than the delay added for the register 
in the other memory module 8a, then the net timing adjust 
ment would comprise an acceleration of the timing. Likewise, 
if the delay added is greater than the acceleration, then the net 
adjustment would comprise adding a delay to the timing. If 
the memory module 8b doing the calculations does not 
include registers or data buffers 24 included in the other 
memory module. Such as if the other memory module 8a is an 
RDIMM and LRDIMM, then the memory module controller 
20b may delay the timing to account for delays caused by the 
additional components in the other memory module 8a. 
0058. The memory modules 8a, 8b may have different 
types of components on their command, address and control 
busses to the bus 10 if they comprise different types of 
DIMMs, such as UDIMMs, RDIMMs, and LRDIMMs. 
0059. In certain described embodiments, the output for 
which timing is adjusted comprises the output of data on a 
data bus in the bus 10 from the data buffer 24. In alternative 
embodiments, the output signals adjusted may comprise out 
put other than data output. 
0060 Although operations are described with respect to 
one memory module performing timing adjustments, one or 
multiple memory modules 8a, 8b on the bus 10 may perform 
the timing adjustments of FIG. 5. 
0061. With the described timing adjustments, the memory 
module controller 20b may adjust the timing of its output, 
Such as output from a data buffer 24, to match the timing from 
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the other memory module 8a for similar types of outputs so 
that the host memory controller 6 does not need to perform 
any of the timing adjustments to accommodate for the differ 
ent configurations of the different memory modules 8a, 8b on 
the bus 10. 

Encoding Use of Registers in a Mode Register Set 
(MRS) Command 

0062. The memory module controller 20 may include 
mode registers 22. In certain embodiments, the memory mod 
ule controller 20b may implement a first protocol that is 
different than a second memory protocol used in other con 
troller 8a, such as DDR 4. However, the memory module 
controller 20b may support certain commands from the sec 
ond protocol of the other memory module 8a, such as DDR4, 
such as the Mode Register Set (MRS) command, yet use the 
command for a different purpose than used by the memory 
module controller 20a implementing the first memory proto 
col. 
0063 FIG. 6 illustrates an embodiment of the MRS com 
mand 250, which may or may not include MRS fields from 
another memory protocol, such as DDR4. The command 250 
specifies an operation code 252 indicating the MRS opera 
tion. The address registers A0-A13 may be used to provide 
data for one of the mode registers 22 in the memory module 
controller 20 and the register bits 254 indicate the mode 
register 22 to which to write the data in addresses A0-A13. 
For instance, if there are 16 mode registers 22, then four 
register bits 254, such as BA0, BA1, BG0, BG1, may indicate 
one of the 16 mode registers 22 in the memory module con 
troller 20 to use. 
0064. In one embodiment, the MRS command 250 may 
comprise a single cycle command that may be used to provide 
configuration parameters to the memory module 8 before the 
bus 10 is trained for bus operations, such as read and write 
operations that may comprise two cycle commands. In this 
way, the MRS command 250 uses address input signals 
A0-A17, shown in the pin-out design of FIG.3 as line 52 and 
command input signals BG1:0 and BA1:0, shown as lines 54 
and 56, respectively, in the pin-out design of FIG. 3. In certain 
embodiments, address input signals A14-16 contain the MRS 
command operation code. 
0065 FIG. 7 illustrates an embodiment of operations per 
formed by the host memory controller 6 and the memory 
module controller 20 to program mode registers 22 in the 
memory module controller 20. During initialization, such as 
before the bus 10 is trained for read and operations, which 
may comprise commands sent in two clocks, the host memory 
controller 6 may generate (at block 280) and send an MRS 
command 250 to indicate a mode register 22 in the memory 
module controller 20 to configure with data included in the 
address fields A13:0, which MRS command 250 may be sent 
on one clock cycle. 
0066. The memory module controller 20 receives (at block 
282) the MRS command 250 and determines (at block 284) 
the mode register 22 indicated in the register bits 254 on lines 
34 and 35 (FIG. 3). The memory module controller 20 then 
writes (at block 286) the data provided in the address bits 
A0:A13 into the determined mode register 22. 
0067. The host memory controller 6 may further use the 
MRS command 250 according to the DDR4 protocol to send 
to a memory module, e.g., memory module 8a, implementing 
the DDR4 protocol, to program one of eight mode register on 
one of the memory chips 12a, 14a, 16a, 18a, where the 
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register bits BA0, BA1, BG0 identify the mode register in the 
memory chip and the bit BG1 indicates whether the bits are 
inverted. In this way, the host memory controller 6 may use 
the same MRS command format for memory controllers 20a, 
20b implementing different memory protocols to cause dif 
ferent operations according to the different protocols. For 
instance, when the MRS command 250 is used for a memory 
module 8a supporting DDR4, the MRS command 250 writes 
data to a mode register in one of the memory chips 12a, 14a. 
16a, 18a. When used for a memory module 8b having mode 
registers 22 in the memory module controller 20, the MRS 
command 250 writes data to mode registers 22 in the memory 
module controller 20 and not the DRAM chips 12, 14, 16, 18. 
In this way, the host memory controller 6 may use the same 
MRS command format with memory modules Supporting 
different memory protocols, e.g., DDR4 and some other pro 
tocol. 

Accepting by a Memory Module a Second Half of a 
Command when a Chip Select Signal is Only 
Received for a First Half of the Command 

0068. Described embodiments provide techniques for a 
memory module to accept a command in multiple parts. Such 
as in two halves, with only having to accept one chip select 
signal for the memory module 8 so that the memory module 
8 automatically accepts the second half of the command at a 
delay interval from when the first half of the command was 
sent. Further embodiments provide techniques for incorpo 
rating a delay so as to automatically accept the second half of 
the command in a high speed timing mode, e.g., 2N timing, 
when the memory module 8a, 8b is operating at higher speeds 
as opposed to a regular timing mode, e.g., 1N timing. 
0069. In certain embodiments, commands occupy two bits 
per lane and are sent on back-to-back clocks. This allows the 
entire address to be sent in one command instead of two. Such 
as sending row and column information in one command. The 
memory module controller 20 is made aware of the high 
speed (2N) timing mode through the host memory controller 
6 programming the mode registers 22 on the memory module 
controller 20. 
0070 FIG. 8 provides an embodiment of a timing chart for 
a regular timing mode, e.g., 1N timing, for commands. Such 
as read commands, which are sent in two parts, shown as 
CMD0a, CMD0b, CMD1a, CMD1b, CMD2a, CMD2b. The 
host memory controller 6 may put a first half of the command 
CMD0a and a chip select signal S0ft302, also shown as SOil 
line 58 in FIG. 3, on the bus on a clock cycle 300 for a first 
memory module 8a. The first memory module 8a may accept 
the first half of the command CMD0a on cycle 300 upon 
receiving the chip select signal 302 and may further automati 
cally accept the second half of the command CMD0b at a 
delay interval from the first half of the command CMD0a, 
such as one clock cycle later at clock cycle 304. 
0071. The host memory controller 6 may put a first half of 
the command CMD1a and a chip select signal S2#306, also 
shown as S2it line 60 in FIG.3, on the bus on a clock cycle 308 
to select a second memory module 8b. The second memory 
module 8b may accept the first half of the command CMD1a 
at cycle 308 upon receiving the chip select signal 306 and may 
further automatically accept the second half of the command 
CMD1b one clock cycle later at cycle 310. 
0072 FIG.9 provides an embodiment of a timing chart for 
a high speed timing mode for higher speeds than regular 
timing, e.g., 2N timing, where both parts of each command, 
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shown as CMD0a, CMD0b, CMD1a, CMD1b, CMD2a, 
CMD2b, remain on the bus 10 for two clock cycles. The host 
memory controller 6 may put a first half of the command 
CMD0a on the bus on a clock cycle 320 for two cycles and 
place a chip select signal S0ft322, also shown as SOil line 38 
in FIG.3, on the bus on a clock cycle 324 for the first memory 
module 8a one cycle from when the first half of the command 
CMD0a was placed on the bus 10, thus delaying the chip 
select signal in high speed timing mode. The first memory 
module 8a may accept the first half of the command CMD0a 
at the clock cycle 324 on receiving the chip select signal 322 
and may further automatically accept the second half of the 
command CMD0b a delay interval, shown as two clock 
cycles from the chip select signal 322, at the beginning of 
clock cycle 328. 
0073. The host memory controller 6 may put a first half of 
the command CMD 1a out on cycle 330 and a chip select 
signal S2#332, also shown as S2it line 60 in FIG.3, one cycle 
later on cycle 332 for a second memory module 8b. The 
second memory module 8b may accept the first half of the 
command CMD 1a on the clock cycle 336 of the chip select 
signal 332 and may further automatically read the second half 
of the command CMD1b two clock cycles later at cycle 338. 
In this way, the host memory controller 6 delays the chip 
signal one clock cycle halfway through the first half of the 
command and the memory module controller 20 delays read 
ing the second half of the command two cycles after reading 
the first half of the command. 

0074 FIG. 10 illustrates an embodiment of operations 
performed by the host memory controller 6 and the memory 
module controller 20 for a 1N timing mode for commands 
occupying two bits on back-to-back cycles. The host memory 
controller 6 may program the memory module controller 20 
through bits in the mode registers 22 during initialization to 
operate in 1N timing mode. Upon initiating (at block 350) a 
two cycle command in regular timing mode, 1N, the host 
memory controller 6 places (at block 352) a first half of a 
command (one cycle) on the bus 10 in a first clock cycle. A 
chip select command is also placed (at block 354) on the bus 
10 on the first clock cycle. Upon the memory module con 
troller 20 detecting (at block 356) the chip select signal 
directed to the specific memory module 8 including the 
memory module controller 20 when programmed in regular 
timing mode, the memory module controller 20 accepts (at 
block 358) the first half of the command on the bus 10 on the 
first clock cycle. 
0075. Further, the host memory controller 6 places (at 
block 360) a second half of the command (on a back-to-back 
cycle from the first half) on the bus 10 in a second clock cycle 
one clock cycle from the first clock cycle. The memory mod 
ule 8 selected by the chip select signal accepts (at block 362) 
the second half of the command on the bus 10 on the second 
clock cycle by waiting a one cycle delay from when the chip 
select signal was received and the first half of the command 
accepted. The memory module controller 20 may automati 
cally accept the second half of the command on the bus 10 
without requiring a chip select signal to access the bus 10. 
0076 FIG. 11 illustrates an embodiment of operations 
performed by the host memory controller 6 and the memory 
module controller 20 for a high speed timing mode, e.g., 2N. 
for commands occupying two bits on back-to-back cycles. 
The memory module controller 20 may be programmed 
through bits in the mode registers 22 during initialization to 
operate in high speed timing mode. Upon initiating (at block 
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380) a two cycle command in high speed timing mode, the 
host memory controller 6 places (at block 382) a first half of 
a command (one cycle) on the bus 10 in a first clock cycle. A 
chip select signal is then placed (at block 384) on the bus 10 
on a second clock cycle which may be one clock cycle from 
the first clock cycle. In this way, the chip select signal is 
placed on the bus at a delay, Such as one clock cycle, from 
placing the first half of the command. Upon the memory 
module controller 20 detecting (at block 386) the chip select 
signal directed to the specific module 8 when programmed in 
high speed timing mode, the memory module controller 20 
accepts (at block 388) the first half of the command on the bus 
10 on the second clock cycle at a delay. 
0077. Further, the host memory controller 6 places (at 
block390) a second half of the command (two cycles from the 
first half) on the bus 10 in a third clock cycle two cycles from 
the first clock cycle. The memory module controller 20 in the 
memory module 8 selected by the chip select signal accepts 
(at block 392) accepts the second half of the command on the 
bus 10 on a fourth clock cycle by waiting a two cycle delay 
from when the chip select signal was received and the first 
half of the command accepted. The memory module control 
ler 20 may automatically accept the second half of the com 
mand without waiting for a chip select signal on the bus 10. 
(0078. The described embodiments provide for the chip 
select signal to be delayed by one clock signal in the high 
speed timing mode, e.g., 2N timing, from sending the first 
half of the command. Further, the memory module may auto 
matically accept the second half of the command two clock 
signals after the chip select signal. This delay in the chip 
select signal allows for additional setup time in high speed 
mode. The delay for accepting the second half of the com 
mand allows for automatic acceptance of the command with 
out requiring a chip select signal. 
0079. In alternative embodiments, the chip select signal 
may be placed on the bus and the second half of the command 
may be accepted at intervals different than the described one 
clock signal. Further, in alternative embodiments, the com 
mands may be comprised of more than two parts (e.g., bits) 
and use more than two clock cycles and the memory module 
8a, 8b may automatically accept more than one additional 
part of the command at clock signal delay intervals from the 
chip select signal without requiring additional chip select 
signals to accept. 

Determining how to Set High Address Bits in a 
Memory Module 

0080. The memory module controller 20 may be config 
ured to operate in memory modules 8 having different pin and 
interface configurations. Such as one memory module having 
more pins for addressing than another memory module hav 
ing fewer pins, such as an SO-DIMM. The memory module 
with fewer addressing pins may provide a smaller address 
space than a memory module having more pins available for 
addressing. The Supported interface configuration may vary 
due to the capabilities of the hot memory controller 6 and the 
bus 10 or vary due to the capabilities of the pin and interface 
configuration of the memory module 8. Such as being an 
SO-DIMM or UDIMM. 
I0081 For such embodiments, the memory module con 
troller 20 may use one of the mode registers 22 to indicate 
Supported interface configurations, such as indicating 
whether the memory module has pins available for high 
address bits or not. In such case, if the memory module 
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controller 20 is operating in a module 8 not having one or 
more pins for high address bits available in other memory 
modules, then the memory module controller 20 would use a 
predetermined value. Such as Zero, for those high address bits 
unavailable in the module. In this way, the memory module 
controller 20 assumes a value of Zero for the high address bits 
when there are no pins for receiving values for those high 
address bits. In one embodiment, the high address bits may 
comprise address bit A1752 and bit C2:0 62 shown in the 
pin-out diagram of FIG. 3. Certain memory modules, such as 
an SO-DIMM, may not include pins 52 and 62. 
0082 FIG. 12 illustrates an embodiment of operations 
performed by the memory module controller 20 to configure 
settings for addressing. The host memory controller 6 may 
send an MRS signal to the memory module 8 indicating the 
Supported interface configuration. Upon receiving (at block 
400) the MRS signal indicating the supported interface con 
figuration, the memory module controller 20 may update the 
mode register 22 addressed by the MRS signal to indicate the 
Supported interface configuration, which may indicate the 
DIMM type, e.g., SO-DIMM, UDIMM, etc. or indicate what 
the interface Supports, e.g., that the high address bits are 
Supported or not. In response, the memory module controller 
20 sets (at block 402) the addressed mode register 22 indicat 
ing the interface configuration to indicate the communicated 
interface configuration, such as indicating whether high 
address bits are supported or not. 
0083 FIG. 13 illustrates an embodiment of operations 
performed by the memory module controller 20 to handle 
addressing using the higher level address bits. Upon receiving 
(at block 420) a command from the host memory controller 6 
having address bits, the memory module controller 20 deter 
mines the Supported interface configuration from the mode 
register 22, which information indicates whether the current 
memory module 8 Supports addressing at the high address 
bits. If (at block 422) the supported interface configuration 
does not support high address bits, e.g., the memory module 
8 does not have pins 52 and 62, then the at least one high 
address bits for the received address are set to be a predeter 
mined value, i.e., the high address bits are assumed to be Zero 
when there are no pins for the high address bits. If (at block 
422) the Supported interface configuration indicated in the 
mode register 22 indicates high address bits are available, 
then the memory module controller 20 uses (at block 426) the 
at least one high address bit for the address received on the at 
least one high address pin 52, 62. 
0084. In alternative embodiments, the memory module 
controller 20 may supply predetermined values for address 
bits other than the high address bits not having pins on the 
memory module. 
0085. The described embodiments allow a memory mod 
ule controller to operate within memory modules having dif 
ferent pin configurations available for addressing to provide 
high order address bits for a memory module configuration 
not having pins to provide high address bits. In this way, the 
memory module controller may be deployed and operate in 
memory modules such as an SO-DIMM and UDIMM and 
provide the full addressing capabilities for both interface 
configurations. 

Providing Extended Operations for a CKE Low 
Signal 

I0086) Described embodiments provide techniques to 
allow the pre-configuration of power management operations 
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in a memory module 8 that are to be performed at a later time 
when the memory module controller detects a clock enable 
(CKE) low signal on a CKE pin, such as the pins 64 or 66 
shown in the pin-out diagram of FIG. 3. This allows an 
extended series of power management operations to be per 
formed upon activation of the CKE low signal. Such as to 
enter a predefined sleep state. 
I0087. Different possible sleep states could be activated 
upon receiving the CKE low signal depending on the previ 
ously sent pre-CKE command. Such indicated States may 
comprise those specified in the Advanced Configuration and 
Power Interface (ACPI) Specification, such as an S3 state of 
standby, sleep or Suspend to the memory module 8, which 
remains powered at a lower level, an S4 state of hibernation 
where the content of the memory module 8 is saved to a 
non-volatile memory and the memory module 8 is powered 
down, and an S5 state, where the memory module 8 is pow 
ered-down while a minimum amount of power is Supplied to 
the power supply unit. The non-volatile memory to which 
content is saved, may come in various forms, including but 
not limited to NAND (flash) memory, ferroelectric random 
access memory (FeTRAM), nanowire-based non-volatile 
memory, three-dimensional (3D) crosspoint memory Such as 
phase change memory (PCM), memory that incorporates 
memristor technology, Magnetoresistive random-access 
memory (MRAM), Spin Transfer Torque (STT)-MRAM. 
I0088 FIG. 14 illustrates an embodiment of operations 
performed by the host memory controller 6 and memory 
module controller 20 to facilitate power management opera 
tions using the CKE low signal. To initiate operations to 
change the power management mode, such as change to one 
of various recognized sleep modes, the host memory control 
ler 6 sends (at block 500) a pre-CKE command to the memory 
module controller 20 over the bus 10 indicating one or more 
power management operations. In one embodiment, the pre 
CKE command may indicate one or more specific operations 
or provide a code representing a series of operations. For 
instance, the pre-CKE command may indicate a power man 
agement state. Such as a system state or sleep mode, e.g., S3, 
S4, and S5 of the ACPI sleep mode states, which the memory 
module controller 20 may interpret as the series of operations 
to perform to implement that state. 
I0089. Upon receiving (at block 502) the pre-CKE com 
mand, the memory module controller 20 sets the power man 
agement operation register 26 to indicate the at least one 
power management operation indicated in the pre-CKE com 
mand. At a Subsequent time when the host memory controller 
6 wants the memory module 8a, 8b to implement the state 
change of the indicated power management operations, the 
host memory controller 6 asserts (at block 506) the CKE low 
signal 56, e.g., low on pins 64 or 66 (FIG. 2). Upon detecting 
(at block 508) the CKE low signal, the memory module 
controller 20 determines (at block 510) whether the power 
management operation register 56 indicates operations to 
perform, such as indicating a sleep mode state or specific 
operations. If no operations are indicated. Such as a null or 
default value, the memory module controller 20 may perform 
(at block 512) a default operation for handling a CKE low 
signal. Such as deactivating internal clock signals, a pre 
charge power-down or self refresh operation. If operations or 
a power mode are indicated in the register 26, then the 
memory module controller 20 performs (at block 514) the 
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power management operations indicated in the register 26 to 
implement a specified power management state, e.g., sleep 
State. 

0090. Described embodiments provide techniques for 
configuring a memory module controller to perform a series 
of power management operations at a Subsequent time using 
the CKE low signal. After the pre-CKE command is sent, the 
host memory controller 6 will assert the CKE low signal to 
trigger more involved power management operations to 
change the power mode than would normally be triggered in 
response to the CKE low signal. With the described embodi 
ments, fewer signals are needed for power management 
because a more involved power management operation, Such 
as transitioning to sleep mode, may be initiated with the CKE 
low signal 

Providing a Host Memory Controller Write Credits 
for Write Commands 

0091. Described embodiments provide techniques to sup 
ply the host memory controller 6 write credits to use for 
sending write commands by including the write credits in 
returned read data packets to reduce consuming bus band 
width on the bus 10. 
0092. With respect to FIG. 1, the host memory controller 6 
includes a write credit counter 9 and will only send write 
commands when the write credit counter 9 has positive cred 
its. The write credit counter 9 is decremented when sending a 
write command. There may be one write credit counter 9 for 
each memory module 8a, 8b. The memory module 8 includes 
a write buffer 28 to buffer received write data that is then later 
destaged to storage elements in the memory chips 12, 14, 16. 
18. The memory module controller 20 has a write credit 
counter 30 indicating accumulated write credits to return to 
the host memory controller 6. The write credits are used to 
regulate use of the write buffer 28 so the host memory con 
troller 6 does not send write data to overflow the write buffer 
28. 
0093 FIG. 15 illustrates an embodiment of operations for 
the host memory controller 6 and memory module controller 
20 to process a write command. Upon generating a write 
command, the host memory controller 6 determines (at block 
602) whether the write credit counter 30 is greater than Zero, 
non-empty. If so, the write command is sent (at block 604) to 
the memory module 8. If (at block 602) the host write credit 
counter 9 is empty, then the host memory controller 6 waits 
until credits are available to send the write command. 
0094. Upon receiving (at block 610) a write command, the 
memory module controller 20 buffers (at block 612) the write 
data in the write buffer 30. Upon destaging (at block 614) the 
write data from the write buffer 30 to the storage elements in 
the memory chips 12, 14, 16, 18, the memory module con 
troller 20 increments (at block 616) the write credit counter 30 
indicating a credit to return to the host memory controller 6 to 
allow another write command. If (at block 618) the write 
credit counter 30 exceeds a threshold, then the memory mod 
ule controller 20 generates (at block 620) a read data packet 
indicating no read data and indicating at least one of the write 
credits indicated in the write credit counter 30. The read data 
packet is sent (at block 622) to the host memory controller 6 
and the write credit counter 30 is reduced (at block 624) by the 
number of credits returned. In certain embodiments, there 
may be a limited number of credits returned, so the write 
credit counter 30 may or may not be reduced to zero. In this 
way, if a read packet is not sent for an extended time, the 
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memory module controller 20 sends a read data packet with 
outdata to provide write credits so the host memory controller 
8 is not starved of write credits and blocked from sending 
write commands. In alternative, the write credits may be 
returned in packets other than a read data packet. 
0.095 FIG. 16 illustrates an embodiment of operations 
performed by the memory module controller 20 to generate a 
read data packet to return to the host memory controller 4. 
Upon generating (at block 640) a read data packet including 
read data to return to a read request from host memory con 
troller 6, if (at block 642) the write credit counter 30 is greater 
than Zero, then the memory module controller 20 indicates (at 
block 644) in the read data packet some or all of write credits 
in the counter 30 and sends (at block 646) the read data packet 
to the host memory controller 6. The write credit counter 30 is 
reduced (at block 648) by the number of write credits 
returned, which may or may not be all the credits in the 
counter 30. In this way, write credits are batched in the read 
data packet to return to the host memory controller 6, thus 
optimizing message usage to communicate information. The 
memory module controller 20 may not indicate all of the 
credits in one packet, as there are a fixed set of responses. For 
instance, the memory module controller 20 may be able to 
indicate 0, 1, or 4 in the read packet for the number of write 
credits to return or 0, 1, 4, or 8 for the non-data packet if write 
credits are being returned (at block 620 in FIG. 15) without 
read data. 
0096 FIG. 17 illustrates an embodiment of operations 
performed by the host memory controller 6 to process a read 
data packet from the memory module 8. Upon receiving (at 
block 660) the read data packet, if (at block 662) the read data 
packet indicates write credits, then the host memory control 
ler 6 increments (at block 664) the write credit counter 9 by 
the number of write credits indicated in read data packet. 
After incrementing the write credit counter 9 (from block 
664) or if there are no provided write credits (from the no 
branch of block 662), if (at block 666) the read data packet 
includes read data, the read data is processed (at block 670). 
The read data packet is discarded (at block 668) after reading 
the data or if the packet does not include data (from the no 
branch of block 666) 
0097. Described embodiments provide techniques for the 
memory module 8 to communicate write credits to the host 
memory controller 6 in a manner that reduces bus 10 band 
width by batching write credits in read packets or other mes 
sages already being used. 

Performing Error Handling Operations. Using Error 
Signals 

0098. Described embodiments provide techniques for a 
simplified error flow at the memory module 8 to coordinate 
error handling with the host memory controller 6. In 
described embodiments, the memory module controller 20 
may signal an error on the error pin 68 ERROil shown in the 
pin-out design of FIG. 2. The memory module controller 20 
may assert an error (ERR) low signal on the error pin 68 to 
signal commencement of error handling operations and assert 
an error (ERR) high signal on the error pin 68 to signal that the 
error mode has ended and the bus 10 is returned to an initial 
state ready for operation. In this way communication to coor 
dinate error handling between the memory module controller 
20 and the host memory controller 6 on the bus 10 comprises 
a limited number of signals to avoid consuming bandwidth 
with more extensive error handling coordination. 
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0099 FIG. 18 illustrates an embodiment of operations 
between the memory module controller 20 and the host 
memory controller 6 to manager error handling operations 
upon an error being detected in the memory module 8. Upon 
detecting (at block 700) an error, the memory module con 
troller 20 asserts (at block 702) a first error signal, e.g., an 
ERR low signal on pin 68 (FIG. 2), on the bus 10 to signal to 
the host memory controller 6 that error handling operations 
have commenced. Upon detecting (at block 704) the first error 
signal, e.g., an ERR low signal on pin 68, the host memory 
controller 6 sends (at block 706) an acknowledgment that the 
first error signal was received and then continues to Suspend 
(at block 708) read and write operations to the memory mod 
ule 8 having the error in response to the first error signal. The 
host memory controller 6 may perform further error handling 
operations, such as set (at block 710) the write credit counter 
9 to a maximum value. In this way, the host memory control 
ler 6 assumes that as part of error handling all writes will be 
flushed from the write buffer 28 to storage elements in the 
memory chips 12, 14, 16, 18. 
0100. Upon receiving (at block 712) the acknowledgment 
from the host memory controller 6 of receiving the first error 
signal, the memory module controller 20 performs error han 
dling operations to return the bus 10 to an initial state. Such 
operations may include discarding (at block 716) all pending 
read requests, destaging (at block 718) writes in the write 
buffer 28 to storage elements in the memory chips 12, 14, 16, 
18, and clearing (at block 722) the write credit counter 30 of 
write credits to return. After completing error handling opera 
tions, the memory module controller 20 asserts (at block 724) 
a second error signal, such as ERR high on error pin 68, to 
signal that error handling has completed. Upon detecting (at 
block 726) this second error signal, the host memory control 
ler 6 resumes (at block 728) read and write operations to the 
memory module in response to detecting the second error 
signal. 
0101. With described embodiments, the memory module 
8 and the host memory controller 6 coordinate with a limited 
number of signals and perform full error handling operations 
without exchanging numerous communications on the errors 
and transactions performed over the bus. Each component 8 
and 20 assumes the other performs a full re-initialization of 
the bus 10 in response to the error at the memory module 8. 

Using an Error Signal to Indicate a Write Request 
Error and Write Request Acceptance 

0102 Described embodiments provide techniques for the 
memory module controller 20 to indicate to the host memory 
controller 6 that a write request completed successfully by not 
asserting an error signal. Such as an error signal low, within a 
predetermined time of the write request being sent and indi 
cating a write request failed by asserting an error signal. Upon 
detecting the error signal, the host memory controller 6 
resends the write request if the error signal is received within 
a predetermined time of sending the write request. In this way, 
bus 10 bandwidth is conserved by not sending write complete 
acknowledgements to the host memory controller 6 after 
completing every write request. 
0103 FIG. 19 illustrates an embodiment of operations 
performed by the memory module controller 20 and a host 
memory controller 6 to indicate acceptance of a write request 
and errors in a write request. Upon the memory module 
controller 20 detecting (at block 750) a write error with one of 
the write requests being processed, the memory module con 
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troller 20 asserts an error signal. Such as an error low signal 
ERROH on pin 68 (FIG.3). The memory module controller 20 
keeps the error high signal active to indicate no error has 
occurred. The memory module controller 20 may addition 
ally use the ERROil signal on pin 68 to indicate errors unre 
lated to write request errors. Further, the memory module 
controller 20 impliedly indicates successful completion of a 
write request by not sending the error low signal within a 
predetermined time of the write request, such as when the 
write request was sent or received. 
0104. Upon the host memory controller 6 detecting (at 
block 754) the error low signal, if (at block 756) the error low 
signal is received within a predetermined time of one or more 
write requests, then the host memory controller 20 resends (at 
block 758) the determined one or more requests sent within 
the predetermined time of receiving the error low signal. In 
certain embodiments, the host memory controller 20 resends 
the write requests even if the error signal is unrelated to write 
errors. In this way, the host memory controller 20 processes 
write requests as having completed Successfully if the error 
signal low is not received within the predetermined time and 
processes the write request as having failed if the error signal 
low is received within the predetermined time even if the error 
signal low was signaling an error unrelated to write request 
COS. 

0105. After resending the write requests (at block 758) or 
if there are write requests sent within the predetermined time 
(from the no branch of block 756), the host memory controller 
6 determines (at block 760) whether there is an error handling 
operation related to the error low signal to perform unrelated 
to write errors. If so, then the host memory controller 6 
performs (at block 762) the error handling operation unre 
lated to write errors. 
0106 With the described embodiments, the memory mod 
ule 8 does not send write complete acknowledgments after 
completing every write. Instead, the host memory controller 6 
assumes the write completed if an error signal is not received 
within a predetermined time following the write request. Fur 
ther, the host memory controller 6 resends the write request if 
the error signal is received within the predetermined time of 
sending the write request even if the memory module con 
troller 20 was signaling an error unrelated to a write error. 

Scrambling Read Data in a Memory Module 
0107. Described embodiments provide techniques for the 
memory module controller 20 to descramble write data and 
store the write data unscrambled and then scramble the stored 
data to return to a read request, including the scrambling of 
the read address. Scrambling the data being transmitted on the 
bus 10 for both read and writes is performed to avoid the 
probability of a vexatious sequence occurring in the transmis 
sion that would cause errors on the bus 10. 
0108. To allow for the scrambling of the read data, the host 
memory controller 6 and the memory module controller 20 
maintain scramble seed values 11 and 32 (shown in FIGS. 1 
and 2), respectively. Both seed values are initialized to a 
common value, and then incremented after processing a read 
data packet so that the incremented seed values 32 and 11 are 
independently set to the same value for the same read data 
packet and are used to Scramble and descramble read 
requested data in a read data packet returned to the host 
memory controller 6 in response to a read request. Further, the 
memory module controller 20 and the host memory controller 
6 implement circuit logic for the same data scrambling algo 
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rithm using the seed values 11, 32 to scramble and descramble 
data to remove the likelihood of a vexatious sequence occur 
ring on the bus 10. In alternative embodiments, the host 
memory controller 6 and the memory module controller 20 
may update the seed values 11 and 32 by additional opera 
tions known in the art. 
0109 FIG. 20 illustrates an embodiment of operations 
performed by the memory module controller 20 and a host 
memory controller 6 to scramble read data transmitted across 
the bus 10. Upon receiving (at block 800) a read request for a 
read address from the host memory controller 6, the memory 
module controller 20 retrieves (at block 802) the unscrambled 
read data from a storage element, e.g., DRAM chip 12, 14, 16, 
18, in the memory module 8. The memory module controller 
20 uses (at block 804) the scramble seed 32 to scramble the 
requested read data and the read address to include in a read 
data packet to return (at block 806) to the read request from 
the host memory controller 6. The scrambler seed 32 is then 
updated (at block 808). In one embodiment, then scrambler 
seed 11, 32 is updated in a pseudo-random fashion using a 
linear feedback shift register (LFSR) circuit. 
0110. Upon receiving a read packet, the host memory con 

troller 6 uses (at block 812) the scrambler seed 11 to 
descramble the read data packet to determine the read data 
and read address. The read request associated with the 
unscrambled address is then determined (at block 814) so that 
the read data may be returned to that read request. The Scram 
bler seed 11 is updated (at block 816). In an alternative 
embodiment, the scrambler seeds 11 and 32 may be updated 
before being used to scramble and descramble. 
0111 FIG. 21 illustrates an embodiment of operations 
performed by the memory module controller 20 to manage 
scrambled write data. Upon receiving (at block 830) a write 
request having scrambled write data from the host memory 
controller 6, the memory module controller 20 descrambles 
(at block 832) the scrambled write data using the write 
address of the write request and then writes (at block 834) the 
unscrambled data to the memory chip 12, 14, 16, 18 in the 
memory module 8. 
0112 Described embodiments allow the memory module 
controller 20 to store the read data unscrambled and then 
scramble both the read data and address to return on the bus 10 
by using seed values 11 and 32 that each component 8 and 20 
updates for Scrambling and descrambling operations. 

Selecting One of a Plurality of Bus Interface 
Configurations to Use 

0113. Described embodiments provide an interface 
parameter 34 to configure in the memory module 8 that is 
used by the memory controller 20 to determine the bus inter 
face configuration used by the memory module 8. In this way, 
the memory module controller 20 may operate with different 
bus interfaces 10, such as bus interfaces having different bus 
widths, i.e., bus data widths, such as 9 bit interface, 18 bit 
interface, 72 bit interface, etc. For instance, different types of 
DIMMs in which the memory module controller 20 may be 
implemented may have different bus width configurations, 
such as different numbers of pins, e.g., 72, 168, 184,240, etc., 
to implement the different bus widths. 
0114 FIG. 22 illustrates an embodiment of operations 
performed by the memory module controller 20 to determine 
(at block 900) the interface parameter 34. The memory mod 
ule controller 20 may determine the bus 10 interface configu 
ration during initialization by Scanning the bus 10 or by 
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querying the host memory controller 6. Alternatively, the host 
memory controller 6 or other component may communicate 
information on the bus 10 interface configuration, such as the 
bus width, pin configuration, etc., over the bus 10 during 
initialization. In a yet further embodiment, the memory mod 
ule 8 may have one or more strapping pins external to the bus 
10 that are coupled to the memory module 8 that communi 
cate the bus 10 interface configuration. The host memory 
controller 6 or other component may assert the bus interface 
configuration on the at least one strapping pin. One strapping 
pin may be used if there are only two supported bus interface 
configurations to communicate. If there are more than two 
Supported bus interface configurations that the memory mod 
ule controller 20 supports, then there may be additional pins 
to indicate more than two bus interface configurations. Upon 
determining (at block 900) the bus interface configuration, 
the interface parameter 32 is set to indicate the determined 
interface parameter. 
0115 FIG. 23 illustrates an embodiment of operations 
performed by the memory module controller 20 to process a 
transfer request based on the bus interface configuration. 
Upon initiating an operation to process a transfer request (at 
block 930), the memory module controller 20 selects (at 
block 932) a bus interface configuration corresponding to the 
interface parameter 32, where the selected bus configuration 
may comprise one of a first, second, third, or further bus 
configurations, each having a different bus width and pin 
configuration. For instance, the bus configurations may com 
prise a 9 bit, 18 bit, and 72 bit data bus, where each of these 
bus configurations may have a different number pins. This 
selected bus configuration is used when processing transfer 
requests and other operations. 
0116. The memory module controller 20 generates (at 
block 934) a number of transfers to process the transfer 
request based on the bus width of the selected bus interface 
configuration. For instance, if the selected bus configuration 
has a smaller bus width than other possible configurations 
supported by the memory module controller 20, then that bus 
configuration will require more transfers to accommodate its 
smaller bus width than required for a supported bus interface 
configuration having a larger bus width and more pins. In this 
way, the memory module controller 20 may divide a transfer 
request into different number of bus transactions based on the 
bus width of the selected bus interface configuration. The 
generated transfers are transmitted (at block 936) on the 
selected bus interface configuration. 
0117 Described embodiments provide a memory module 
controller 20 that is operable in memory modules 8 having 
different bus interface configurations to allow the memory 
module controller 20 to support the bus configuration of the 
memory module 8 in which it is implemented. 
0118. It should be appreciated that reference throughout 
this specification to “one embodiment' or “an embodiment 
means that a particular feature, structure or characteristic 
described in connection with the embodiment is included in at 
least one embodiment of the present invention. Therefore, it is 
emphasized and should be appreciated that two or more ref 
erences to “an embodiment’ or “one embodiment' or “an 
alternative embodiment” in various portions of this specifi 
cation are not necessarily all referring to the same embodi 
ment. Furthermore, the particular features, structures or char 
acteristics may be combined as Suitable in one or more 
embodiments of the invention. 
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0119 Similarly, it should be appreciated that in the fore 
going description of embodiments of the invention, various 
features are sometimes grouped together in a single embodi 
ment, figure, or description thereof for the purpose of stream 
lining the disclosure aiding in the understanding of one or 
more of the various inventive aspects. This method of disclo 
Sure, however, is not to be interpreted as reflecting an inten 
tion that the claimed Subject matter requires more features 
than are expressly recited in each claim. Rather, as the fol 
lowing claims reflect, inventive aspects lie in less than all 
features of a single foregoing disclosed embodiment. Thus, 
the claims following the detailed description are hereby 
expressly incorporated into this detailed description. 

1. An apparatus coupled to a memory module over a bus, 
comprising: 

host memory controller logic to: 
send a pre-clock enable (pre-CKE) command to the 
memory module over the bus indicating at least one 
power management operation to perform; and 

assert a clock enable (CKE) signal to the memory mod 
ule over the bus after sending the pre-CKE command 
to cause a memory module controller to execute the 
indicated at least one power management operation in 
response to the CKE signal. 

2. The apparatus of claim 1, wherein the pre-CKE com 
mand indicates one of a plurality of power management 
states, wherein the indicated at least one power management 
operation comprises a plurality of operations performed to 
configure the memory module to the indicated power man 
agement State. 

3. The apparatus of claim 2, wherein each of the power 
management states comprise different power management 
sleep states where different levels of power are applied to 
different components in the memory module in the different 
sleep states, wherein asserting the CKE signal causes the 
memory module controller to perform operations to enterinto 
the power management sleep state specified in the pre-CKE 
command. 

4. An apparatus coupled to a host memory controller over 
a bus, comprising: 
memory module controller logic for a memory module to: 

receive a pre-clock enable (pre-CKE) command from 
the host memory controller over the bus indicating at 
least one power management operation to perform; 

detect a clock enable (CKE) signal after receiving the 
pre-CKE command; and 

execute the indicated at least one power management 
operation in the pre-CKE command in response to the 
CKE signal. 

5. The apparatus of claim 4, wherein the memory module 
controller logic further: 

sets a register to indicate the at least one power manage 
ment operation; and 

determines the at least one power management operation to 
perform by reading the register in response to the CKE 
signal. 

6. The apparatus of claim 5 wherein the memory module 
controller logic further: 

performs a default CKE handling operation in response to 
the register not indicating at least one power manage 
ment operation to perform. 

7. The apparatus of claim 4, wherein the pre-CKE com 
mand indicates one of a plurality of power management 
states, wherein the executed indicated at least one power 
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management operation comprises a plurality of operations 
performed to configure the memory module to the indicated 
power management state. 

8. The apparatus of claim 4, wherein each of the power 
management states comprise different power management 
sleep states where different levels of power are applied to 
different components in the memory module in different 
sleep states, wherein executing the indicated at least one 
power management operation enters into the power manage 
ment sleep state specified in the pre-CKE command. 

9. A system, comprising 
a host memory controller; 
a memory module: 
abus coupling the host memory controller and the memory 

module; 
wherein the host memory controller includes host memory 

logic to: 
send a pre-clock enable (pre-CKE) command to the 
memory module over the bus indicating at least one 
power management operation to perform; and 

assert a clock enable (CKE) signal to the memory mod 
ule over the bus after sending the pre-CKE command 
to cause a memory module controller to execute the 
indicated at least one power management operation in 
response to the CKE signal. 

10. The system of claim 9, wherein the pre-CKE command 
indicates one of a plurality of power management states, 
wherein the indicated at least one power management opera 
tion comprises a plurality of operations performed to config 
ure the memory module to the indicated power management 
State. 

11. The system of claim 10, wherein each of the power 
management states comprise different sleep states where dif 
ferent levels of power are applied to different components in 
the memory module in the different sleep states, wherein 
sending the CKE signal causes the memory module controller 
to perform operations to enter into the power management 
sleep state specified in the pre-CKE command. 

12. The system of claim 9, wherein the memory module 
includes memory module controller logic to: 

receive the pre-CKE command indicating at least one 
power management operation to perform; 

detect the CKE signal after receiving the pre-CKE com 
mand; and 

execute the indicated at least one power management 
operation in the pre-CKE command in response to the 
CKE signal. 

13. The system of claim 12, wherein the memory module 
controller logic further: 

sets a register to indicate the at least one power manage 
ment operation; and 

determines the at least one power management operation to 
perform by reading the register in response to the CKE 
signal. 

14. The system of claim 13 wherein the memory module 
controller logic further: 

performs a default CKE handling operation in response to 
the register not indicating at least one power manage 
ment operation to perform. 

15. A method, comprising 
sending a pre-clock enable (pre-CKE) command to a 
memory module over a bus indicating at least one power 
management operation to perform; and 



US 2016/0148653 A1 

assert a clock enable (CKE) signal to the memory module 
over the bus after sending the pre-CKE command to 
cause the memory module to execute the indicated at 
least one power management operation in response to 
the CKE signal. 

16. The method of claim 15, wherein the pre-CKE com 
mand indicates one of a plurality of power management 
states, wherein the indicated at least one power management 
operation comprises a plurality of operations performed to 
configure the memory module to the indicated power man 
agement State. 

17. The method of claim 16, wherein each of the power 
management states comprise different sleep states where dif 
ferent levels of power are applied to different components in 
the memory module in the different sleep states, wherein 
sending the CKE signal causes the memory module to per 
form operations to enter into the power management sleep 
state specified in the pre-CKE command. 
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18. The method of claim 15, further comprising: 
receiving the pre-CKE command indicating at least one 

power management operation to perform; 
detecting the CKE signal after receiving the pre-CKE sig 

nal; and 
executing the indicated at least one power management 

operation in the pre-CKE command in response to the 
CKE signal. 

19. The method of claim 18, further comprising: 
setting a register to indicate the at least one power manage 
ment operation; and 

determining the at least one power management operation 
to perform by reading the register in response to the CKE 
signal. 

20. The method of claim 19, further comprising: 
performing a default CKE handling operation in response 

to the register not indicating at least one power manage 
ment operation to perform. 

k k k k k 


