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(54) A microprogram control
method and apparatus therefor

(57) A microprogram control system
is disclosed which increases a proc-
essing speed of a microprogram,
reduces a capacity of a micropro-
gram memory and facilitates error
checking.

A decoder to decode a content of
an instruction register is omitted to
attain the high speed and an in-
struction decoding function is inte-
grated in the microprogram memory
to attain a general purpose control
system.

Short word memory device (132)
is used to reduce the memory ca-
pacity of the microprogram mem-
ory. A check function of readout
error is also provided.

A microinstruction is read out of
a corresponding address in a micro-
program memory 15 in accordance

with an instruction read out of a
main memory or an externally sup-
plied instruction and is decoded 17
to provide an operation control sig-
nal. The address designated in the
microprogram memory is based on
a signal from a register 11 storing
the instruction and on a signal from
a page register 61 which desig-
nates a page of the microprogram
memory to provide a decoding
function.
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SPECIFICATION
Microprogram control method and apparatus therefor

The present invention relates to a microprogram control method and an apparatus therefor
having a microprogram memory with an instruction decoding function, in which, moreé
particularly, the microprogram memory is arranged to store short word length microinstructions
and to detect abnormal microprogram sequence.

In the microprogram control system, all of the control items are stored in the microprogram
memory. Accordingly, the contents of the memory may be updated to allow a different
-execution other than the old one.

On the other hand, in order to execute a different instruction set, contents of an instruction
decoder must also be modified. However, since the instruction decoder is usually constructed to
‘comply with a particular instruction set, a sufficiently large scale of decoder circuit must be
prepared or troublesome modification of circuit configuration is required in order to execute the
completely different instruction set.

The present invention permits the flexibility to the different instruction set without loosing
generality so that the microprogram control system can be used for general purpose while a
memory capacity for storing the microprograms can be reduced and also it has a function to
detect abnormal microprogram sequence.

In an instruction fetch microroutine, an instruction word is read out of a main memory and an
instruction decoder decodes it to generate an initial address of a microroutine corresponding to
that instruction. The generated initial address is stored in a microprogram address register
through address selection means, and a microinstruction word specified by the register is read
out of a microprogram memory. An operation field (code) of the read-out microinstruction is
stored in a microinstruction register and an address field (code) of the microinstruction is
returned to the address selection means. The operation field (code) of the microinstruction is
decoded by a microinstruction decoder, which generates various control signals. On the other
hand, the content of the address field of the microinstruction returned to the address selection
means is transferred to a microprogram address register to sequentially read out and executes
the microinstructions. The above is an example of a prior art system.

In the system, a time period from the decode of the instruction to the generation of the initial
"address is mainly determined by an access time of the memory although it may vary depending
on the configuration and the scale of the instruction decoder. In this system, therefore, the
_configuration of the instruction decoder governs the operation speed of the processor.

Another known system is a mapping system. It is in many cases used in a computer of a
simple instruction set. In this system, a fixed bit pattern generating means is provided and an
output signal from the bit pattern generating means and a content of an instruction register
which stores a word read out of a main memory are combined to generate an initial address of a
microroutine. This system may be called a simplified system in that it does not use an
instruction decoder. While this system needs shortér time than the previously mentioned system
to establish the output of the microprogram address register, it is not a general purpose system
because it cannot be used in a complex instruction set having two or more instruction codes
because a branch-to address to the instruction code is fixed in this system.

Furthermore, where a plurality of instruction codes have a common operation, a capacity of
the microprogram memory increases because the branch-to addresses are different. In this
sense, this system is not a practical one. The above two prior art systems will be further
discussed hereinlater. :

A method for reading a microprogram is disclosed in U.S. Patent 4,008,462 entitled ““Plural
Control Memory System with Multiple Microinstruction Readout’’ .- It discloses a control system
which permits the readout of the microinstruction at the-same speed as that of the microinstruc-
tion readout in a prior art system, even with a low performance control memory. However, this
method is applicable only to a system having a control memory bank which reads out a plurality
of microinstruction by a single address designation.

_ It is a principal object of the present invention to provide a microprogram control system in
which an instruction decoder which otherwise would be required to be disposed immediately
downstream an instruction register may be omitted so that a processing speed is increased and
an instruction decoding function is integrated in a microprogram memory thereby to increase its
flexible generality.

It is another object of the present invention to provide a microprogram control system having
an improved microprogram memory efficiency in which microprograms having high frequency of
use are described in short length words.

It is a further object of the present invention to provide a microprogram control system
including means for rapidly detecting an abnormal microprogram control sequence which is
caused by an error in decoding an address in a microprogram memory. :
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In order to attain the above objects, it is a main feature of the present invention to divide the
microprogram memory into plural-word pages and provide a page allocation register controlled
by the microprogram and an address-in-page allocation register which can directly read in the
content of the instruction register so that any desired page can be used as an instruction decode
area. 5
It is another feature of the present invention to construct the microprogram memory by a first
microprogram memory for storing long word microinstructions capable.of general representation
and a second microprogram memory for storing short word microinstructions which have high
frequency of use and represent limited processes. When a short word microinstruction is read
out, it is restored to an original long word microinstruction by a pit pattern generating circuit. £10
It is a further feature of the present invention to contain in each microinstruction a phase
information on a reference clock having a period which is a multiple of the microinstruction
execution clock period and, when a microinstruction is read out, to detect any abnormal -
microinstruction control sequence by checking if the phase mformatlon has a predetermined

relationship with the phase of the reference clock. . 15

The objects, features and advantages of the present invention will be understood from the _
following description of embodiments of the present invention in conjunction with the accompa-
nying drawings in which,

Figure 1A shows a general arrangement of a system using a microprogram control unit of the
present invention, 20

Figure 1B shows a block diagram of a prior art microprogram control unit,

Figure 2 shows a timing chart therefor,

Figures 3 and 4 shows a block diagram and a timing chart respectlvely, of a prior art system
called a mapping system,

- Figure 5 shows a block diagram of a prlor art nanoprogram system, 25

Figure 6 shows a block diagram of a mlcroprogram control system havmg a page reglster for

explaining the present invention, - .

Figure- 7 shows an example of a microinstruction format
Figure 8 shows an example of an operatlon time chart of Fig. 6,
Figure 9A shows a configuration of a microprogram memory in connection with pages, 30
Figure 9B shows an example of a format of a signal 6b in Fig. 6,
- Figure 10A shows a configuration of an AND array 91 in Fig. 9A, .
Figure 108 illustrates comparison of capacity of the AND array 91 in Fig. 9A in which a
decoder is not disposed as opposed to in Fig. 1 but integrated in the memory,
Figure 10C illustrates an example to which the present invention is applied, *356
Figure -11A shows a block diagram of another embodiment of the present invention in which
an auxiliary page register and an auxiliary instruction register are provided,
Figure 11B illustrates set and reset operations by a signal 112a of the auxiliary lnstructlon
register,
Figure 12 shows a process flow chart by the instruction formats shown in Fig. 11A, 40
Figure 13 shows a block diagram in which a short word memory system is introduced to save
a memory capacity,
Figure 14 illustrates short word microinstructions,
‘Figure 15 iliustrates long word microinstructions to compare with Fig. 14,
Figure 16 shows a bit pattern generating circuit in Fig. 13, 45
Figure 17 shows a block diagram of a microprogram control system having a fault detection
circuit,
Figure 18 shows a specific embodiment of the fault detection circuit,
Figure 19 shows a. timing chart therefor,
Figure 20 shows a modification of Fig. 18 and ' 50
Figure 21 shows a timing chart therefor. '
In order to facilitate the understandlng of the present invention, a technical background is first
explained.
Fig: 1A shows a schematic block diagram of a system including a main memory and a
processor or a peripheral circuit connected to a bus line, and Fig. 1B shows a prior art - = bb
microprogram control unit which corresponds to the control unit of the processor shown in Fig.

1A. An output of a microinstruction decoder or a control signal controls a processing unit (Fig.
»

1A).

The microprogram control system shown in Fig. 1B compnses an instruction register 11, an
instruction decoder 12, an address selection circuit 13, a microprogram address register 14, a 60
microprogram memory 15, a microinstruction register 16 and a microinstruction decoder 17. In

_an instruction fetch microroutine, an instruction word is read out of the main memory and stored

into the instruction register 11. The instruction decoder 12 decodes the content of the
instruction register 11 to generate an initial address of a microroutine corresponding to the
instruction code. The initial address generated by the instruction decoder 12 is loaded to the 65
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microprogram address register 14 through the address selection circuit 13 and a microinstruc-

tion word corresponding to th

e address is read out of the microprogram memory 15. An

operation field (code) of the read-out microinstruction is loaded to the microinstruction register
16 while an address field (code) of the microinstruction is returned to the address selection

circuit 13. The content of the
decoder 17, which generates

microinstruction decoder 16 is decoded by the microinstruction
various control signals. On the other hand, the content of the

address field returned to the address selection circuit 13 is transferred to the microprogram
address register 14 so that the microinstructions are sequentially read out and executed. Fig. 2

shows a timing chart thereof,

of the instruction decoder 12,

in which an output 1a of the instruction register 11, an output 1b
an output 1c of the microprogram address register 14, an output

“1d of the microprogram memory 15 and an output 1e of the microinstruction register 16 are
shown together with a basic clock. Hatched areas in Fig. 2 show periods in which signals are
not established due to delay times in the circuit a time period from the establishment of the
‘output 1a of the instruction register 11 to the establishment of the output 1b of the instruction
decoder 12, or in other words a time period from the decode of the instruction to the generation

of the initial address is essent

ially comparable to an access time of the memory although it may

vary depending on the configuration and the scale of the instruction decoder. Fig. 2 shows that

one microinstruction cycle as

the readout of the microprogram memory. As discussed hereinabove in connection with the prior

art, this system has problems

called “‘micro cycle’’ is necessary as waiting time before starting

in the processing speed and the generality.

Fig. 3 shows an example of the mapping system and Fig. 4 shows a timing chart therefor. It
is used in a computer of a simple instruction set. A combination of an output of a fixed bit
pattern generating circuit 31 and the content of the instruction register 11 is used as an initial
address of the microroutine. It does not use an instruction decoder and hence it is a simple

system.
Fig. 4 shows a relation of a

n output 3a of the instruction register 11, an output 3b of the

microprogram address register 14, an output 3¢ of the microprogram memory 15 and an output
3d of the microinstruction register 16. The advantages and the disadvantages of this system
have been discussed hereinabove.

The microprogram memory

15 contains many microinstructions which are identical to each

other in their processing contents except branch-to address information fields and certain control
Dbits of the microinstructions. In the construction shown in Fig. 1B, however, even when the
contents of the microinstructions are substantially identical, the microinstructions are separately
stored if the branch-to address information fields or certain control bits are different. As a result,

the microprogram memory 15 contains a plurality of microinstructions which are identical in

major portions of their bit patterns. Consequently, the efficiency of the microprogram memory is
poor and the memory capacity increases. An improvement over the above system is known as a
nanoprogram system which is shown in Fig. 5. In this system, the microinstruction includes a

branch-to address information

field, a control bit field and a nanoprogram address field. In

response to a nanoprogram address field of a microinstruction read out to the microinstruction
register 50, a nanoprogram memory 51 is activated to read out a corresponding nanoinstruction
to generate various control signals. With this construction, the member of words of the long

word nanoprograms is reduce

d by eliminating overlaps and the length of words of the

microprograms including a number of words is shortened in order to improve the overall
efficiency of the memory. However, in this nanoprogram system, a hardware construction is

complex and the efficiency is
a result, a capacity of the nan

poor unless the word length of the nanoinstruction is very long. As
oprogram 51 increases. In addition, since the readout time of the

nanoprogram is additionally required, the processing time from the activation of the micropro-
gram memory to the generation of the control signals increases. Another problem arises in
improving the reliability of the microprogram control system.

It is a common method of detecting an error in the microprogram memory to add one parity
bit to the microinstruction and check if a total number of **1"" bits in the microinstruction is

even or odd.

The method of adding the parity bit such that the total number of "1 " bits is equal to an
55 _even number is called an even parity method, and the method of adding the parity bit such that

the total number is equal to a
The error detection system

n odd number is called an odd parity method.
by the addition of the parity bit is effective to the detection of an

error in reading out the microinstruction but it cannot detect an error in the microprogram
address information or an error in decoding an address of the microprogram memory.

A watch dog timer system i
hardware.
A conventional watch dog t

s known as a fault detection system by an overrun of software or

imer normally counts up clock signals and is reset by a software

instruction. When the timer count exceeds a preset count before it is reset, a system restart

signal is produced.
The location of insertion of

the watch dog timer and the preset count of the timer are selected
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such that the timer is always reset before the timer count reaches the preset count in a normal
operation condition and if the watch dog timer is not reset because of the program overrun or
the like, the timer count exceeds the preset count to produce the restart signal and interrupt the
abnormal process.

The watch dog timer system is used to prevent the overrun at a software level so that the 5
preset count of the timer usually has a relatively large count. Accordingly, this system is
effective to the detection of an abnormal sequence in the software level but it is not practical to
the detection of an abnormal sequence in the micreinstruction level which needs a rapid
response.

Bearing the basic technical description explained above in minds, preferred embodiments of | 10
the present invention is now explained.

An embodiment of the present invention is shown in Fig. 6 in which the like elements to
those in Figs. 1 and 3 are designated by like reference numerals. A page register 61 relates to -
the present invention. The content of the instruction register is loaded to the address register 14
through the address selection circuit 13. The content of the page register 61 is controlled bya 15
microprogram. A combination 6b of the content of the page register 61 and the content of the
address register 14 is used to designate an address of the microprogram memory 15 to readout
a microinstruction word from the microprogram memory 15. The read-out microinstruction
includes an operation field 6¢c1 which is loaded to the microinstruction register 16, an address
selection bit 6¢2 which controls the address selection circuit 13, a page field 6¢3 which is 20
returned to the page register 61 and an address field 6c4 which is returned to the address
selection circuit 13. The content of the microinstruction register 16 is decoded by the
microinstruction decoder 17 which produces various control signals. The address field 6c4 of
the microinstruction returned to the address selection circuit 13 is loaded to the microprogram
address register 14, and the content of the page register 61 and the content of the 25
microprogram address register 14 are combined and based on the combination 6b a micrein-
struction is read out of the microprogram memory 15. In this manner a series of microinstruc-
tions are sequentially executed. Address space of the microprogram memory 15 is classified into
page areas each including a plurality of words having a common page field. A certain page area
of the memory is allocated to leading areas of microroutines which branch depending on the 30
content of the instruction register 11 so that any desired branch can be permitted. In addition,
by controlling the content of the page register 61, a plurality of branches can be permitted to a -
given instruction code (two branches in the example of Fig. 9) so that the system can be
adapted to a complex instruction set. The adaption to a different instruction set is permitted by
merely altering the content of the microprogram memory 15 and hence the system has a - 35
sufficient generality.

Fig. 7 shows a format of the microinstruction. It comprises a function field F (nine bits) for
specifying a type of operation, a source register field RS (six bits) for designating a readout
register, a destination register field RD (six bits) for designating a write register, an address
selection bit field S (one bit) for controlling the address selection 13, a page field PF (two bits) 40
for designating a next branch-to page and an address field ADF (eight bits) for designating a
next branch-to address.

Fig. 8 shows a timing chart for the system of Fig. 6, in which (B) represents the output 6a of
the instruction register 11, (C) represents the output 6b of the page register 61 and the address
register 14, (D) represents the output 6¢ of the microprogram memory 15 and (E) represents the 45
output 6d of the microinstruction register 16, and (A) represents the basic clock. The hatched
areas represent the access periods like in Fig. 2.

In the system of Fig. 6, no instruction decoder is disposed downstream the instruction register
11. Since the content of the register 11 is directly loaded to the address register 14, the time
required to generate the initial address of the microroutine can be shortened as is seen from Fig. 50

The process procedure in the system of Fig. 6 is now explained. In the instruction set used in
the illustrated example, the instruction code is represented by eight bits of which three high
order bits define an addressing mode and five low order bits define a content to be executed.

The instructions are classified into the following two major categories depending on their - b
process procedures.
(A) Instructions whose operands to be executed are in the register or instructions which do not
need operands, such as an accumulator operation instruction or a return instruction from a 4
subroutine. Those instructions which have 000" in the three high order bit positions are
categorized hereto. They are branched to process routines corresponding to the instruction codes 60
after the completion of the instruction fetch routine.
(B) Instructions whose operands are in the memory, such as a load instruction from the
memory to the accumulator, an operation instruction between the accumulator and the memory
and a jump instruction. This type of instructions have 001~111 in the three high order bit
positions with the three high order bits defining an operand address calculation mode and the 65
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five low order bits defining a content to be executed. The addressing mode includes a direct

addressing mode, an indirect addressing mode and a relative addressing mode. In this type of

instructions, they branch to the address calculation routines after the completion of the

instruction fetch routine and branch to the execution routines corresponding to the instructions

after the completion of the address calculation.

In order to execute the instruction, the instruction register 11, the address register 14 and the

page register 61 in Fig. 6 have eight bits, eight bits and two bits, respectively, and the

following functions are allocated to the pages of the address of the microprogram memory 15.

(1) Pages (00) and (01)

They are used as working areas. Second and subsequent words of the instruction fetch

toutines and the process routines are stored therein.
(2) Page (10)

It is allotted to a first decoding area of the instruction code. First words of the routines of the

type (A) instructions and first words of the address calculation routines of the type (B)

instructions are stored therein.
(3) Page (11)

It is a second decoding area of the type (B) instruction. First words of the execution routines

are stored therein. In the instruction fetch microroutine, an instruction word is read out of the
main memory and loaded in the instruction register 11. When the instruction fetch routine is

completed, (10) is loaded to the page register 61 and the content of the instruction register 11
is loaded to the address register 14 and the process branches to the address corresponding to
the instruction code on the page (10). In th type (A) instruction, the microroutines starting from

the address corresponding to the page (10) are execution routines corresponding to the
instructions. After the completion of the execution processes, the process returns to the
instruction fetch routine. In the type (B) instruction, the address calculation routine starts from
the address corresponding to the page (10). When the address field calculation routine is

completed, (11) is loaded to the page register 61 and the content of the instruction register 11
is loaded to the address register 14 and the process branches to the address corresponding to

the page (11). The routines having the first words on the page (11) are the execution routines
for the instructions. When the execution routine is completed, the process returns to the

instruction fetch routine. Since the address calculation and execution processes for the type (B)
instruction are common to a plurality of instruction codes, the microinstructions of a plurality of

‘addresses are identical when the process branches to the page (10) and the page (11). In the
present system, one word of the memory is allotted to the plurality of address to substantially

save the memory capacity. Fig. 9A illustrates the above and it shows an arrangement of the
memory. The symbols X indicate non-decoded areas. The memory comprises an AND array 91
which decodes an address input to produce a signal designating a word in the memory and an
OR array 92 for producing a content of the word of the memory designated by the output of the
AND array 91. The output of the OR array 92 corresponds to the signal 6¢ in Fig. 6. The input
address signals Ay~Aq to the AND array 91 correspond to the signal 6b in Fig. 6. As shown in
Fig. 9b, they are read out of the main memory (A) or designated by the previous microinstruc-
tion (branch) (B), Fig. 10A shows a detailed circuit configuration of the AND array 91 of Fig. 9.

Symbols g,~g, indicate gate circuits. In order to decode address information, transistors TRS
are connected to positive logic sides of bits **1"" of the address input, and to negative logic

sides of bits ‘0"’ of the address input, respectively. Each of the transistors TRS

produces an

output ““1'" in response to an input 1" applied thereto, and a group of transistors TRS

disposed for decoding each one of the address inputs are connected to an AND gate thereby to

produce an output “'1"" when all of the transistors of the group receive an input

example, in Fig. 10A, the output Ti goes *"1”" when the positive logic sides of inputs A and A,
are all **1’" and the negative logic sides of inputs Ag, Ag and A are all ““1°’. In an AND array of

*1"". For

a conventional memory, the address input is completely decoded to allocate one word of the

memory to each address. In the present system, it is effective in some cases to partially decode
the address by the AND array 91. More particularly, the X-mark areas in Fig. 9A can be realized
in the circuit of Fig. 10A by omitting the transistors TRS either on the positive logic side or on
the negative logic side. As a result, the increase of the capacity of the microprogram memory 15
due to the need of the identical microinstruction at different addresses is avoided. As shown in

Figs. 10B and 10C, 512 transistors required for the pages (10) and (11) are reduced to 71

transistors.

In the type (B) instruction, when the process branches to the addressing routine on the page

(10), the five low order bits of the address are not decoded so that only one word of the

memory is allotted to a plurality of addresses having different low order bits. The AND array 91

may be constructed to decode the two high order bits or the page designating fi

address on the page (11) and the five low order bits. This system is particularly effective when

the microprogram memory is a read-only memory because the content of the ad
and the content of the memory can be simultaneously designed.

eld of the

dress decoder

15
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Fig. 11A shows another embodiment of the present invention. It differs from the embodiment
of Fig. 6 in that an auxiliary page register 111, an auxiliary instruction register 112 and a page
selection circuit 113 are added in order to efficiently process more complicated instruction set.
The elements and their functions are described below.

(1) Auxiliary page register 111

It is a four-bit register and retains data to be located to the page register 61. Any desired

content can be preset by the microprogram.
(2) Instruction register 11

It is an eight-bit register and retains an instruction word read out of the main memory.
(3) Auxiliary instruction register 112

it is an eight-bit register and has a similar function to that of the instruction register 11. By
the provision of two instruction registers, the system is adaptable to a fairly complicated
instruction set. The register has an additional function of setting and resetting any bit by a
microinstruction 112a (see Fig. 11B). This will be explained hereinlater.

(4) Page selection circuit 113

It selects the data to be loaded to the page register 61 from the content of the auxiliary page
register 111 and the page field of the microinstruction read from the memory. [t is activated by
a selection signal from the microinstruction.

(b) Address selection circuit 13

It selects the data to be loaded to the address register 14 from (i) the output of the instruction
register 11, (ii) the output of the auxiliary instruction register 112 and (iii) the address field of
the microinstruction. It is activated by a control signal from the microinstruction.

(6) Page register 61

It is a four-bit register and retains four higher order bits of the 12-bit address of the

microprogram memory 15.
(7) Microprogram address register 14

It is an eight-bit register and retains light lower order bits of the memory address.
(8) AND array 91

It is a 12 bits X (number of memory words) array. It decodes an address to designate one
word of the memory. The address spaces are sorted by areas (pages) having common four high
order bits of the addresses. The address is decoded as partially as possible in order to reduce
the number of memory words.

(9) OR array 92

It is a read-only memory having a capacity of (number of memory words) X 32 bits for
storing microprograms.

(10) Microinstruction register 16

It retains an operation field of a microinstruction read out of the microprogram memory 15.
(11) Microinstruction decoder 17

It decodes the content of the microinstruction register 16 and produces control signals to
processing circuits and gate circuits.

The instruction set under consideration is now explained. The instructions are classified into
the five categories listed in Table 1 depending on their types of process. Fig. 12 shows a
process flow for those five types of instructions. In order to execute those instuctions, the
address spaces of the microprogram memory 15 are allotted as shown in Table 2.
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TABLE 1 PROCESSES OF INSTRUCTIONS
Type of
5 Instruc- b
tion - Process
(A) Branches directly to an execution routine
corresponding to an instruction code.
10 10
{B) Branches to corresponding execution
routine after operand address calculation.
A next sequential word to the instruction
- code specifies one of a plurality of
15 addressing modes. 15
(C) If the instruction code of the first
word has a particular value, a next
sequential second word to the first word
20 defines a new instruction. Branches to an 20
execution routine corresponding to the
new instruction.
(D) Similar to (C) but needs operand address
25 calculation. The addressing mode is 25
identical to that of (B)
(E) Bits of a next sequential second word
to the instruction code are permission
30 flags to the corresponding process. 30
TABLE 2 ADDRESS PAGE ALLOCATION
35 . 35
Page Allocation of Functions of Areas
0000 Work area
0001
40 40
0010 First decode area of instuction code
0011 Decode area for branching to an execution
routine after address calculation for type
45 (B) instruction. 45
0100 Second decode area of instruction code for
type (C) and (D) instructions.
50 0101 Decode area for branching to an execution 50
routine after address calculation for type
(D) instruction.
0110 Decode area for execution routine of type
55 * (E) instruction. 55
0111 Decode area for address calculation.
1000 Undefined spare areas. Not used in the
60 [ present instruction set 60
1111
Referring to Figs. 11A and 12, the process flow is now explained.
65  In the instruction fetch microroutine, an instruction word is read out of the main memory and 65
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loaded to the instruction register 11. Upon the completion of the instruction fetch routine,
“0010"" is loaded to the page register 61 and the content of the instruction register 11 is
loaded to the address register 14, and the process branches to an address on the page (0010).
In the type (A) instruction, the page (0010) is the leading area of the execution routine and the
microinstruction corresponding to the first word of the execution routine is stored in the address 5
corresponding to the instruction word in the page (0010). The second and subsequent words of
the routines are stored in the working area. In the type (B) instruction, the address is calculated
prior to the execution routine. The address calculation routine is common to the type (B) and (D)
instructions but the branch-to addresses after the address calculation are different. In order to
efficiently process the above, the auxiliary page register 111 is used. The process of the address. 10
calculation differs depending on the content of the next sequential word to the instruction code,
but the content of the instruction register 11 should be maintained because it includes
information on the branch to the next sequential execution routine. Accordingly, the auxiliary -
instruction register 112 is used for the address calculation. In the execution of the type (B)
instruction on the page (0010), the next sequential word to the instruction code is read out of 15
the main memory and loaded to the auxiliary instruction register 112, and the branch-to page
(001 1) after the address calculation is iloaded to the auxiliary page register 111. Then, the
content of the auxiliary instruction register 112 is loaded to the address register 14 and the
process branches to the address calculation routine corresponding to the addressing mode on
the page (0111). Upon the completion of the address calculation routine, the content of the 20
auxiliary page register 111 is loaded to the page register 61 and the content of the instruction
register 11 is loaded to the address register 14. Thus, the process branches to the execution
routine on the page (0011) for the type (B) instruction and to the execution routine on the page
(0101) for the type (D) instruction. For the type (C) and (D) instructions, the process branches by
the instruction code of the second word. Accordingly, if the type (C) or (D) instruction is 25
decoded for the page (0010), the next sequential second word to the instruction code is read
out of the main memory and loaded to the instruction register 11. Then, the content of the
instruction register 11 is loaded to the address register 14 and the process branches to the page
(0100). In the type (C) instruction, the page (0100) is the leading area of the execution
routines. In the type (D) instruction, a further next sequential word is read out of the main 30
memory and loaded to the auxiliary instruction register 112. The branch-to page (0101) after
thé address calculation is loaded to the auxiliary page register 111 and the content of the -
auxiliary address register 112 is loaded to the address register 14 and the process branches to
the address calculation routine on the page (0111). In the type (E) instruction, a conditional
jump of microinstruction may be used to the bits of the next sequential second word to the - 35
instruction code but it lengthens the microroutine and speeds down the process speed. In order
to overcome the above problem, the bit-by-bit set and reset function of the auxiliary instruction
register 112 is used (see 112a in Fig. 11B). In the execution of the type (E) instruction on the
page (0010), the next sequential second word to the instruction code is read out of the main
memory and loaded to the auxiliary instruction register 112. Then the content of the auxiliary 40
instruction register 112 is loaded to the address register 14 and the process branches to the
page (0110). On the page (0110), the bit-by-bit decoding is carried out with priorities put on
the respective bits and the process branches to the execution routine corresponding to the bit.
When all bits are ’0"’, no process is carried out and the process returns to the instruction
fetching routine. In the execution routine corresponding to the bit, the corresponding process is 45
carried out and the corresponding bit of the auxiliary instruction register 112 is reset. Then, the
content of the auxiliary instruction register 112 is again loaded to the address register 14 and
the process branches to the page (0110). With the microprogram thus constructed, the bits are
processed in the order of higher priority untii all bits of the auxiliary instruction register 112
change to *’0”", that is, the processes for ‘1" bits have been completed. Accordingly, in 50
accordance with the present invention, even the special instruction such as the type (E)
instruction can be executed at high speed with less number of memory words.

In accordance with the illustrated embodiments, the content of the instruction register is
directly loaded to the address register without routing to the instruction decoder so that the
operation speed is increased. By the provision of the page register controlled by the microin- - bb
struction, the system is adapted to a complex instruction set. Since the instruction decode
function is integrated in the memory, the flexibility and the generality of the system are
enhanced. A word of the memory can be used to a plurality of addresses by decoding the
address of the memory partially. By the provision of the auxiliary page register, a common
routine can be used at a plurality of points so that the memory capacity can be reduced. 60
Because any bit of the auxiliary instruction register can be set and reset by the microinstruction,
a special instruction in which the bits of the next sequential second words to the instruction
code are permission flags to the corresponding processes can be processed at high speed with
less number of memory words.

Fig. 13 shows an embodiment which enhances the efficiency of the microprogram memory in 65
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the microprogram control system. In Fig. 13, the microprogram memory 15 comprises a long
word microprogram memory 131, a short word microprogram memory 132, a bit pattern
generating circuit 133 and a microinstruction selection circuit 134. The address signal 6b of the
microprogram is supplied to the long word and short word microprogram memories 131 and
132 and a microinstruction word corresponding to the address is read out. The output of the
long word microprogram memory 131 is directly supplied to the microinstruction selection
circuit 134. A portion of the output of the short word microprogram memory 132 is sent to the
bit pattern generating circuit 133 and a bit pattern generated therein is sent to the microinstruc-
tion selection circuit 134 together with the rest portion 135. The microinstruction selection
circuit 134 selects the long word or the short word. The selection is made by a portion of the
tead-out microinstruction or a portion of the address information, or a wired OR circuit without
special selection signals. In Fig. 13, the selection is made by a signal 163a of either one of two
high order bits.

* 'With this arrangement, the short word microinstruction read out of the memory 132 is
translated to the long word microinstruction and decoded as one microinstruction. )

Fig. 14 shows three types (I~lil) of short word microinstructions having a high frequency of
usage. The word length is 8-bit length, S7 and S6 represent a two-bit control field and S5~S0
represent a six-bit branch-to address field (ADF). The control field S7, S6 indicates the
microinstruction | when it is (01), the microinstruction Il when it is (1 0), and the microinstruc-
tion 11l when it is (11). The control field does not use (00). In the illustrated embodiment, only
when the control field S7, S6 of the read-out short word microinstruction is not (00), the short
word microinstruction is selected, and when it is (00) the long word microinstruction is selected.
In Fig. 13, the selection signal is designated by 163a.

As illustrated in Fig. 15, the long word microinstruction is of 16-bit length with L15~L6
being a 10-bit control field and L5~LO being a 6-bit branch-to address field. Fig. 15 shows the
description of the long word microinstructions of the three types of microinstructions. While
many other patterns than those three types exist in the long word microinstructions, those
microinstructions are less frequently used than the microinstructions I~ and they are stored in
the long word microprogram memory 131.

In Fig. 13, the microinstructions 1~IIl having high frequency of usage are stored in the short
word microprogram memory 132 with the description shown in Fig. 14, when the short word
_microprogram instruction is read out, it is converted to a long word microinstruction pattern
shown in Fig. 15 by the bit pattern generating circuit 133.

Fig. 16 shows an embodiment of the bit pattern generating circuit for converting the short
word microinstruction shown in Fig. 14 to the long word microinstruction shown in Fig. 15. The
bits S5~S0 of the short word microinstruction directly correspond to the bits L5~L0 of the
branch-to address field. ““0’" signals are supplied to L15 and L9 and ‘1’ signals are supplied to
L12, L10 and L6. The bits L14, L11 and L8 and "0’ for the microinstruction | and “’1"’ for the
microinstruction Il and Il. Accordingly, the S7 output of the short word microinstruction is
directly supplied. The bit L7 is *'1°" for the microinstruction | and ‘0"’ for the microinstructions
Il and 1. Accordingly, the bit S7 is supplied through an inverter 161. Since the bit L13is 1"
only for the microinstruction lil, the S6 and S7 outputs are supplied through an AND gate 162.
The 16-bit signal at L15~L0 thus produced is applied to the microinstruction selection circuit
134 as the short word microinstruction output. On the other hand, the bits S6 and S7 are
supplied through an OR gate 163 as a microinstruction selection signal. The microinstruction
selection circuit 134 selects the short word then the selection signal is "’1"" and the long word
when the selection signal is "'0”’. Because of the short length of the word, the short word
microprogram memory 132 has shorter readout time than the long word microprogram memory
131. Accordingly, the addition of a few gate circuits as shown in Fig. 16 does not impede the
high speed operation of the microprogram control system. In the present system, since only the
specified microinstructions are of short word length and the long word microinstructions are also
used as well, the generality of the microinstructions is not lost by shortening the word length.

As described above, according to the illustrated embodiment, the microinstructions having
high frequency of usage can be stored in short word length by the addition of a few circuit
components so that the efficiency of the memory is enhanced without loosing the high speed
and the generality.

As described hereinabove, the present invention attains the microprogram control system with
a high memory efficiency.

An embodiment which enhances the reliability of the microprogram control system is now
explained. In Fig. 17, numeral 171 denotes a microprogram start address generator, numeral
301 denotes a frequency divider and numeral 302 denotes a phase error detection circuit. A
phase information bit P added to the microinstruction is used to detect an error.

The frequency divider 301 produces a reference clock 4b having a period which is a multiple
of that of the microinstruction execution clock 4a. The reference clock 4b is applied to one input
to the phase error detection circuit 302.
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the phase information indicative of such predetermmed phase. The phase information of the
phase bit P is designated by 4c.’ : 5

The phase error detection circuit 302 checks the coincidence of the phase information 4c of
the phase bit P of the microinstruction with the phase of the reference clock 4b and in case of
anticoincidence it produces an error s;gnal 4d.

The error signal 4d is supplied to the microprogram start address generator 171 whlch
produces a leading address of a sequence error processing microroutine. 10

Fig. 18 shows specific arrangements of the frequency divider 301 and the phase error
detection circuit 302 shown in Fig. 17. The frequency divider 301 comprises a T-type fllp-ﬂop
which divides the microinstruction execution clock 4a by the factor of two to produce the -
reference clock 4b. As described above, the phase bit P is added to the microinstruction to
indicate whether it is executed at the reference clock ““1"" or "’0’". The phase error detection - 15
circuit 302 comprises an exclusive OR gate which receives the reference clock 4b and the phase
information 4c of the microinstruction and produces the error signal 4d. Fig. 19 shows a timing
chart for the signals in Fig. 18. It shows the waveforms of the microinstruction execution clock
4a, the reference clock 4b, the microinstruction phases lnformatlon 4c¢ and the error signal 4d.

In the micro-cycles (n — 3)~(n — 1), the error signal 4d is “‘0’" because the reference clock 4b is 20
in phase with the microinstruction phase mformatxon 4c, but in the micro-cycle n the error signal

4d is "1’ because the reference signal 4b is. 0"’ while the microinstruction phase mformatlon

4c is 1 , indicating an error in the microprogram control sequence.

Accordlng to the embodiment of the present invention thus-constructed, an error in the )
mlcroprogram control sequence which is caused by an error in the address informationoran . 25
error in decodmg the address of the microprogram memory 174 can be detected. In the
embodiment in which the reference clock has a period which is one half as long as the period of
the microinstruction execution clock, approximately one half of errors in the microprogram
control sequence can be detected as the phase errors. Furthermore since the error detected in
the microprogram control sequence can be processed by the microprogram, an abnormal 30
process such as restart.process or interruption process can be readily carried out.

Fig. 20 shows the arrangements of the frequency divider 301 and the phase error detection -
circuit 302 in another embodiment of Fig. 17. The frequency divider 310 comprises two-stage
T-type flip-flops which receives the microinstruction execution clock 4a and produces a one-to-
two frequency-divided clock 4b—1 and a one-to-four frequency—dnvnded clock 4b-2. Two phase <35
bits are added to the microinstruction and phases “00"", '01°", **10’" and ‘11"’ are stored in
the sequence ‘of the execution of the microinstructions. The phase bits 4c—1 and 4c¢c-2 of the
microinstruction read out correspond to 4b—1 and 4b-2 of the reference clock, respectively, and
they are in phase in a normal operation sequence. The phase error detection circuit 302 detects
the anticoincidence of the phase bit and the reference clock and it comprises two exclusive OR 40
gates and an OR gate. When 4b—1 and 4c-1 are not inphase or when 4b-2 and 4c-2 are
not inphase, the error signal 4d assumes "*1”’

Fig. 21 shows a timing chart for the s:gnals shown in Fig. 20 It shoWs waveforms of the
microinstruction execution clock 4a, the reference clocks 4b—1 and 4b=2, the microinstruction
phase bits 4c—1 and 4c~2 and the error signal 4d. In the micro-cycles (n ~ 6)~(n — 1), the error 45
signal 4d is "'0"" because the reference clocks 4b~1 and 4b—2 and the microinstruction phase
bits 4c-1 and 4c-2 are in phase respectively, but in the micro-cycle n the error signal 4d is
““1"" because the reference clocks 4b—-1 and 4b— 2 are 1" and 17", respectively, while the
mlcromstructlon phase bits 4c-1 and 4c-2 are "0’ and “'1"", respectively. It shows that an
errors was included in the mlcroprogram control sequence in the micro-cycle n. 50

In the present embodiment in which two phase bits are added to the microinstruction and the
clock having a period which is four times of the period of the microinstruction execution clock is

-used: as the reference clock, approximately 75% of the errors in the microprogram control

sequence can be detected as the phase errors.. :
- * 55
CLAIMS
1. A microprogram control method in a system in which a microinstruction is read out of a.
correspondmg address of a microprogram memory in accordance with an instruction read out of
a main memory or an externally supphed instruction, and decoded to generate an operation
control signal to control a processmg unit, said method comprising the steps of; 60
des:gnatlng an address in said microprogram memory based on a signal from an instruction
register which stores said read-out instruction or sald externally supphed instruction and a page

‘designating srgnal in said mlcroprogram memory,

decoding said designated address in a decode area in said microprogram memory, .
selecting a word from sald microprogram memory based on said decoded signal, and 65
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providing said selected word as the control signal to said processing unit.

2. A microprogram control system in which a microinstruction is read out of a corresponding
address of a microprogram memory in accordance with an instruction read out of a main
memory or an externally supplied instruction and decoded to generate an operation control
signal to control a processing unit, said system comprising;

a microprogram memory divided into pages,

a first register for designating a page of said microprogram memory, said first register being
controllable by a microprogram, and '

a second register for designating an address in the page, said second register being capable
of directly reading in a content of an instruction register which stores said instruction read out of
said main memory or said externally supplied instruction,

said microprogram memory being accessed by the contents of said first register and said
second register so that a corresponding microinstruction word is read out.

. 3. A microprogram control system according to Claim 2 wherein said first register is a multi-
bit register.

4. A microprogram control system according to Claim 2 wherein said microprogram memory
comprises an AND array for deocding an input address signal and an OR array for storing the
microinstructions.

5. A microprogram control system according to Claim 4 wherein said AND array includes
switching means only at bit positions which need decoding.

6. A microprogram control system according to Claim 2 wherein said first register is
operable to receive a portion of the microinstruction read out of said microprogram memory o
update the page designation.

7. A microprogram control system according to Claim 2 further comprising a third register
for supplementing said first register, a portion of the microinstruction read out of said
microprogram memory being loaded to said third register and the content of said third register
being loaded to said first register.

8. A microprogram control system according to Claim 2 wherein a plurality of said
instruction registers are provided, and a content of one of said plurality of instruction registers is
loaded to said second register.

9. A microprogram control method in a microprogram memory containing microinstructions,
comprising the steps of;

* storing said microinstructions in a long word microinstruction group and a short word
microinstruction group, and converting the short word microinstruction read out of said short
word microinstruction group to a long word microinstruction by a logic in accordance with a
“field of said short word microinstruction and a predetermined bit signal, to provide an output
signal of said microprogram memory. .

10. A microprogram control method according to Claim 9 wherein the short word microin-
struction output or the long word microinstruction output is selected by a logic signal of a
predetermined bit signal of the short word microinstruction.

11. A microprogram control. system in a microprogram memory containing microinstruc-
tions, comprising;

first memory means for storing long word microinstructions,

second memory means for storing short word microinstructions,

long word bit pattern generating means, said long word bit pattern generating means
receiving a field of the short word microinstruction, and

rhicroinstruction selection means for selecting either the long word microinstruction or the
output of said long word bit pattern generating means, said long word bit pattern generating
means converting the short word microinstruction to the long word microinstructions.

12. A microprogram control system according to Claim 11 wherein said long word bit
pattern generating means includes a logic circuit for the short word microinstruction, a portion
of bit signals of the short word microinstructions and bit signals determined by the type of the
microinstruction.

13. A microprogram control system according to Claim 11 further comprising a logical OR
circuit for receiving predetermined plural bits of the short word microinstruction, a predeter-
‘mined condition of the output of said logical OR circuit being used to control said microinstruc-
tion selection means. )

14. A microprogram control method in a system in which microinstructions stored in a
ficroprogram memory are sequentially read out in synchronism with a microinstruction
execution clock to control the control the system, comprising the steps of;

allotting to a certain bit of the microinstruction a phase signal of a reference clock having a
period which is a multiple or a period of the microinstruction execution clock,

checking, in the readout of the microinstruction, if the bit signal allotted to the phase
information is in a predetermined logical relationship with the reference clock signal, and

determining an error if said predetermined logical relationship is not met and carrying out'an
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15. A microprogram control system in which microinstructions stored in a microprogram
memory are sequentially read out in synchronism with a microinstruction execution clock to
control the system, comprising;

reference clock generating means for generatmg a reference clock having a period which is a 5
multiple or a period of the microinstruction execution clock, and

compare means for comparing a phase information bit signal of the microinstruction wnth the

_reference clock signal to detect an error in the readout of the microinstruction.

16. A microprogram control system according to Claim 15 wherein said reference clock
generating means comprises a frequency divider for frequency-dividing the microinstruction .10
execution clock.

17. . A microprogram control system accordmg to Claim 16 wherein said frequency divider
includes a Ttype flip-flop. - ' -
~ 18. A microprogram control system accordmg to Claim 15 said compare means comprises
an exclusive OR gate which receives the phase information bit signal of the microinstruction and 15
an output signal from a T-type flip-flop which receives a micro-cycle clock signal.

19. - A microprogram control method substantially as hereinbefore described with reference
to, and as illustrated in, Figs. 6 to-10;. or Figs. 11 to 19; or Figs. 11 to 19 when Fig. 18 is
modified by Figs. 20 and 21, of the accompanying drawings.

20. A microprogram control system substantially as hereinbefore described with reference 20
to, and as illustrated in, Figs. 6 to 10; or Figs. 11 to 19; or Figs. 11 to 19 when Fig. 18 is
modified by Figs. 20 and 21, of the accompanying drawings.
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