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ORGANIZING DIGITAL NOTES ON A USER INTERFACE

[0001] This application claims the benefit of U.S. Provisional Application No. 61/891,647, filed October
16, 2013; U.S. Provisional Application No. 61/891,442, filed October 16, 2013; and U.S. Provisional
Application No. 61/934,392, filed January 31, 2014, the entire content of each of which is incorporated

herein by reference.

TECHNICAL FIELD

[0002] The present disclosure relates to note content capturing, recognition, extraction, and/ or

management tools and systems.

BACKGROUND
[0003] Paper notes have been broadly used in recording, sharing, and communicating ideas and
information. For example, during a collaboration session (e.g., brainstorming session), participants write
down ideas on Post-It® notes, whiteboard, or paper, and then share with one another. In addition, people
commonly use notes throughout the day to memorialize information or content which the individual does
not want to forget. As additional examples, people frequently use notes as reminders of actions or events
to take in the future, such as to make a telephone call, revise a document or to fill out a time sheet.
[0004] For example, in many situations people participate in a collaboration session by writing
information on paper-based notes, such as Post-it® notes. Paper Post-it® notes can readily be removed
from a dispenser pad of sticky-back paper Post-it® notes and applied to various surfaces, such as
whiteboards, documents, the tops of desks, telephones, or the like. Information can be written on paper
Post-it® notes either before or after the paper Post-it® notes are detached from their dispenser pad or
attached to their target surfaces. Paper Post-it® notes can be easily moved from one surface to another,
such as between documents or between documents and the tops of desks, they can overlap edges or
boundaries of documents, they can be layered, and they can be moved with the objects to which they are
attached.
[0005] Software programs currently exist which permit computer users to generate software-based notes
in digital form and to utilize the digital notes within computing environments. For example, a computer
user may create digital notes and “attach” the digital notes to an electronic document, a desktop, or an
electronic workspace presented by the computing environment. The computer user may manipulate the
notes, allowing the notes to be created, deleted, edited, saved, and selectively viewed. The computer user
may move such a note within a document, or between documents and/or the desktop, by cutting the note
from a document, storing the note in a clipboard, and then pasting the note to another area of the same
document or to a different document. In this way, the software programs provide a virtual representation
of notes and allow an individual to utilize the digital notes in a manner similar to physical notes that he or

she may use on a daily basis.
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SUMMARY

[0006] At least some aspects of the present disclosure feature a computing device comprising: a note
management application configured to maintain a first group of digital notes and a second group of digital
notes; an image rendering module configured to render a first group image representing the first group of
digital notes and a second group image representing the second group of digital notes; and a user interface
configured to display the first group image and the second group image. The user interface is further
configured to receive a first user input indicating a first position within the first group image and a second
user input indicating a second position within the second group image. The note management application
is further configured to, responsive to receiving the first user input and the second user input: identify a
digital note in the first group of digital notes based on the first position, modify the first group by
removing the identified digital note from the first group, and modify the second group by adding the
identified digital note to the second group.

[0007] At least some aspects of the present disclosure feature a computing device comprising: a note
management application configured to maintain a first group of digital notes and a second group of digital
notes; an image rendering module configured to render a first group image representing the first group of
digital notes and a second group image representing the second group of digital notes; and a user interface
configured to display the first group image and the second group image. The user interface is further
configured to receive a first user input indicating a first position proximate to boundary of the first group
image and a second user input indicating a second position within the second group image. The note
management application is further configured to modify, responsive to receiving the first user input and
the second user input, the second group of digital notes by adding the digital notes in the first group to the
second group.

[0008] At least some aspects of the present disclosure feature a computing device comprising: a note
management application configured to maintain a first digital note and a second digital note; an image
rendering module configured to render a visual representation of the first digital note and a visual
representation of the second digital note; and a user interface configured to display the visual
representation of the first digital note and the visual representation of the second digital note. The user
interface is further configured to receive a first user input indicating a first position proximate to the
visual representation of the first digital note and a second user input indicating a second position
proximate to the visual representation of the second digital note. The note management application is
further configured to create a group including the first digital note and the second digital note responsive
to receiving the first user input and the second user input.

[0009] At least some aspects of the present disclosure feature a method of managing digital notes with a
computing device having a memory, a processor and a user interface. The method includes the step of:
maintaining, by the computing device, a first group of digital notes and a second group of digital notes;
rendering, by the computing device, a first group image representing the first group of digital notes and a

second group image representing the second group of digital notes; displaying, by the computing device
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and at the user interface, the first group image and the second group image; receiving, by the computing
device, a first user input indicating a first position within the first group image and a second user input
indicating a second position within the second group image; identifying, by the computing device and
based at least in part on the first user input and the second user input , a digital note in the first group of
digital notes based on the first position; modifying the first group by removing the identified digital note
from the first group; and modifying the second group by adding the identified digital note to the second

group.

BRIEF DESCRIPTION OF DRAWINGS

[0010] The accompanying drawings are incorporated in and constitute a part of this specification and,
together with the description, explain the advantages and principles of the invention. In the drawings,
[0011] Figure 1 is a conceptual diagram illustrating an example of a note recognition environment.
[0012] Figure 2 is a block diagram illustrating an example of a mobile device capable of note
management.

[0013] Figure 3 is a block diagram illustrating one example implementation of a note management
application.

[0014] Figure 4A is a conceptual diagram illustrating an example note recognition process.

[0015] Figure 4B is a conceptual diagram illustrating example operation of a note management
application.

[0016] Figure 4C is a conceptual diagram illustrating an example note association process.

[0017] Figures SA-5G are conceptual diagrams illustrating example operations of the note association
process.

[0018] Figure 6A is a conceptual diagram illustrating an example process of a note management
application for providing hints for better note capture.

[0019] Figure 6B is a conceptual diagram illustrating an example hint generation process to generate and
present hints during note capturing.

[0020] Figures 7A-7F are conceptual diagrams illustrating examples of the hint generation process.
[0021] Figure 8A is a conceptual diagram illustrating an example of a manual assist process.

[0022] Figure 8B is a conceptual diagram illustrating optional operations for a manual assist.

[0023] Figure 8C is a conceptual diagram illustrating an example marching method.

[0024] Figure 9 is a conceptual diagram illustrating an example of using a manual assist process.
[0025] Figures 10A—10E are conceptual diagrams illustrating different examples of location voids that

can be used as scoring based on heuristics.

DETAILED DESCRIPTION

[0026] The present disclosure describes techniques for creating and manipulating software notes

representative of physical notes. For example, techniques are described for recognizing physical notes
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present within a physical environment, capturing information therefrom and creating corresponding
digital representations of the physical notes, referred to herein as digital notes or software-based notes.
Further, at least some aspects of the present disclosure are directed to techniques for managing multiple
notes, such as storing, retrieving, editing, categorizing and/or grouping the digital notes, or the like. At
least some aspects of the present disclose are directed to techniques for capturing notes with hints and
manual assists.

[0027] In general, notes can include physical notes and digital notes. Physical notes generally refer to
physical objects with a general boundary and recognizable content. Physical notes can include the
resulting objects after people write, draw, or enter via other type of inputs on the objects, for example,
paper, white board, or other objects accepting the inputs. By way of examples, physical notes can include
hand-written Post-It® notes, paper, or film, white-board with drawings, posters, and signs. In some cases,
physical notes can be generated using digital techniques, e.g., printing onto printable Post-1t® notes or
printed document. In some cases, one object can include several physical notes. For example, several
ideas can be written on separate arcas of a single piece of poster paper or a white-board. In some
implementations, to facilitate the recognition of these notes, marks, such as lines, shapes, colors, symbols,
markers, or stickers, can be applied to the edges of the notes. Physical notes can be two-dimensional or
three dimensional. Physical notes can have various shapes and sizes. For example, a physical note may
be a 7.62 x 7.62 cm (3 x 3 inches) note; a physical note may be a 66.04 x 99.06 cm (26 x 39 inches)
poster; and a physical note may be a triangular metal sign. A physical note may also be a portion of a
white board or poster paper with writing and/or drawing. In some cases, physical notes have known
shapes and/or sizes. In some cases, physical notes may have known shapes and/or sizes that conform to
standards, such as legal, A3, A4, and other size standards, and known shapes, which may not be limited to
geometric shapes, such as stars, circles, rectangles, or the like. In other cases, physical notes may have
non-standardized sizes and/or irregular shapes.

[0028] Digital notes generally refer to digital objects with information, data, text, images, and/or ideas.
Digital notes can be generated using a computing device and/or digital inputs. A computing device can
generate digital notes as digital representations of physical notes. For example, the content of a physical
note can be represented as an image in the digital note. As another example, at least part of the content of
a physical note can be represented by text in the corresponding digital note. Digital inputs can include,
for example, keyboards, touch screens, digital cameras, digital recording devices, stylus, digital pens, or
the like.

[0029] In some cases, digital notes may be representative of physical notes used in a collaboration space.
Collaboration space generally refers to a gathering area allowing more than one person to brainstorm,
such as sharing ideas and thoughts with each other. The collaboration space can also represent a virtual
space allowing a group of persons to brainstorm, such as sharing ideas and thoughts remotely, besides the

gathering area. The collaboration space may be referred to as workspaces, or the like.
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[0030] Figure 1 is a conceptual diagram illustrating an example of a note recognition environment 10. In
the example of Figure 1, environment 10 includes a mobile device 15 to capture and recognize one of
more notes 22 from a workspace 20. As described herein, mobile device 15 provides an execution
environment for one or more software applications that, as described, can efficiently capture and extract
note content from a large number of physical notes, such as the collection of notes 22 from workspace 20.
In this example, notes 22 may be the results of a collaborative brainstorming session having multiple
participants. As described, mobile device 15 and the software executing thereon may perform a variety of
note-related operations, including automated creation of digital notes representative of physical notes 22
of workspace 20.

[0031] In some examples, the plurality of physical notes 22 of workspace 20 may comprises notes of
different colors. In other examples, the plurality of physical notes 22 of workspace 20 may comprise at
least one note including fiducial markings, such as markings at the upper-right and lower-left corners of
the note. In other examples, the plurality of physical notes 22 of workspace 20 may comprise at least one
note having one color for the body of the note and another color for the border of the note. In other
examples, notes from the plurality of physical notes 22 of workspace 20 may be arranged so that they
overlap, such as being arranged in a stacked overlapping relationship. In other examples, notes from the
plurality of physical notes 22 of workspace 20 may be arranged adjacently.

[0032] In the example implementation, mobile device 15 includes, among other components, an image
capture device 18 and a presentation device 28. In addition, although not shown in Figure 1, mobile
device 15 may include one or more processors, microprocessors, internal memory and/or data storage and
other electronic circuitry for executing software or firmware to provide the functionality described herein.
[0033] In general, image capture device 18 is a camera or other component configured to capture image
data representative of workspace 20 and notes 22 positioned therein. In other words, the image data
captures a visual representation of an environment, such as workspace 20, having a plurality of visual
notes. That is, the camera can capture an image depicting a visual representation of a scene having the
plurality of physical notes, each of the physical notes having a predefined boundary and recognizable
content thereon. Although discussed as a camera of mobile device 15, image capture device 18 may
comprise other components capable of capturing image data, such as a video recorder, an infrared camera,
a CCD (Charge Coupled Device) array, a laser scanner, or the like. Moreover, the captured image data
can include at least one of an image, a video, a sequence of images (i.e., multiple images taken within a
time period and/or with an order), a collection of images, or the like, and the term input image is used
herein to refer to the various example types of image data.

[0034] Presentation device 28 may include, but not limited to, an electronically addressable display, such
as a liquid crystal display (LCD) or other type of display device for use with mobile device 15. In some
implementations, mobile device 15 generates the content to display on presentation device 28 for the

notes in a variety of formats, for example, a list, grouped in rows and/or column, a flow diagram, or the
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like. Mobile device 15 may, in some cases, communicate display information for presentation by other
devices, such as a tablet computer, a projector, an ¢lectronic billboard or other external device.

[0035] As described herein, mobile device 15, and the software executing thereon, provide a platform for
creating and manipulating digital notes representative of physical notes 22. For example, in general,
mobile device 15 is configured to process image data produced by image capture device 18 to detect and
recognize at least one of physical notes 22 positioned within workspace 20. In some examples, the
mobile device 15 is configured to recognize note(s) by determining the general boundary of the note(s).
After a note is recognized, mobile device 15 extracts the content of at least one of the one or more notes,
where the content is the visual information of note 22. As further described below, mobile device 15 may
implement techniques for automated detection and recognition of physical notes 22 and extraction of
information, content or other characteristics associated with each of the physical notes. For example,
mobile device 15 may allow user 26 fine-grain control over techniques used by mobile device 15 to detect
and recognize physical notes 22. As one example, mobile device 15 may allow user 26 to select between
marker-based detection techniques in which one or more of notes 22 includes a physical fiducial mark on
the surface of the note or non-marker-based techniques in which no fiducial mark is used.

[0036] In addition, mobile device 15 can provide user 26 with an improved ¢lectronic environment for
generating and manipulating corresponding digital notes representative of physical notes 22 including
removing background or other image-related artifacts from the notes In some other cases, background or
other image-related artifacts from the notes are kept in the digital notes. As another example, mobile
device 15 may provide mechanisms allowing user 26 to easily add digital notes to and/or delete digital
notes from a set of digital notes representative of the brainstorming activity associated with workspace
20. In some example implementations, mobile device 15 provides functionality by which user 26 is able
to record and manage relationships between groups of notes 22.

[0037] In some example implementations, mobile device 15 provides functionality by which user 26 is
able to export the digital notes to other systems, such as cloud-based repositories (e.g., cloud server 12) or
other computing devices (e.g., computer system 14 or mobile device 16).

[0038] In the example of Figure 1, mobile device 15 is illustrated as a mobile phone. However, in other
examples, mobile device 15 may be a tablet computer, a personal digital assistant (PDA), a laptop
computer, a media player, an e-book reader, a wearable computing device (e.g., a watch, eyewear, a
glove), or any other type of mobile or non-mobile computing device suitable for performing the
techniques described herein.

[0039] Figure 2 is a block diagram illustrating an example of a mobile device that operates in accordance
with the techniques described herein. For purposes of example, the mobile device of Figure 2 will be
described with respect to mobile device 15 of Figure 1.

[0040] In this example, mobile device 15 includes various hardware components that provide core
functionality for operation of the device. For example, mobile device 15 includes one or more

programmable processors 70 configured to operate according to executable instructions (i.e., program
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code), typically stored in a computer-readable medium or data storage 68 such as static, random-access
memory (SRAM) device or Flash memory device. /O 76 may include one or more devices, such as a
keyboard, camera button, power button, volume button, home button, back button, menu button, or
presentation device 28 as described in Figure 1. Transmitter 72 and receiver 74 provide wireless
communication with other devices, such as cloud server 12, computer system 14, or other mobile device
16 as described in Figure 1, via a wireless communication interface as described in Figure 1, such as but
not limited to high-frequency radio frequency (RF) signals. Mobile device 15 may include additional
discrete digital logic or analog circuitry not shown in Figure 2.

[0041] In general, operating system 64 executes on processor 70 and provides an operating environment
for one or more user applications 77 (commonly referred to “apps”), including note management
application 78. User applications 77 may, for example, comprise executable program code stored in
computer-readable storage device (e.g., data storage 68) for execution by processor 70. As other
examples, user applications 77 may comprise firmware or, in some examples, may be implemented in
discrete logic.

[0042] In operation, mobile device 15 receives input image data and processes the input image data in
accordance with the techniques described herein. For example, image capture device 18 may capture an
input image of an environment having a plurality of notes, such as workspace 20 of Figure 1 having notes
22. As another example, mobile device 15 may receive image data from external sources, such as cloud
server 15, computer system 14 or mobile device 16, via receiver 74. In general, mobile device 15 stores
the image data in data storage 68 for access and processing by note management application 78 and/or
other user applications 77.

[0043] As shown in Figure 2, user applications 77 may invoke kernel functions of operating system 64 to
output a graphical user interface (GUI) 79 for presenting information to a user of mobile device. As
further described below, note management application 78 may construct and control GUI 79 to provide an
improved electronic environment for generating and manipulating corresponding digital notes
representative of physical notes 22. For example, note management application 78 may construct GUI 79
to include a mechanism that allows user 26 to easily add digital notes to and/or delete digital notes from
defined sets of digital notes recognized from the image data. In some example implementations, note
management application 78 provides functionality by which user 26 is able to record and manage
relationships between groups of the digital notes by way of GUI 79.

[0044] The mobile device 15 can optionally include a motion detection unit 73 to detect movement of
the mobile device 15 and/or the image capture device 18. The motion detection unit 73 can include
various sensors, for example, motion sensors, accelerometers, gyroscopes, and the like. In some cases,
the motion detection unit 15 can provide orientation, speed, distance, or the other relevant movement
data. Such data can be used and processed by the note management application 78. In one embodiment,
the note management application 78 can use the movement data to generate an operation hint (e.g., "hold

still for better result”, etc.) to a user on GUI 79.
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[0045] The mobile device 15 can optionally include sensors 75 to detect and collect environmental data.
For example, the sensors 75 can include optical sensor to detect and collect data regarding lighting
condition. Such data can be provided to the note management application 78 to adjust the setting of the
image capture device 18 (e.g., turn on the flash, etc.) and/or generate operation hint (e.g., "use flash for
better result”, etc.). Some external source, for example, external flash device, application controlling the
lighting out of mobile device, or the like, can also be used to change the lighting condition. The sensors
75 can also include an accelerometer to determine how much shake or user induced motion exists while
capturing and a hint such as “hold steady” or “use tap and hold capture” can be indicated to mitigate this
effect. In addition, an optimized engine works on the live video stream to detect the physical notes. If the
sizes of the detected notes are smaller than a pre-determined threshold, the user is urged to move closer to
the physical notes.

[0046] Figure 3 is a block diagram illustrating one example implementation of a note management
application 78 that operates in accordance with the techniques described herein. Although described as a
user application 77 executing on mobile device 15, the examples described herein may be implemented
on any computing device, such as cloud server 12, computer system 14, or other mobile devices.

[0047] In this example, user application 78 includes image processing engine 82 that provides image
processing and object recognition functionality. Image processing engine 82 may include image
communication module 90, note identification module 86 and digital note generation module 88. In
addition, image processing engine 82 includes image processing Application Programming Interfaces
(APIs) 95 that provide a library of image manipulation functions, e.g., image thresholding, masking,
filtering, edge detection, and the like, for use by the other components of image processing engine 82.
[0048] In general, image data may be stored in data storage device 68. In this example, note
management application 78 stores images 97 within data storage device 68. Each of images 97 may
comprise pixel data for environments having a plurality of physical images, such as workspace 20 of
Figure 1. Each of the images 97, also referred to as visual representations, may include one or more static
images, animated images, a sequence of images, videos, or the like.

[0049] As described herein, note identification module 86 processes images 97 and identifies (i.e.,
recognizes) the plurality of physical notes in the images. The input image may be processed by note
identification module 86 using marker and/or non-marker detection processes. Digital note generation
module 88 generates digital notes 99 corresponding to the physical notes recognized within images 97.
For example, each of digital notes 99 corresponds to one of the physical notes identified in an input image
97. During the recognition process, digital note generation module 88 may update database 94 to include
a record of the digital note, and may store within the database information captured from the physical
note within the input image as detected by note identification module 86 including, but not limited to:
content, boundaries, color, size, shape, fiducial marks, or any combination thereof. Moreover, digital
note generation module 88 may store within database 94 metadata associating the digital notes into one or

more groups of digital notes.
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[0050] Image communication module 90 controls communication of image data between mobile device
15 and external devices, such as cloud server 12, computer system 14, mobile device 16, or image capture
device 18. In some examples, image communication modules 90 may, for example, allow a user to
communicate processed or unprocessed images 97 of environments and/or digital notes and associated
information extracted therefrom including metadata from database 68. In some examples, image
communication module 90 exports this data to a zip file that may be communicated by FTP, HTTP,
email, Bluetooth or other mechanism.

[0051] In the example of Figure 3, note management application 78 includes user interface 98 that
constructs and controls GUI 79 (FIG. 2). As described below, user interface 98 may, in some examples,
output for display an input image 97 overlaid with indications indicative of the plurality of digital notes
99, where each of the indication of a digital note is overlaid in place of a corresponding physical note. In
addition, user interface 98 may display a group of visual representations of digital notes 99 that has been
designated by the user. In some cases, the visual representation of a digital note, or referred to as an
indication indicative of a digital note, can be a geometry shape with or without the note content of the
corresponding note, where the geometry shape can be standardized shape or a shape corresponding to the
actual shape of the note. In some implementations, an indication indicative of a digital note can include
visual indicia of the corners of the note. This group of digital notes 99 may be, for example, a subset of
the digital notes recognized in a particular input image 97. As another example, a group of digital notes
99 include notes that are associated with a same group via user operations. User interface 98 may display
this designated group (set) of the digital notes on a second portion of GUI 79 and accept user input 26 to
allow user to easily add or remove digital notes 99 from the designated group. In some cases, user
interface 98 may display operation hints on a second portion of GUI 79 such that a user can follow
operation hints to achieve better note capture and recognition results. In some cases, the graphical user
interface 79 can include a touch sensitive device to accept user inputs. In some other cases, the user
interface 79 can include more than one displays.

[0052] In some example implementations, user interface 98 provides an image editor 96 that allows a
user to edit the overlay image and/or the digital notes. In another example, digital note generation module
88 may include one or more processes that enhance the extracted information from the input image.
[0053] Additional example details of note management application 78 for detecting and recognizing
physical notes are described in U.S. Patent Application 61/844140, filed July 9, 2013, entitled
"SYSTEMS AND METHODS FOR NOTE RECOGNITION AND MANAGEMENT USING COLOR
CLASSIFICATION,” U.S. Patent Application 61/844152, filed July 9, 2013, entitled “SYSTEMS AND
METHODS FOR NOTE CONTENT EXTRACTION AND MANAGEMENT USING SEGMENTED
NOTES," and U.S. Patent Application 61/844176, filed July 9, 2013, entitled “SYSTEMS AND
METHODS FOR NOTE CONTENT EXTRACTION AND MANAGEMENT BY SEGMENTING
NOTES,” U.S. Patent Application 61/891647, filed October 16, 2013, entitled "NOTE RECOGNITION
AND ASSOCIATION BASED ON GROUPING INDICATORS,” U.S. Patent Application 61/891444,
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filed October 16, 2013, entitled “NOTE RECOGNITION FOR OVERLAPPING PHYSICAL NOTES,"
and U.S. Patent Application 61/891442, filed October 16, 2013, entitled “ADDING, DELETING
DIGITAL NOTES FROM A GROUP OF DIGITAL NOTES,” the entire contents of each of which are
incorporated herein by reference.

[0054] Figure 4A is a conceptual diagram illustrating an example note recognition process 100 as may be
implemented by note management application 78 of mobile device 15. Initially, note identification
module 86 of note management application 78 captures an input image of a plurality of notes through
image acquisition (102). In some examples, the notes are physical notes and it is more efficient to capture
more than one note at a time. Next, note identification module 86 recognizes one of the plurality of notes
from the input image (104). For example, note identification module 86 may recognize note features
using a color detection module, a shape detection module, and a pattern detection module, and
subsequently determine the general boundary of the note.

[0055] Digital note generation module 88 extracts content of the one of the plurality of notes to create
sub-images (106). In some examples, digital note generation module 88 can apply image transformation
to at least part of the input image before extracting content. In some other examples, digital note
generation module 88 can apply image enhancement or another image processing technique, such as
removing a background of the underlying workspace or changing the color of each note in the plurality of
notes to improve the quality of the extracted content or sub-images (108). In yet other examples, digital
note generation module 88 can further recognize text and figures from the extracted content or sub-
images. Digital note generation module 88 stores the enhanced extracted content or sub-images to data
storage 68 of mobile device 15, and may transfer the digital notes to cloud server 12 or other computer
system 14 (110). At this time, the system may create a respective digital note representative of a
corresponding one of the recognized physical notes. The system may associate the content extracted from
the visual representation for a given physical note with the corresponding digital note representative of
the physical note. Program code or other executable instructions for causing a programmable processor
to perform process 100 may be stored within a computer-readable storage of mobile device 185.

[0056] Figure 4B is a conceptual diagram illustrating example operation of a note management
application 78 when, in response to user input, selecting a plurality of digital notes in the first portion of
the graphical user interface or the second portion of the graphical user interface and grouping the selected
plurality of digital notes. In one example of process 530, note management application 78 executing on a
computing device, mobile device 15, cloud server 12, or computer system 14, as described in Figures 1-3,
receives an input image (532). Next, the computing device is configured to identify a plurality of notes in
the input image (534). Upon identifying the plurality of notes in the input image, the computing device
generates a plurality of digital notes corresponding to the plurality of notes identified in the input image
(536). After generating the plurality of digital notes, the computing device is configured to display the
input image including the plurality of digital notes overlaid thereon in place of the identified plurality of

notes on a first portion of graphical user interface (538). Optionally, upon displaying the first portion, the
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computing device is also configured to display the plurality of digital notes on a second portion of the
graphical user interface (540). Next, the computing device is configured to receive a user input to select
at least some of the plurality of digital notes by way of the graphical user interface (542). After receiving
the user input to select some of the plurality of digital notes, the computing device is also configured to
receive a user input to group the selected plurality of digital notes to form one or more groups (544).
[0057] In some cases, the one or more groups may include a hierarchical order. For example, groups in
level 1 (e.g., Group 11, Group 12, Group 13, etc.) are at the highest level. Groups in level 2 (e.g., Group
21, Group 22, Group 23, etc.) are at a level below groups in level 1 and can be associated with the groups
in level 1 (e.g., Group 11 includes Group 21 and Group 22; Group 12 includes Group 23). Groups in
level 3 (e.g., Group 31, Group 32, Group 33, ¢tc.) are at a level below groups in level 2 and can be
associated with the groups in level 2 (e.g., Group 21 includes Group 31, Group 32, and Group 33). Group
31 includes Note 1, Note 2, and Note 3; and Group 32 includes Note 4, Note 5, and Note 6. In the
example above, Note 1 is associated with Group 31, Group 21, and Group 11; and Note 4 is associated
with Group 32, Group 21, and Group 11.

[0058] Figure 4C is a conceptual diagram illustrating an example note association process 550 of the
note management application 78 when, in response to user input, moving one note from one group to
another group. In one embodiment of the process 550, the note management application 78 running on a
computer device maintains a first group of digital notes and a second group of digital notes (552). Next,
the computing device renders a first group image representing the first group of digital notes and a second
group image representing the second group of digital notes (554). A group image typically has a
boundary indicating a group and a name for the group. The GUI accepts user input to create a name for
the group. It can also have a specific background color to indicate the group. Alternatively, the borders
of each note in a group can be colored with one color, and the borders of notes belonging to another group
could be colored with a different color. In some implementations, a group image can include visual
representations of all digital notes in the group. In some other implementations, a group image can
include visual representations of some of the digital notes in the group. In some cases, a group image has
a grid format where the visual representations of the digital notes are arranged in a grid.

[0059] The computing device displays the first group image and the second group image on the graphical
user interface (556). The computing device further receives a first user input indicating a first position
within the first group image and a second user input indicating a second position within the second group
image (558). The user inputs can be received via the graphical user interface. In some cases, the
graphical user interface includes a touch sensitive device having a touch sensitive area configured to
detect position information of stimuli proximate to the touch sensitive area. The computing device
identifies a digital note in the first group of digital notes based on the first position (560). Then, the
computing device modifies the first group by removing the identified digital note from the first group

(562); and modifies the second group by adding the identified digital note to the second group (564).
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[0060] After changing the note groups, the computing device can render a modified first group image
representing the modified first group and a modified second group image representing the modified
second group. In some cases, the identified digital note is rendered proximate to the second position
within the modified second group image. Additionally, the size of the modified first group image may be
reduced for the one less member in the group and the size of the modified second group image may be
enlarged to accommodate one more member in the group.

[0061] Figures SA-5G are conceptual diagrams illustrating some example operations of the note
association process 550. In Figure 5A, a group image 121 includes visual representations of digital notes
(Note 1, Note 2, Note 3, Note 4) in Group 1 and a group image 122 includes visual representations of
digital notes (Note 5, Note 6, Note 7, Note 8) , as illustrated by S1A. The graphical user interface 79
receives a user input at 123 that is proximate to the original position of Note 4. The graphical user
interface 79 further receives a user input at 124 that is proximate to the group image 122. The computing
device based on the user input at 123, identifies Note 4, removes Note 4 from Group 1 and adds Note 4 to
Group 2. In this example, the group images 121 and 122 have a grid format. The computing device
further adds Note 4 to the group image 122 at the grid location 125 that is proximate to the position 124,
as illustrated by 51B. In some cases, the relative position of a digital note in a group image is generated
and stored in a non-transitory computer readable medium, for example, in the data associated with the
digital note. In some cases, the group image 122 has an original boundary located at 126 and is expanded
to location 127 to accommodate the additional Note 4. In some implementations, instead of moving one
note from Group 1 to Group 2, the computing device can copy the note to Group 2.

[0062] Figure 5B is a conceptual diagram illustrating an example process of merging groups. The
graphical user interface receives a user input at position 131 proximate to boundary of the group image
121 and later a user input at position 132 within the group image 122, as illustrated in 52A. The
computing device can merge the two groups of digital notes (Group 1 and Group 2) into one group. The
representation of the modified group is shown as 133 in 52B, for example.

[0063] Figure 5C is a conceptual diagram illustrating an example process of group creation. The
graphical user interface receives a user input at position 141 proximate to visual representation of Note 2
and later a user input at position 142 proximate to visual representation of Note 1, as illustrated by 53A.
The computing device can create a Group 1 including the digital notes corresponding to Note 1 and Note
2. The group image for Group 1 is illustrated as 143 in 53B.

[0064] Figure 5D is a conceptual diagram illustrating another example process of group creation. 54A
illustrates a plurality of notes 152 attached to a supporting structure 150. 54B is a captured image of 54A
presented on a graphical user interface 79. As an example, a group (e.g., Group 1) can be created to
include all digital notes 154 representing the notes 152 capture in this single image. Further, visual
representations of digital notes within a group image 156 can maintain their spatial position in the original
captured image as illustrated by 54B, to help users remember how the notes looked in the collaboration

environment, for example. Keeping the original spatial position may help determine if there are more
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than one group of notes in a single captured image. When the graphical user interface 79, in response to a
user input as illustrated by 54C, can provide operation options of the group on the GUI, for example,
align, rename, delete, add, and the like. For example, the user may select the "align" option and the visual
representations of digital notes 154 are aligned in the group image 156.

[0065] Figure SE illustrates some alignment options. 158A is a free form group image, which represents
the spatial positions of the physical notes. The computing device can generate group images with
different notes alignments and arranges, either automatically or in response to user input. For example,
158B is a fitted group image; 158C is a group image where the individual visual representations of digital
notes 159 are snapped to grid; and 158D is a group image that is generated by automatic layout, for
example. In some cases, in the group image of 158B, the spatial positions of the digital notes within the
grid can correspond to the spatial positions of the physical notes.

[0066] Figure 5F illustrates an example of a board image. A board, also referred to as a worksheet or a
sheet, refers to a second level group that includes groups (e.g., Group 1, Group 2, Group 3, Group 4, and
Group 5). The board image 170 includes the group images of the containing groups. In some cases, a
board can be created with a single captured image (e.g., a static image, a sequence of images, a video clip,
etc.). In such cases, groups can be formed based on the spatial location of notes, grouping indicators,
properties of notes, or the like.

[0067] Figure 5G illustrates alignments of group images in a board image. A board image 160A
includes a group image 162 and a group image 164. In response to a user input, for example by user
selecting from manual 166 and 168, a board image 160B (partial view) can be presented on the GUI 79
where the group image 162 and the group image 164 have a horizontal alignment on the left; or a partial
board image 160C (partial view) can be presented on the GUI 79 where the group image 162 and the
group image 164 have a vertical alignment at the bottom.

[0068] In some cases, a “double tap” on a note can create a new copy of the note which can be clicked
and dragged to a new group. Double tap on a group can create a copy of the group. In some cases,
grouping can also be achieved by touching and dragging the group boundary to include new notes.
Alternatively, by clicking and dragging a bounding rectangle or drawing a loop/ circle around notes using
stimuli (e.g., finger, stylus, etc.) on a touch sensitive device, a group can be created. In some
implementations, new notes are captured and presented on the GUI and the new notes can be added to the
existing groups, for example by connecting subsequent loops / circles/ rectangles around new notes, to the
group images.

[0069] In some cases, a group can be created, upon receiving user input, with one or more notes. For
example, a note can be dragged out of a group image and the computing device can create a new group
for the note. As another example, a plurality of notes can be selected in a group image, in response to
user input, and dragged out of the group image and the computing device can generate a new group for
the plurality of notes. In some other cases, a group can be created based on each capture action. For

example, the computing device may capture one static image of four notes, and then create a group
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having the four notes. As another example, the computing device may capture a sequence of images or a
video clip of twenty notes, and then create a group having the twenty notes. In yet another example, the
computing device may capture four images where each image has the visual representations of several
notes, and then create four groups corresponding to the content of the four images. One note may also be
captured and left alone and not be combined with other notes. Alternatively, one note can be removed
from a group and become a standalone note.

[0070] Figure 6A is a conceptual diagram illustrating an example process 600 of the note management
application 78, running on a computing device, and providing hints for better note capture. The hint
generation process can be implemented by, for example, in the note identification module 86. First, the
note management application 78 starts to run (601). The sensors (e.g., image sensor, light sensor, motion
sensors, etc.) are set up or activated (602). The sensors electronically communicate with the one or
processors in the computing device where the note management application 78 is executed. For example,
the sensors include a light sensor to measure luminosity. If luminosity is less than a pre-determined
threshold, a warning message is displayed.

[0071] In some cases, the sensors are integrated with the computing device. For example, a smart phone
has a camera and an accelerometer. Next, the computing device presents a visual representation of notes
and hints for better note capture (604). In some embodiments, the image capturing device is set to a video
mode and video frames are captured, where at least a subset of the video frames are analyzed. In some
other embodiments, static image(s) can be captured for analysis.

[0072] Based on the analysis, hints may be generated and presented to users regarding the note capturing
process including, for example, distance of the image capture device to physical notes, alignment of the
image capture device, motion of image capture device, lighting condition, and the like. As another
example, a hint of "hold to capture” can be provided when the tap and hold function is provided. In some
cases, the visual representation of notes and the hints are presented at different portions of the graphical
user interface. In some other cases, the hints can include audio and/or visual information. For example,
the hints can be provided as audio messages. As another example, the hints can include one or more text
messages, static images, animated images, and other visual information. In some cases, the hints are
generated and presented to the user in a real-time manner (¢.g., presented within 5 seconds of video
capture).

[0073] The image capture device (e.g., a camera) can be set to certain mode (606) with or without user
input. For example, the image capture device can include a normal mode to capture images (e.g., static
image or sequence of images). As another example, the image capture device can include a burst mode
where many images are captured and the best image is select, when a user tap and hold the capture button,
for example. In yet another example, the image capture device includes a tap and hold mode when the
capture button is tapped and held for a period of time before a single image is captured.

[0074] After an input image is captured, the computing device may post-process the image (608). For

example, the computing device may select the best image from several images captured in rapid
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succession based on based on criteria such as image sharpness, color range, exposure time, and/or the
like. The computing device may use sensor fusion technique by combining information from several
sensors, for example, the gyro and the accelerometer, such that the total motion of the device when an
image is captured can be obtained. The motion information can be used to reduce motion blur in the
captured image before it is processed by the note recognition step. Some devices may additionally have
built-in motion compensation in the image sensors. Captured images can be further post-processed before
entering the recognize step, for example, by normalizing the ranges of the color channels and other such
techniques. These processes may rely on metadata from the capture such as ISO value, focus settings,
etc.

[0075] In some embodiments, metadata 612 that is retrieved from various sensors and/or the image
capture device is used in note identification and extraction. The metadata includes, for example, exposure
time, brightness, focus point of interest, [SO speed, and the like. This meta-data can be used to achieve
better results in note detection and enhancement. For example, the brightness of the image can be used to
determine the actual color of a region of the image. As another example, the focus point of interest might
be used as input to a noise reduction algorithm. The computing device further recognizes and enhances
notes and creates corresponding digital notes using the input image that may or may not be post-
processed, with or without the metadata (610).

[0076] Figure 6B is a conceptual diagram illustrating an example hint generation process 620 to
generate and present hints during note capturing. First, the computing device captures a visual
representation of one or more physical notes (622). The visual representation can be in the format of
static image, a sequence of images, or video. The computing device then recognizes one of the one or
more physical notes in the visual representation (624) and generates a digital note corresponding to the
recognized note (626). In some cases, the computing device can use a speed-optimized detection
algorithm to generate the digital note. For example, the digital note may only contain the approximate
boundary of the physical note. The computing device evaluates the quality of the visual representation
(628) and generates a hint associated with the quality (630). The computing device can present the hint
via the user interface (632). In some embodiments, the hint generation process can run continuously to
analyze the capture conditions and provide users live feedback.

[0077] Figures 7A-7F are conceptual diagrams illustrating examples of the hint generation process 620.
In Figure 7A, a hint regarding distance between the image capture device and the notes is presented. In
some cases, during the acquisition process the frames from the video presentation of the camera,
acquisition field of view are processed by a limited high speed version of the note extraction engine to
determine the size of the notes in the field of view. If the size is too small, the user is urged to move
closer to the notes. In general, the farther away from the camera the notes are, the smaller they will
appear in the captured picture, which yields lower quality results. In the example illustrated in Figure

7A, the visual representation of the notes is presented in part 701 of the GUI 79 and the hint is presented
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in part 702 of the GUI 79. In some cases, parts 701 and 702 can be overlapped. In some other cases, part
702 can be within part 701 of the GUI 79.

[0078] Referred to Figure 7B, a hint can be a visual representation of note 705 indicating the threshold or
desired size to be displayed on the GUI 79. The hint is presented in part 702 which is part of the part 701.
The visual representation of note 705 can be, for example, a static image with different color from the
background, an animated image of a note, or the like.

[0079] In Figure 7C, a hint regarding lighting condition is presented. If there is not enough light when
taking a picture, the picture will be noisy and colors will be less vivid. In some cases, image sensing
setting of the image capture device is evaluated and a hint is generated regarding lighting condition. For
example, to aid the user in taking pictures with sufficient lighting, the automatically set ISO (International
Standards Organization) value is examined when the viewfinder is active. If the ISO value is above a
predetermined threshold, the user is urged to use the flash, or to turn on lights. In some implementation,
automatic control of the flash can be tied to this hint. Other settings for the image capture device can also
be assessed to determine the lighting conditions. For example, the color setting can be assessed when the
color of the captured image and/or a specific object (e.g., a note) in the capture image does not match the
designated color. In some embodiments, the noise level of the captured visual representation (e.g., static
image, video frame, etc.) can be analyzed and the hint regarding lighting condition can be generated
based on the analysis.

[0080] In Figure 7D, a hint regarding motion is presented in part 702. If the camera is moving while a
picture is taken, the picture will be blurry. To avoid this, motion detectors (e.g., accelerometer,
gyroscope, etc.) are used to determine how much the device is moving. For example, using accelerometer
data, it can be determined if the capture device is being moved. The absolute acceleration value can be
compared to a threshold or other classification technique to determine if the camera is steady enough to
acquire an image for high quality note extraction. If the detected motion is too great, the user is urged to
hold the phone still while capturing, for example.

[0081] During the acquisition process the frames from the video presentation of the camera acquisition
field of view are processed by a limited high speed version of the note extraction engine to determine the
size of the notes in the ficld of view and the user is advised if the note size (number of pixels) is below a
threshold that has been determined for acquiring high quality digital notes. A message advising the user
of the small note size is displayed with advice that they move closer. As processor speed increase in the
future it can be envisioned that the full note extraction engine could be run on full resolution image
frames and the results presented to the user in realtime with advice as to how to improve the quality of
note acquisition.

[0082] In Figure 7E, a grid 703 is overlaid with the visual representation of the notes to help alignment
of the image capture device. In the example illustrated, the grid 703 is drawn on top of the camera
viewfinder, to help the user hold the camera at a good angle in relationship to the notes being captured.

In some implementations, a software lock prohibiting capture can be implemented that requires
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appropriate capture conditions, for example, appropriate levels of light, motion, and distance, to be
achieved before a image capture is executed. For example, if the detected note size is below a
predetermined threshold, the capture will be blocked.

[0083] In some embodiments, a hint can be presented as an animation. An example of animated hint is
illustrated in Figure 7F using a series of GUI 79, 706A, 706B, 706C, and 706D. A set of images, 707A,
707B, 707C, and 707D representing an animation hint is presented in part 702 of the GUI 79. This hint
can be presented in response to a user input, for example, user holding the shutter button, to indicate the
progress of "tap and hold" feature. An image capture device can have a "tap and hold" feature requires
that requires the user to press the capture button of icon and hold it for a few seconds, typically 2—-3
seconds. During the hold period, the user interface can provide the animated hint as illustrated to let the
user know that a tap and hold acquisition is in progress and provides feedback as to how much longer
they need to keep the capture button pressed.

[0084] In some embodiments, the note management application 78 running on a computing device can
incorporate manual assist feature, for example, in the note identification module 86, that allows the user
to help identify missing notes. Figure 8A is a conceptual diagram illustrating an example manual assist
process 800. First, the computing device receives an input image of a plurality of notes (842). The
computing device identifies at least some of the plurality of notes in the input image and generates digital
notes (844), for example, using the note identification module 86. Each digital note corresponds to a note
identified in the input image. In some cases, one or more notes may be missed during the automatic
identification process. The computing device displays the input image overlaid with indications
indicative of the identified notes (846) via the GUI. The indications can include marks, labels, corners,
boundaries, and/or other visual indicators associated with the identified notes.

[0085] The computing device further receives a user input indicating a position as a point of interest in
the input image (848). The user input relates to a position of a note that has not been identified, also
referred to as a missed note. Then, the computing device identifies the missed note in the input image
based on the position (850) and generates an additional digital note corresponding to the missed note. In
some cases, the user input can indicate a general boundary of a note such that the computing device can
identify the note based on the user input. In such cases, the user input can be, for example, an outline of
the boundary of the note in the input image, one or more corners of the note in the input image, or the
like. As one example, the input image captures content on a whiteboard or a large paper sheet, the user
interface receives a user input of two opposing corners of an area of interest (e.g., a region of handwritten
text, drawing, etc.) defining a physical note, and the computing device can determine the general
boundary of the physical note and create a digital note representing the physical note. As another
example, the user interface receives a user input indicating a position in the input image; the user
interface can present a pre-defined geometry shape proximate to the position; the user interface is

configured to accept user input to adjust the boundary of the geometry shape to match the area of interest
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defining a physical note, and the computing device can determine the general boundary of the physical
note and create a digital note representing the physical note.

[0086] Each of the steps in the manual assist process 800 can include several optional operations, as
illustrated in Figure 8B. For example, the computing device can calculate minimum, maximum, and
mean areas of original notes and determine the area of interest based on these data (812), as preparation
(810). A combination of different approaches can be used in the detection step (820) to identify the note
and extract note content. For example, the computing device can find original notes at the point of
interest that have been removed in response to user input (822). As another example, the computing
device can use color segmentation approach to determine a candidate note (824). Color segmentation
refers to a set of techniques for partitioning an image into distinct regions based on how the colors are
distributed in the image. In color segmentation, pixels in the image are grouped according to the color
values and proximity. Color segmentation methods are described in detail, for example, in articles by
Boykov, Yuri, and Gareth Funka-Lea, Graph cuts and efficient ND image segmentation, International
Journal of Computer Vision 70.2 (2006), pages 109—131; by Felzenszwalb, Pedro F., and Daniel P.
Huttenlocher, Efficient graph-based image segmentation, International Journal of Computer Vision 59.2
(2004), pages 167-181. As yet another example, the computing device can use a marching method to
determine a candidate note (826). The marching method is described in details below. In some cases, the
computing device can identify several candidates via different processes and select the best candidate to
generate corresponding digital note (830). In some embodiments, the computing device can use a scoring
system to evaluate the candidates. The scoring systems may include scores of various properties of the
candidates, for example, scores of the sizes, shapes, locations, and the like.

[0087] Figure 8C is a conceptual diagram illustrating an example marching method 860. First, the
computing device computes an areca of interest (862) based on identified notes. In some cases, the area of
interest can be the maximum area of the arcas of the identified notes. Optionally, the computing device
scales down the input image (864), to achieve faster processing speed, for example. The computing
device may convert the input image to a desired color space (866). The applicable color space includes,
but not limited to, RGB (red, green, and blue), LAB (¢.g., Hunter 1948 L,a,b color space, CIE 1976 (L*,
a*, b*) color space), CMYK(cyan, magenta, yellow, and key (black)), HSV (hue, saturation, and value),
HSL (hue, saturation, and lightness), HSI (hue, saturation, and intensity), sRGB (standard red, green,
and blue) color space. The computing device computes a median color for the area of interest (868). In
some cases, the computing device uses a smaller area to compute the median color, for example, using the
minimum area of the arcas of the identified notes. Along each direction of the marching method, points
are evaluated until one or more edge points are reached (870).

[0088] In some embodiments, the marching method uses eight directions for marching. For each point
input image along one direction, the computing device computes a color difference between the point and
the median color (871). The color distance is compared with a predetermined threshold (872). If the

color distance is within the predetermined threshold, the point is within the candidate note (874) and the
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next point along the same direction is evaluated (871). If the color difference exceeds the predetermined
threshold, the point is an edge point (876) and the computing device starts to evaluate points along the
next direction (870). In some cases, for each of the eight directions, a maximum number of points can be
checked for a color distance greater than the pre-defined threshold. If no point along a direction exceeds
the threshold, no edge point has been found for that direction. In cases where edge points are found for at
least three of the eight directions, a shape can be approximated, given the detected edge points. An
approximation will be better the more edge points are found. In some cases, a better score will be
assigned to a candidate where a greater number of edge points have been found, than to a candidate where
a smaller edge points have been found.

[0089] In some embodiments, the scoring system can use a combined score to evaluate candidate notes.
For example, the total score of a candidate note can be the sum of the score of its size, the score related to
whether it is a removed note, the score of aspect ratio, and other scores. In some cases, the total score of
a candidate note can be a weighted sum of its individual scores.

[0090] Figure 9 is a conceptual diagram illustrating an example of using a manual assist process. The
first GUI 211 shows the input image overlaid with indications 220 of identified notes. The second GUI
212 can be an enlarged portion of interest of the input image in response to a user input, for example, a
double tapping motion at position 222. The second GUI 212 receives another user input at position 224.
Based on the position 224, a missed note 226 is identified and indicated in the third GUT 214.

[0091] Figures 10A—10E are conceptual diagrams illustrating different examples of location voids that
can be used as scoring based on heuristics. In this example, the heuristic can be a note has higher score if
it is surrounded by more identified notes. Based on the heuristic, the location void 242 surrounded by
identified notes 230 in the image 232 has the highest score, indicating a location having highest
possibility of missed note. The location void 244 having less surrounding identified notes 230 in the
image 234 has lower score than 242. The location voids 246 in the image 236 have lower score than 244,
where location void 248 in the image 238 has lower score than 246. Location voids 249 in the image 239
have the lowest score. Other heuristics (e.g., color consistence heuristic) may also be used as basis for
scoring.

[0092] Example 1. A computing device having a processor, the computing device comprising: a note
management application, implemented by the processor, configured to maintain a first group of digital
notes and a second group of digital notes; an image rendering module, implemented by the processor,
configured to render a first group image representing the first group of digital notes and a second group
image representing the second group of digital notes; and a user interface configured to display the first
group image and the second group image, wherein the user interface is further configured to receive a
first user input indicating a first position within the first group image and a second user input indicating a
second position within the second group image, and wherein the note management application is further
configured to, responsive to receiving the first user input and the second user input: identify a digital note

in the first group of digital notes based on the first position, modify the first group by removing the
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identified digital note from the first group, and modify the second group by adding the identified digital
note to the second group.

[0093] Example 2. The computing device of example 1, wherein the image rendering module is
further configured to render a modified first group image representing the modified first group.

[0094] Example 3. The computing device of example 1 or 2, wherein the image rendering module is
further configured to render a modified second group image representing the modified second group.
[0095] Example 4. The computing device of any one of examples 1-3, wherein the digital notes
represented in in at least one of the first and the second group images are arranged in a grid format.

[0096] Example 5. The computing device of example 3, wherein the image rendering module is
further configured to render the identified digital note proximate to the second position within the
modified second group image.

[0097] Example 6. The computing device of example 2, wherein a size of the modified second group
image is enlarged relative to a size of the second group image.

[0098] Example 7. The computing device of example 3, wherein a size of the modified second group
image is enlarged relative to a size of the second group image.

[0099] Example 8. The computing device of any one of examples 1-7, wherein the user interface
includes a touch sensitive device.

[00100] Example 9. A computing device having a processor, the computing device comprising: a note
management application, implemented by the processor, configured to maintain a first group of digital
notes and a second group of digital notes; an image rendering module, implemented by the processor,
configured to render a first group image representing the first group of digital notes and a second group
image representing the second group of digital notes; and a user interface configured to display the first
group image and the second group image, wherein the user interface is further configured to receive a
first user input indicating a first position proximate to a boundary of the first group image and a second
user input indicating a second position within the second group image, and wherein the note management
application is further configured to modify, responsive to receiving the first user input and the second user
input, the second group of digital notes by adding the digital notes in the first group to the second group.
[00101] Example 10.  The computing device of example 9, wherein the image rendering module is
further configured to render a modified second group image representing the modified second group of
digital notes.

[00102] Example 11.  The computing device of example 9 or10, wherein the user interface comprises a
touch sensitive device.

[00103] Example 12. A computing device having a processor, the computing device comprising: a
note management application, implemented by the processor, configured to maintain a first digital note
and a second digital note; an image rendering module, implemented by the processor, configured to
render a visual representation of the first digital note and a visual representation of the second digital

note; and a user interface configured to display the visual representation of the first digital note and the
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visual representation of the second digital note, wherein the user interface is further configured to receive
a first user input indicating a first position proximate to the visual representation of the first digital note
and a second user input indicating a second position proximate to the visual representation of the second
digital note, wherein the note management application is further configured to create a group including
the first digital note and the second digital note responsive to receiving the first user input and the second
user input.

[00104] Example 13.  The computing device of example 12, wherein the image rendering module is
further configured to render a group image representing the group and wherein the use interface is further
configured to display the group image.

[00105] Example 14.  The computing device of example 12 or 13, wherein the user interface comprises
a touch sensitive device.

[00106] Example 15. A method of managing digital notes with a computing device having a memory, a
processor and a user interface, the method comprising: maintaining, by the computing device, a first
group of digital notes and a second group of digital notes; rendering, by the computing device, a first
group image representing the first group of digital notes and a second group image representing the
second group of digital notes; displaying, by the computing device and at the user interface, the first
group image and the second group image; receiving, by the computing device, a first user input indicating
a first position within the first group image and a second user input indicating a second position within
the second group image; identifying, by the computing device and based at least in part on the first user
input and the second user input, a digital note in the first group of digital notes based on the first position;
modifying the first group by removing the identified digital note from the first group; and modifying the
second group by adding the identified digital note to the second group.

[00107] Example 16.  The method of example 15, further comprising: rendering a modified first group
image representing the modified first group.

[00108] Example 17.  The method of example 15 or 16, further comprising: rendering a modified
second group image representing the modified second group.

[00109] Example 18.  The method of example 17, wherein the identified digital note is rendered
proximate to the second position within the modified second group image.

[00110] Example 19.  The method of any one of examples 15-18, wherein the digital notes represented
in in at least one of the first and the second group images is arranged in a grid format.

[00111] Example 20.  The method of example 16, wherein a size of the modified first group image is
reduced relative to a size of the first group image21. The method of example 17, wherein a size of the
modified second group image is enlarged relative to a size of the second group image.

[00112] The present invention should not be considered limited to the particular examples and
embodiments described above, as such embodiments are described in detail to facilitate explanation of

various aspects of the invention. Rather the present invention should be understood to cover all aspects of
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the invention, including various modifications, equivalent processes, and alternative devices falling

within the spirit and scope of the invention as defined by the appended claims and their equivalents.
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What is claimed is:

1. A computing device having a processor, the computing device comprising:
a note management application, implemented by the processor, configured to maintain a first
group of digital notes and a second group of digital notes;
an image rendering module, implemented by the processor, configured to render a first group
image representing the first group of digital notes and a second group image representing the second
group of digital notes; and
a user interface configured to display the first group image and the second group image,
wherein the user interface is further configured to receive a first user input indicating a first
position within the first group image and a second user input indicating a second position within the
second group image, and
wherein the note management application is further configured to, responsive to receiving the
first user input and the second user input:
identify a digital note in the first group of digital notes based on the first position,
modify the first group by removing the identified digital note from the first group, and
modify the second group by adding the identified digital note to the second group.

2. The computing device of claim 1, wherein the image rendering module is further configured to

render a modified first group image representing the modified first group.

3. The computing device of claim 1 or 2, wherein the image rendering module is further configured

to render a modified second group image representing the modified second group.

4, The computing device of any one of claims 1-3, wherein the digital notes represented in at least

one of the first and the second group images are arranged in a grid format.
S. The computing device of claim 3, wherein the image rendering module is further configured to
render the identified digital note proximate to the second position within the modified second group

image.

6. The computing device of claim 2, wherein a size of the modified second group image is enlarged

relative to a size of the second group image.

7. The computing device of claim 3, wherein a size of the modified second group image is enlarged

relative to a size of the second group image.
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8. The computing device of any one of claims 1-7, wherein the user interface includes a touch

sensitive device.

9. A computing device having a processor, the computing device comprising:

a note management application, implemented by the processor, configured to maintain a first
group of digital notes and a second group of digital notes;

an image rendering module, implemented by the processor, configured to render a first group
image representing the first group of digital notes and a second group image representing the second
group of digital notes; and

a user interface configured to display the first group image and the second group image,

wherein the user interface is further configured to receive a first user input indicating a first
position proximate to a boundary of the first group image and a second user input indicating a second
position within the second group image, and

wherein the note management application is further configured to modify, responsive to receiving
the first user input and the second user input, the second group of digital notes by adding the digital notes

in the first group to the second group.

10. The computing device of claim 9, wherein the image rendering module is further configured to

render a modified second group image representing the modified second group of digital notes.

11. The computing device of claim 9 or10, wherein the user interface comprises a touch sensitive
device.
12. A computing device having a processor, the computing device comprising:

a note management application, implemented by the processor, configured to maintain a first
digital note and a second digital note;

an image rendering module, implemented by the processor, configured to render a visual
representation of the first digital note and a visual representation of the second digital note; and

a user interface configured to display the visual representation of the first digital note and the
visual representation of the second digital note,

wherein the user interface is further configured to receive a first user input indicating a first
position proximate to the visual representation of the first digital note and a second user input indicating a
second position proximate to the visual representation of the second digital note,

wherein the note management application is further configured to create a group including the
first digital note and the second digital note responsive to receiving the first user input and the second

user input.
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13. The computing device of claim 12, wherein the image rendering module is further configured to
render a group image representing the group and wherein the use interface is further configured to display

the group image.

14. The computing device of claim 12 or 13, wherein the user interface comprises a touch sensitive
device.
15. A method of managing digital notes with a computing device having a memory, a processor and a

user interface, the method comprising:

maintaining, by the computing device, a first group of digital notes and a second group of digital
notes;

rendering, by the computing device, a first group image representing the first group of digital
notes and a second group image representing the second group of digital notes;

displaying, by the computing device and at the user interface, the first group image and the
second group image;

receiving, by the computing device, a first user input indicating a first position within the first
group image and a second user input indicating a second position within the second group image;

identifying, by the computing device and based at least in part on the first user input and the
second user input, a digital note in the first group of digital notes based on the first position;

modifying the first group by removing the identified digital note from the first group; and

modifying the second group by adding the identified digital note to the second group.

16. The method of claim 15, further comprising:

rendering a modified first group image representing the modified first group.

17. The method of claim 15 or 16, further comprising:

rendering a modified second group image representing the modified second group.

18. The method of claim 17, wherein the identified digital note is rendered proximate to the second

position within the modified second group image.

19. The method of any one of claims 15-18, wherein the digital notes represented in at least one of

the first and the second group images is arranged in a grid format.

20. The method of claim 16, wherein a size of the modified first group image is reduced relative to a

size of the first group image.
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21. The method of claim 17, wherein a size of the modified second group image is enlarged relative

to a size of the second group image.
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I:] No protest accompanied the payment of additional search fees.
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