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2395033

EVENT MANAGEMENT SYSTEM

The present invention generally relates to computer systems, and more

particularly, to an event management system and method which can operate

on a computer system having event producers and event consumers.

Background of the Invention

One type of conventional computer system, referred to as an event-based
system, relies on events to elicit actions. Event-based systems, include event
producers and event consumers. Event producers create events and
communicate these events to the system. Event consumers act on or process the
events.

Event-based systems can have a small or large number of event
producers and event consumers. A small event-based system may have only a
few event producers and a few event consumers. In such small event-based
systems, one event producer is often tied to one event consumer. In larger event-
based systems, many event producers create events, which are directed to many
event consumers. In such large event-based systems, one event is often sent to g
many event consumers.

Generally, events are requests for some action. General event types
include user-input events, system messaging events, and inter-application events.
User-input events are initialized by a system user and include events such as a
keystroke, a mouse click, and a disk file insertion. System messaging events are
messages between an operating system and an application program. Examples
of system messaging events include requests to create a new file, display a
window, and change the contents of a file. Inter-application events are requests
for action between application programs including connecting to a network and
communicating through a network. Each of these events is directed to at least

one event consumer for event processing.
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Event management systems, which operate on event-based systems,
manage events. In small event-based systems, an event management system
handles a small number of events with a limited set of event consumers. In a
small event-based system, the event management system is often a series of
computer program instructions or statements, which compare event information
to selected criteria and direct the event to the appropriate event consumer. For
example, an event management system can include a switch statement with
multiple cases written in C language code or a series of if statements with jump
instructions written in another language. These decision-making statements are
typically stored in one or more source code files. Similarly, the event consumers
are also typically stored in one or more source code files. The decision-making
statements and event consumers are compiled together to create an executable
program.

In small event-based systems, new event consumers may be added to
increase functionality. For example, new event consumers are added to
accommodate expanded user needs or for debugging and testing purposes.
Adding a new event consumer typically involves changing the decision-making
code, adding the new event consumer to the source code, and recompiling to
create a new executable program. Assuming that the old executable program
was tested, adding a new event consumer destabilizes the event-based system
platform, which results in additional system testing. Adding a new event
consumer for debugging and testing not only changes the code under test, but
removing the debugging and testing code destabilizes the tested event-based
system platform. Although the new event consumer could be retained in the new
code after testing, the new code would take up more memory space, which is
often at a premium.

During operation, an event-based system receives an event from an event
producer. In a small event-based system, this event is passed to the decision-
making statements. The decision-making statements compare the event
information to selected criteria, one at a time, until the event information arrives
at the appropriate case or if statement. The executable program then calls the

selected event consumer and the event is processed. This event management
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operation is time consuming, and it is possible that during this event
management operation, the event-based system will not be able to respond to
new events. Consequently, events can be dropped due to an overrun condition
resulting from limited resources. Also, other portions of the event-based system
are potentially starved for data while the system is processing events.

In larger event-based systems, the event management system handles a
large number of events using a large number of event consumers. Some larger,
more complex event management systems do not have the above problems
associated with small event management systems. Nevertheless, larger event
management systems typically employ operating system facilities to manage
events. For example, some large event management systems are implemented
with multi-tasking facilities of the operating system. In a multi-tasking
environment, system functionality is divided into small functional units, such
that a specific function is associated with a specific task. The operating system
switches between these tasks to complete processing in an operation referred to
as context switching. During context switching, copies of data being processed
are stored in memory, while other data are switched in for processing. Thus, the
multi-tasking environment adds overhead to the event-based system in the form
of processing time and memory requirements. The multi-tasking overhead can
significantly degrade system performance. In addition, in some systems the
multi-tasking memory requirements exceed the amount of available memory.

For reasons stated above and for other reasons presented in the
description of the preferred embodiments section of the present specification, an
improved event management system is desired which does not have the above
problems associated with small event management systems and which can be

implemented in a single-tasking environment.

One aspect of the present invention provides of an event management
system, operating on a computer system having event producers and event
consumers. The event management system includes an initial event handler

program and an event queue having a first event. The initial event handler
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program retrieves the first event from the event queue for event processing. The
event processing returns a first response to the initial event handler program.
The initial event handler program manages the first event on the event queue
based on the first response.

An embodiment of the present invention is described below, by way
of example only, with reference to the accompanying drawings, in which:

Figure 1 is a block diagram illustrating one exemplary computer system
on which an exemplary embodiment of an event management system, according
to the present invention, is implemented.

| Figure 2 is a block diagram illustrating an exemplary embodiment of an
event management system, according to the present invention, in communication
with event producers and event consumers.

Figure 3 is a block diagram illustrating an exemplary embodiment of a
performance path application program interface (API), according to the present
invention.

Figure 4 is a block diagram illustrating an exemplary embodiment of a
method for posting and retrieving events from a posted event queue, according to
the present invention.

Figure 5 is a diagram illustrating an exemplary embodiment of an event
data structure for the events in a posted event queue.

Figure 6 is a diagram illustrating an exemplary embodiment of a first
response to an initial event handler.

Figure 7 is a block diagram illustrating an exemplary embodiment of a
performance path API configured to call an extended event APL

Figure 8 is a block diagram illustrating an exemplary embodiment of an
extended event AP

Figure 9 is a diagram illustrating an exemplary embodiment of a second
response passed from an event consumer to an extended event handler.

Figure 10 is a flow chart illustrating an exemplary embodiment of new
event processing, including immediately processing the new event and posting

the new event.
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Figure 11 is a flow chart illustrating an exemplary embodiment of event
processing from a posted event queue in one exemplary embodiment of a
performance path APL

Figure 12 is a flow chart illustrating the beginning of event processing
through an exemplary embodiment of an extended event APL.

Figure 13 is a flow chart illustrating continued event processing through

an exemplary embodiment of an extended event APL

Figure 14 is a flow chart illustrating event processing through an
exemplary embodiment of a performance path AP] after returning from an

exemplary embodiment of an extended event APL.

In the following detailed description of the preferred embodiments,
reference is made to the accompanying drawings, which form a part hereof, and
in which is shown by way of illustration specific embodiments in which the
invention may be practiced. It is to be understood that other embodiments may

be utilized and structural or logical changes may be made without departing

from the scope of the present invention. The following detailed description,
therefore, is not to be taken in a limiting sense, and the scope of the present
invention is defined by the appended claims.

Figure 1 is a block diagram illustrating one exemplary computer system
20 on which an exemplary embodiment of an event management system
according to the present invention is implemented. Computer system 20 is an
event-based system and includes a central processing unit (CPU) 22, storage
devices 24, network facilities 26, an input/output (IVO) controller 28, and a
memory 30, all electrically coupled to one another via a system bus 32. VO
controller 28 is also electrically coupled to input/output (/O) devices 34 via line
38. It is understood that different components could be substituted for the
example illustrated components of the computer system 20 and components
could be added or removed, without altering the present invention. It is also

understood that an exemplary embodiment of the present invention could be
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implemented in other event-based systems, such as a security system, a network
switch, or a network server.

In one embodiment of computer system 20, the CPU 22 is a single
microprocessor. However, other event-based systems embodying the present
invention, include other types of processing units, such as a mainframe
processor, multiple processors, or a micro-controller.

In one embodiment, storage devices 24 includes a disk drive and an
external storage device, such as a back up tape drive. One embodiment of,
network facilities 26 includes a network card and a connection to a network,
such as a local area network (LAN) or the Internet. 1/O controller 28 is suitably
a controller card or an integrated controller for handling multiple input devices
34 and output devices 36. /O devices 34 and 36 can include a keyboard, a
video monitor, a mouse, and other /O devices such as sensors or RF interfaces.
The above-described components of the computer system 20 are event
producers.

Memory 30 stores software for controlling computer system 20.
Memory 30 typically includes volatile memory, such as RAM, and non-volatile
memory, such as ROM, EEPROM, and Flash memory. The software stored
memory 30 includes an operating system 42, such as DOS, UNIX, Windows, a
proprietary operating system, and/or other suitable operating systems. The
software stored in memory 30 also includes an event management system 44.
CPU 22 executes operating system 42 and event management system 44 to
contro} the 6peration of computer system 20.

During operation, CPU 22 retrieves and executes instructions from
memory 30. Operating system 42 includes a main loop and CPU 22 executes the
main loop and calls other programs as needed for processing. Events from event
producers are received by operating system 42, which calls event management
system 44. CPU 22 proceeds to execute event management system 44 to process
the received events. The received events include user-input events, system
messaging events, and inter-application events.

Example user-input events include keyboard presses and mouse clicks,

which are retrieved by 1/O controller 28. The user-input events are then
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retrieved from /O controller 28 by operating system 42, executing on the CPU
22. Operating system 42 calls event management system 44 to process the user-
input events.

System messaging events include messages between operating system 42
and other programs, for example, programs employed to control storage devices
24. The system messaging events are retrieved from storage devices 24 over
system bus 32 by operating system 42, executing on the CPU 22. Operating
system 42 calls event management system 44 to process the system messaging
events.

Inter-application events are requests for actions between application
programs, such as, for example, the requests for actions between an Internet
browser application program and an application program residing on the Internet
network. In this example situation, messages between the browser application
program, executing on CPU 22, and the network application program pass
through system bus 32 and network facilities 26. Operating system 42 interacts
with the browser application program, to receive events and call event
management system 44 to process the inter-application events.

Event management system 44 processes events from event producers by
calling one or more event consumers. These event consumers are often

programs residing in memory 30 of computer system 20. The event consumers

pass information to the components of computer system 20.

One exemplary embodiment of event management system 44 described
herein includes an initial event handler 54 and a posted event queue 56 for
storing event information. Initial event handler 54 stores incoming events at the
end of posted event queue 56 and retrieves events from the beginning of posted
event queue 56. This event queuing operation buffers the incoming events,
which can prevent overrun conditions. Also, with an event posted to posted
event queue 56, memory associated with the processing of the event can be freed
for use in other parts of computer system 20.

One exemplary embodiment of event management system 44 also
includes an extended event handler 90 for managing multiple event consumers

associated with the processing of one event. Extended event handler 90 is
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accessed via an extended pointer table 94 having a pointer to extended event
handler 90 in place of a pointer to a default event consumer. Initial event
handler 54 calls extended event handler 90 to process events through multiple
event consumers, which may or may not include the supplanted default event
consumer. In one embodiment, extended event handler 90 calls one event
consumer at a time, in serial fashion, going from one event consumer to the next
until processing is complete. Retry information is stored and passed to initial
event handler 54, which maintains the event on posted event queue 56 if
processing was not completed. Extended event handler 90 allows multiple event
consumers to be added without altering the default event consumer code or call
routines. In this manner, processing is accomplished in an orderly fashion
without taking an extraordinary amount of computer system 20 processing time
Of MEMmOTY IeSOUICES.

Figure 2 is a block diagram illustrating an exemplary embodiment of
event management system 44 according to the present invention in
communication with event producers 46 and event consumers 48. Event
producers 46 can be any of the components of the computer system 20. Event
consumers 48 are programs, which process or handle the events. Event
management system 44 is called by operating system 42 to process events from
event producers 46. In turn, event management system 44 calls event consumers
48. Operating system 42 and event management system 44 are executed on CPU
22. Similarly, event consumers 48 are also executed on CPU 22. |

Event management system 44 includes a performance path application
program interface (API) 50 and an extended event AP1 52. Performance path
API 50 is in communication with all event producers 46a-46n. The number of
event producers 46a-46n in computer system 20 can be expanded to
accommodate the needs of the user. Performance path API 50 is in
communication with a subset of the event consumers 48, including event
consumers 48a-48n, which are tightly coupled to performance path AP150. The
number of event consumers 48a-48n can also be expanded to accommodate the

needs of the user.




10

15

20

25

30

Extended event API 52 can access all event consumers 48a-48z. Event
consumers 480-48z are consumers added to accommodate the needs of the user.
These additional event consumers 480-48z can add increased functionality to
computer system 20, such as debugging and testing functions. The number of
event consumers 480-48z can also be expanded to accommodate the needs of the
user.

One exemplary embodiment of performance path API 50 calls one of
event consumers 482a-48n or, in the alternative, extended event API 52.
Extended event API 52 calls selected ones of event consumers 48a-48z serially,
to process an event. The event consumers 48a-48z can be called in any order by
extended event API 52. After processing, extended event API 52 passes control
back to performance path API 50 and operating system 42.

In operation, operating system 42 receives an event from an event
producer 46 and calls event management system 44, Operating system 42 passes
the event information to performance path API 50, which receives the event for
subsequent event processing. To process the event, performance path API 50
calls either a particular one of event consumers 48a-48n or extended event API
52. The chosen one of event consumers 48a-48n or extended event API 52
attempts to process the event and passes a first response back to performance
path API 50. In one embodiment, the first response indicates that the event was
successfully processed, a retry is in order, or the event was moved and stored in-
memory 30.

If called, extended event API 52 calls one of event consumers 48a-48z
from a series of selected event consumers 48a-48z. The called one of event
consumers 48a-z attempts to process the event and if successful passes this
information to extended event API 52 in a second response. Extended event API
52 determines if any more event consumers 482-48z need to be called. If the
series of selected event consumers 48a-48z is complete, extended event AP1 52
passes a successful response to performance path API 50. Alternatively, if the
event is successfully processed and the series of selected event consumers 48a-
48z is not complete, extended event AP 52 calls the next event consumer 48 in

the series.
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Unsuccessful processing of an event results in a retry response passed to
extended event API 52 and performance path API 50. This same event is
processed by the same unsuccessful one of event consumers 48a-48z when event
management system 44 is next called by operating system 42. A moved
response received in the second response is passed on to performance path AP1
50.

Performance path API acts based on the first response from either one of
event consumers 482-48n or extended event API 52. If processing ié successful,
performance path API 50 either processes the next event or passes control back
to operating system 42. If processing is not successful, a retry is performed. To
initiate the retry, performance path API 50 passes control to operating system 42.
In this situation, event management system 44 attempts to process the same
event when next called by operating system 42. If the event is moved,
performance path API 50 either processes the next event or passes control to
operating system 42. A moved event will not be processed the next time event
management system 44 is called by operating system 42.

Figure 3 is a block diagram illustrating an exemplary embodiment of
performance path API 50 according to the present invention. Performance path
API 50 includes an initial event handler 54, a posted event queue 56, and an
event processor pointer table 58. Initial event handler 54 is in communication
with event producers 46a-46n and event consumers 48a-48n. Initial event
handler 54 has numerous functions. For example, initial event handler 54
controls posted event queue 56 and accesses event processor pointer table 58.
Initial event handler 54 receives events from event producers 46a-46n and posts
events to posted event queue 56. Initial event handler 54 also retrieves events
from posted event queue 56, uses event information to access event processor
pointer table 58 and calls event consumers 48a-48n. In another configuration,
initial event handler 54 is in communication with and calls extended event API
52, instead of one or more of event consumers 48a-48n.

Posted event queue 56 holds event information in event elements 60a-
60d. In one example embodiment, posted event queue 56 is a circular queue

with up to 256 elements in memory 30. However, posted event queue 56 can be
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other suitable sizes and can be adjusted to accommodate user needs. Also, other
embodiments of posted event queue 56 are not implemented as circular queues.
For example, other embodiments of posted event queue 56 include a linked list
queue and an array. Each event element 60a-60d contains information about an
event from one of the event producers 46a-46n.

Event processor pointer table 58 includes pointers to processors 62a-62n
for handling events. These processors for handling events are either event
consumers 48a-48n or extended event API 52. In one configuration, wherein
performance path API 50 does not call extended event API 52, the pointers 62a-
62n correspond directly, on a one to one basis, with the event consumers 48a-
48n (i.e., pointer 62a points to event consumer 48a, pointer 62b points to event
consumer 48b, .... and pointer 62n points to event consumer 48n). In this
configuration, each pointer 62 points to only one event processor.

Figure 4 is a block diagram illustrating one exemplary embodiment of a
method for posting and retrieving events from posted event queue 56. Initial
event handler 54 posts events to posted event queue 56 at a producer index 64
and retrieves events from posted event queue 56 at a consumer index 66.
Producer index 64 points to the next available space in posted event queue 56
(i.e., the element or space following event element 60d). After an event has been
posted, initial event handler 54 increments producer index 64 to point to the next
available space. Consumer index 66 points to the next event to be processed
(i.e., event element 60a). Initial event handler 54 increments consumer index 66
to remove one of event 60a-60d from posted event queue 56. With posted event
queue 56 implemented as a circular queue, events removed by incrementing
consumer index 66 are over-written by new events posted to posted event queue
56.

Figure 5 is a diagram illustrating one exemplary embodiment of an event
data structure 68 for the event elements 60a-60d in posted event queue 56.

Event data structure 68 includes an identification (ID) section 70, a sub-event
category section 72, and a data section 74. 1D section 70 is an index into event
processor pointer table 58. Accordingly, initial event handler 54 uses ID section

70 (i.e., the index) to select an appropriate one of pointers 62a-62n. Sub-event
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category section 72 contains information that categorizes the event into a
particular group. With group information, an event processor can handle all
events in a particular group in the same manner. Data section 74 includes
relevant event data or a pointer to relevant event data in memory 30. Event data
structure 68 is passed along for event processing.

Figure 6 is a diagram illustrating one exemplary embodiment of a first
response 80 to initial event handler 54. First response 80 is passed back to initial
event handler 54 from either one of event consumers 48a-48n or extended event
API 52. In one embodiment, first response 80 includes bit zero indicated at 82,
which indicates success with a zero and retry with a one. In one embodiment,
first response 80 also includes bit one indicated at 84, which indicates not moved
with a zero and moved with a one.

In operation, operating system 42 calls event management system 44 to
process new events and continue processing posted events 60a-60d. Initial event
handler 54 configures each new event into an event data structure 68 having an
ID section 70, a sub-event category section 72, and a data section 74. Initial
event handler 54 also checks each new event and, based on preprogrammed
criteria, either attempts processing the new event immediately or posts the new
event to posted event queue 56. To immediately process the new event, initial
event handler 54 calls an event processor, either one of the event consumers 48a-

48n or the extended event API 52. Initial event handler 54 passes event data

structure 68 to the event processor during the call operation. If the new event is

successfully processed or moved, the new event is never posted to posted event
queue 56. However, if a retry is indicated, initial event handler 54 posts the new
event to posted event queue 56. New events are posted to posted event queue 56
by placing the event data structure 68 in posted event queue 56 at the producer
index 64, which in one embodiment is the next available space in posted event
queue 56. In one embodiment, initial event handler 54 posts all new events to
posted event queue 56.

Initial event handler 54 uses consumer index 66 to process posted events
60a-60d from posted event queue 56. Initial event handler 54 retrieves one of

the events 60a-60d at the consumer index 66. Initial event handler 54 employs
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the ID section 70 from the retrieved event 60 as an index into event processor
pointer table 58 to thereby retrieve a selected pointer to a processor 62 from
event processor pointer table 58. Next, initial event handler 54 calls the event
processor pointed to by the selected pointer to the processor 62. This event
processor is either one of the event consumers 48a-48n or the extended event
API 52.

The following example operation is provided for better understanding of
event management system 44. Assume for this example that ID secﬁon 70 from
event 60a indexes the pointer to processor 62¢ in event processor pointer table
58. Assume further, that pointer to processor 62¢ points to event consumer 48c,
as illustrated in Figure 3. To begin, initial event handler 54 retrieves event 60a
from posted event queue 56 at the consumer index 66. Initial event handler 54
takes the ID section 70 from event 60a for an index. Since, for this example, ID
section 70 indexes pointer to processor 62c, initial event handler 54 retrieves
pointer to processor 62¢ from event processor pointer table 58. Next, initial
event handler 54 calls the event consumer 48c pointed to by pointer to processor

62c. As with immediate processing of a new event, initial event handler 54

passes the event data structure 68 to the event consumer 48¢ during the call
operation.

To continue the example, event consumer 48c attempts to process the
event 60a and passes first response 80 back to initial event handler 54. First
response 80 indicates success, retry, or moved. Where success is indicated,
initial event handler 54 increments the consumer index 66 to remove the
successfully processed event 60a from posted event queue 56. Initial event
handler 54 proceeds to either process the next event 60b or pass control back to
operating system 42. One reason control is passed back to operating system 42
is to limit the number of events that can be processed by event management
system 44 during any one call. Thus, in one embodiment, if a defined number of
events have already been processed by event management system 44 during the
current call, processing is returned to operating system 42.

When first response 80 indicates retry, initial event handler 54 does not

increment consumer index 66 and immediately passes control to operating
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system 42. In each of these situations, success and retry, memory 30 associated
with processing the event 60a is freed or released to the computer system 20
after first response 80 is received by initial event handler 54. In this manner,
event management system 44 keeps memory 30 free for use in computer system
20.

When first response 80 indicates moved, initial event handler 54
increments consumer index 66 to remove the event 60a from posted event queue
56. Initial event handler 54 proceeds to process the next event 60b or pass
control back to operating system 42. A moved response indicates that the event
60a has been moved to another queve. In one scenario, this is because the
resources needed for processing the event 60a are not available. Thus, posted
event queue 56 is not blocked by the moved event. Memory 30 associated with
a moved event is not freed.

Figure 7 is a block diagram illustrating an exemplary embodiment of
performance path API 50 configured to call extended event API 52.

Performance path API 50 includes initial event handler 54, posted event queue
56, and event processor pointer table 58. Initial event handler 54 is in
communication with event producers 46a-46n, event consumers 48a, 48b, 48d-
48n, and extended event API 52. In the configuration illustrated in Figure 7,
initial event handler 54 is not in direct communication with event consumer 48c,
because extended event handler 52 has taken the position previously occupied by
event consumer 48c. In other performance path API 50 configurations, extended
event handler 52 takes the place of any one, all or none of the event consumers
48a-48n.

Initial event handler 54 has numerous functions. For example, initial
event handler 54 controls posted event queue 56 and accesses event processor
pointer table 58. Initial event handler 54 receives events from event producers
46a-46n and posts events to posted event queue 56. Initial event handler 54 also
retrieves events from posted event queue 56, uses event information to access
event processor pointer table 58 and calls event consumers 48a, 48b, 48d-48n or

the extended event API 52.
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Posted event queue 56 holds event information in event elements 60a-
60d. In one example embodiment, posted event queue 56 is a circular queue with
up to 256 elements in memory 30. However, posted event queue 56 can be other
suitable sizes and can be adjusted to accommodate user needs. Also, other
embodiments of posted event queue 56 are not implemented as circular queues.
For example, other embodiments of posted event queue 56 include a linked list
queue and an array. Each event element 60a-60d contains information about an
event from one of the event producers 46a-46n.

Event processor pointer table 58 includes pointer to processor elements
62a-62n for handling events. In the configuration illustrated in Figure 7, the
processors for handling events are event consumers 48a, 48b, 48d-48n and the
extended event API 52. In this configuration, performance path API 50 calls the
extended event API 52 instead of event consumer 48c. For example, pointer 62a
points to event consumer 48a, pointer 62b points to event consumer 48D, pointer
62c points to the extended event API 52, pointer 62d points to event consumer
48d,...,and pointer 62n points to event consumer 48n.

Figure 8 is a block diagram illustrating one exemplary embodiment of
extended event API 52. Extended event API 52 includes an extended event
handler 90, an extended event lookup table 92, and an extended pointer table 94.
Extended event handler 90 has numerous functions. For example a call to
extended event API 52 is actually call to extended event handler 90. Extended ‘.
event handler 90 manages and retrieves entries from extended event lookup table
92. Extended event handler 90 retrieves pointers from extended pointer table 94.
Also, extended event handler 90 uses the retrieved pointers to call event
consumers 48a-48z.

Extended event lookup table 92 includes event entries that extended
event API 52 can process. These event entries include retry vectors 96a-96n and
head vectors 98a-98n. The retry vectors 96a-96b and head vectors 98a-n are
indexes into extended pointer table 94.

Extended pointer table 94 includes entries, which point to selected events
consumers 48a-48z. Each entry in extended pointer table 94 contains one of

event consumer pointers 100a-100n and a corresponding next pointer 102a-102n.
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Each one of event consumer pointers 100a-100n points to a corresponding one of
event consumers 48a-48z. Each one of next pointers 102a-102n points to one of
the entries in extended pointer table 94 to link one of event consumer pointers
100a-100n to another one of event consumer pointers 100a-100n. Event
management system 44 employs extended pointer table 94 to execute multiple
event consumers 48a-48z in a series for processing a single event.

Figure 9 is a diagram illustrating one embodiment of a second response
104 passed from one of event consumers 48a-482 to extended event handler 90.
Second response 104 includes a bit zero indicated at 106, a bit one indicated at
108, and a bit two indicated at 110. In one embodiment, bit zero indicated at 106
indicates success with a zero and retry with a one. In one embodiment, bit one
indicated at 108 indicates not moved with a zero and moved with a one. In one
embodiment, bit two indicated at 110 indicates pass to next with a zero and event
consumed with a one. Extended event handler 90 directs processing to the next
selected one of event consumers 48a-48z or back to initial event handler 54
using second response 104.

In operation, the operating system 42 calls the event management system
44 10 process new events and continue processing posted events 60a-60d. The
initial event handler 54 configures each new event into an event data structure 68
having an ID section 70, a sub-event category section 72, and a data section 74.
Initial event handler 54 also checks each new event and, based on
preprogrammed criteria, either atterpts processing the new event immediately
or posts the new event to posted event queue 56. To immediately process the
new event, initial event handler 54 calls an event processor, either one of the
event consumers 48a-48n or the extended event API 52. Initial event handler 54
passes event data structure 68 to the event processor during this call operation.
If the new event is successfully processed or moved, the new event is never
posted to posted event queue 56. However, if a retry is indicated, initial event
handler 54 posts the new event to posted event queue 56. New events are posted
to posted event queue 56 by placing the event data structure 68 in posted event

queue 56 at the producer index 64, which in one embodiment is the next
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available space in posted event queue 56. In one embodiment, initial event
handler 54 posts all new events to posted event queue 56.

Initial event handler 54 uses consumer index 66 to process posted events
60a-60d from posted event queue 56. Initial event handler 54 retrieves one of
the events 60a-60d at the consumer index 66. Initial event handler 54 employs
the ID section 70 from the retrieved event as an index into event processor
pointer table 58 to thereby retrieve a selected pointer to a processor 62 from the
event processor pointer table 58. Next, initial event handler 54 calls the event
processor pointed to by the selected pointer to the processor 62. This event
processor is either one of the event consumers 48a-48n or the extended event
API 52.

The following example operation includes a call to extended event API
52 and is provided for a better understanding of event management system 44.
Assume for this example that ID section 70 from event 60a indexes the pointer
to processor 62¢ in event processor pointer table 58. In addition, in the present
example assume further, that pointer to processor 62c points to extended event
API 52, as illustrated in Figure 7, not event consumer 48c. To begin, initial
event handler 54 retrieves event 60a from posted event queue 56 at the consumer
index 66. Initial event handler 54 takes the ID section 70 from event 60a for an
index. Since, for this example, ID section 70 indexes pointer to processor 62c,
initial event handler 54 retrieves the pointer to processor 62c¢ from event
processor pointer table 58. Next, initial event handler 54 calls extended event
API 52, instead of event consumer 48c. As with immediate processing of a new
event, initial event handler 54 passes the event data structure 68 to extended
event API 52 during the call operation. Processing continues with extended
event API 52.

A call to extended event API 52 is actually a call to extended event
handler 90, which continues processing by retrieving the ID section 70 from
event 60a. ID section 70 is used as an index into extended event lookup table
92. Extended event handler 90 retrieves the retry vector 96¢ from extended
event lookup table 92, as illustrated in Figure 8 by the dashed line and arrow

from extended event handler 90 to extended event lookup table 92. Initial event
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handler 90 determines if the retry vector 96¢ is null. If the retry vector 96¢ is not
null, extended event handler 90 uses the retry vector 96¢ to access extended
pointer table 94. However, if the retry vector 96¢ is null, extended event handler
90 retrieves the head vector 98c to access extended pointer table 94.

In the present example, the retry vector 96¢ is null and the head vector
98¢ is used to retrieve event consumer pointer 100a, as illustrated in Figure & by
the dashed line and arrow from the head vector 98c to event consumer pointer
100a. Event consumer pointer 100a points to any one of the event consumers
48a2-48z. Extended event handler 90 calls the selected one of event consumers
48a-48z for processing event 60a.

The one of event consumers 48a-48z called by extended event handler 90
passes a second response 104 to extended event handler 90. The second
response 104 indicates success or retry; not moved or moved; and pass to next or
event consumed. If second response 104 indicates success and event consumed,
extended event handler 90 passes a first response 80 indicating success to initial
event handler 54 and nothing is placed into the retry vector 96¢. Initial event
handler 54 increments the consumer index 66 to remove event 60a from posted
event queue 56 and either processes the next event 60b or passes control back to
operating system 42.

When the second response 104 indicates success and pass to next,
extended event handler 90 retrieves the next pointer 102a and accesses extended
pointer table 94 to retrieve event consumer pointer 100b. Event consumer |
pointer 100b is used by extended event handler 90 to call one of the event
consumers 48a-48z. Processing continues in the selected one of event
consumers 48a-48z, which passes another second response 104 to extended
event handler 90.

When the second response 104 indicates retry, extended event handler 90
sets the retry vector 96¢ to index event consumer pointer 100a. Next, extended
event handler 90 passes a first response 80 indicating retry back to initial event
handler 54. Initial event handler 54 does not increment the consumer index 66
and immediately passes control back to operating system 42. The next time

operating system 42 calls event management system 44, processing from posted
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event queue 56 continues with event 60a. Extended event API 52 is called and
the retry vector 96¢ is used to index event consumer pointer 100a. Extended
event handler 90 calls the same one of event consumers 48a-48z to resume
processing.

When the second response 104 indicates moved, extended event handler
90 does not set the retry vector 96¢ and passes a first response 80 indicating
moved to initial event handler 54. Initial event handler 54 increments the
consumer index 66 to remove event 60a from posted event queue 56. Initial
event handler 54 proceeds with processing the next event 60b or passes control
back to operating system 42.

As before, when the first response 80 indicates success or retry, memory
30 associated with processing event 60a is freed for use in computer system 20.
However, where the first response 80 indicates moved, memory 30 is not freed.

Figure 10 is a flow chart illustrating new event processing, including
immediately processing the new event and posting the new event, according to
one embodiment of the present invention. To start, as indicated at 200, an event
producer 46 generates a new event in computer system 20. Operating system 42
retrieves and stores the new event for the next time operating system 42 calls
event management systermn 44. At this time, as indicated at 202, operating
system 42 passes the new event information to performance path API 50 and
initial event handler (IEH) 54. Initial event handler 54 configures the event
information into an event data structure 68 and decides, at 204, whether to post
the new event. At 206, if the new event is posted, initial event handler 54 places
the event data structure 68 in posted event queue 56 at the producer index 64. At
214, initial event handler 54 then continues to process the next event in posted
event queue 56 or passes control to operating system 42. In one scenario,
however, initial event handler 54 has instructions to immediately process the
new event before posting the new event.

At 208, when the new event is processed before posting, initial event
handler 54 obtains the index and retrieves the pointer to a selected event
processor. At 210, initial event handler 54 then calls the event processor using

this pointer. This event processor can be cither one of the event consumers 48a-
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48n or the extended event API 52. In either situation, the event processor
attempts to process the new event and passes the first response 80 back to initial
event handler 54, which determines, at 212, if the first response 80 indicates
success or moved, as opposed to retry. If processing was successful or the new
event was moved, initial event handler 54 passes control back to operating
system 42 or proceeds to process the next event, as indicated at 214. On the
other hand, if the first response 80 indicates retry, initial event handier 54 posts
the event, at 206, by placing the new event data structure 68 into posted event
queue 56 at the producer index 64. From 206, initial event handler 54 processes
the next event or passes control to operating system 42, as indicated at 214.

Figure 11 is a flow chart illustrating event processing from posted event
queue 56 in one exemplary embodiment of performance path API 50, according
to one embodiment of the present invention. At 300, event processing begins
with operating system 42 calling performance path API 50 and initial event
handler 54 from the main loop of the operating system. After processing new
events and to continue processing posted events, initial event handler 54, at 302,
retrieves an event from posted event queue 56 at the consumer index 66. At 304,
initial event handler 54 employs the index from the selected event and looks up
the pointer to the corresponding event processor. Initial event handler 54 then
calls the event processor, at 306, which returns the first response 80 to initial
event handler 54, at 308. This first response 80 contains success, retry, and
moved indicators.

At 310, initial event handler 54 checks the success indicator. If event
processing was successful, initial event handler 54 updates the consumer index
66, at 312, to remove the event from posted event queue 56. Initial event
handler 54 then determines, at 314, if event processing is complete or the limit
has been reached. If processing is not complete, initial event handler 54, at 302,
retrieves the next event from posted event queue 56 and continues event
processing. However, if processing is complete or the limit has been reached,
initial event handler 54 passes control back to operating system 42, as indicated

at 316.
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When the first response 80 does not indicate success, initial event handler
54 determines, at 318, if the event was moved. If the event was not moved, retry
is indicated and control is passed to operating system 42, as indicated at 316. If
the event was moved, initial event handler 54 updates the consumer index 66, at
312, to remove the event from posted event queue 56. Event processing
continues as if the event had been successful.

Figures 12, 13, and 14 are flow charts illustrating event processing
through an exemplary embodiment of extended event API 52, according to one
embodiment of the present invention. At 400 in Figure 12, event processing
begins with operating system 42 calling performance path API 50 and initial
event handler 54 from the main loop of the operating system. By way of
example, assume that initial event handler 54 immediately begins processing
events from posted event queue 56. In another example, initial event handler 54
calls extended event API 52 while immediately processing a new event. At 402,
initial event handler 54 retrieves an event from posted event queue at the
consumer index 66. Initial event handler 42 employs the ID section 70 from the
retrieved event to use as an index into event processor pointer table 58. At 404,
initial event handler 54 looks up the pointer to an event processor, which in this
example is a pointer to extended event API 52 and thereby is actually a pointer
to extended event handler 90 in the extended event API. At 406, initial event
handler 54 uses the selected pointer to call extended event handler 90 for event:
processing. Event processing continues in extended event API 52 with extended
event handler 90.

Figure 13 is a flow chart illustrating event processing through the
exemplary embodiment of extended event API 52, according to one embodiment
of the present invention. Extended event handler 90 receives event data in the
call instruction from initial event handler 54. At 500, extended event handler 90,
employing the event ID section 70 as an index, retrieves a retry vector 96 from
extended event lookup table 92. At 502, extended event handler 90 checks the
retry vector 96 for a null condition. If the retry vector 96 is null, extended event

handler 90 uses a corresponding head vector 98, as indicated at 504.
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Alternatively, if the retry vector 96 is not null, extended event handler 90 uses \
the retry vector 96, as indicated at 506.

In one embodiment, extended event handler 90 makes a working copy of
the retry vector 96, and uses the copy of the retry vector 96. The retry vector 96
in extended event lookup table 92 is then cleared, at 508. Processing continues
with extended event handler 90 looking up the event consumer pointer from
extended pointer table 94, as indicated at 510, using the head vector 98 or the
retry vector 98. Extended event handler 90 calls the event consumer 48, at 512,
and the event consumer 48 responds to extended event handler 90 with a second
response 104, at 514. This second response 104 contains indicators for success
or retry; moved or not moved; and pass to next or event consumed.

At 516, extended event handler 90 checks the second response 104.
When the second response 104 indicates success, extended event handler 90, at
518, continues to check whether the event was consumed. If the event was
successfully processed and consumed, extended event handler 90 passes control
back to initial event handler 54, as indicated at 520. In this situation, extended

event handler 90 passes a first response 80 indicating success back to initial

event handler 54.

When the event was successfully processed but not consumed, extended
event handler 90, at 522, looks up the pointer to the next event consumer. At
524, extended event handler 90 checks the next pointer. If the next pointer is
null, processing is passed to initial event handler 54, at 520, with success
indicated. If the next pointer is not null, processing continues, at 510, with the
extended event handler 90 looking up the next event consumer pointer for
processing.

When the second response 104 indicates the event was not processed
successfully, at 516, the second response is further checked, at 526, to determine
if the event was moved. If the event was moved, processing is returned to initial
event handler 54, at 520, with moved indicated. However, if the event was not
moved a retry is indicated and extended event handler 90, at 528, sets the retry
vector 96 in extended event look up table 92. Processing is then returned to

initial event handler 54 with the retry indicator set, at 520. Thus, event
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processing is eventually returned from extended event handler 90 to initial event
handler 54.

Figure 14 is a flow chart illustrating event processing through the
exemplary embodiment of performance path API 50 after returning from
extended event API 52, according to one embodiment of the present invention.
At 600, processing returns to initial event handler 54 from extended event
handler 90 with the first response 80. Initial event handler 54 checks the first
response 80, at 602, to determine if event processing was successful. If event
processing was successful, initial event handler 54 updates the consumer index
66, at 604, to remove the event from posted event queue 56. At 606, initial event
handler 54 checks to determine if event processing is completed or if the limit
has been reached. If event processing is complete, initial event handler 54
passes control back to the main loop of operating system 42, as indicated at 608.

If event processing is not complete, initial event handler 54 processes the next

event in posted event queue 56, as indicated at 610.

When the first response 80, passed from extended event handler 90,
indicates event processing was not successful, initial event handler 54 checks, at
612, to determine if the event was moved. If the event was not moved, a retry is
indicated and initial event handler 54 returns processing to the main loop of
operating system 42, at 608. However, if the event was moved, processing
continues at 604 where initial event handler 54 updates the consumer index 66 to
remove the event from posted event queue 56. Initial event handler 54 then
checks to determine if processing is complete, at 606. If processing is complete,
control is passed to the main loop of operating system 42, at 608. If processing
is not complete, processing continues with the next event in posted event queue
56, as indicated at 610.

Although specific embodiments have been illustrated and described
herein for purposes of description of the preferred embodiment, it will be
appreciated by those of ordinary skill in the art that a wide variety of alternate
and/or equivalent implementations calculated to achieve the same purposes may
be substituted for the specific embodiments shown and described without

departing from the scope of the present invention. Those with skill in the
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chemical, mechanical, electro-mechanical, electrical, and computer arts will
readily appreciate that the present invention may be implemented in a very wide
variety of embodiments. This application is intended to cover any adaptations or
variations of the preferred embodiments discussed herein. Therefore, it is
manifestly intended that this invention be limited only by the claims and the

equivalents thereof.

The disclosures in United States patent application No.10/259,534
from which this application claims priority, and in the abstract accompanying

this application are incorporated herein by reference.
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CLAIMS

1. An event management system, arranged to operate on a computer
system having event producers and event consumers, the event management
system including:

an initial event handler program; and

an event queue having a first event, wherein the initial event handler
program is operable to retrieve the first event from the event queue for event
processing that returns a first response to the initial event handler program,
wherein the initial event handler program is operable to manage the first

event on the event queue based on the first response.

2. A system as in claim 1, including an event processor pointer in a
pointer table, wherein the initial event handler program is operable to use the

first event to look up the event processor pointer from the pointer table.

3. A system as in claim 2, wherein the first event includes an index into
the pointer table, wherein the initial event handler program is operable to use

the index to look up the event processor pointer.

4. A system as in claim 2, wherein the event processor pointer points to
one of the event consumers, wherein the initial event handler program is

operable to use the event processor pointer to call the event consumer.

5. A system as in claim 2 or 3, including an extended event handler
program wherein the event processor pointer points to the extended event
handler program, wherein the initial event handler program is operable to use
the event processor pointer to call the extended event handler program for

further event processing.
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6. A system as in claim 5, including an extended event in an extended
event lookup table, wherein the extended event handler program is operable

to retrieve the extended event for further event processing.

7. The event management system of claim 6, including extended points
in an extended pointer table, wherein the extended event handler program is
operable to use the extended event to look up one extended pointer from the

extended pointer table.

8. A system as in claim 7, wherein the extended event includes a retry
vector and a head vector indexing extended pointers in the extended pointer
table, wherein the extended event handler program is operabie to use the retry
vector to look up a first extended pointer unless the retry vector is null,
wherein the head vector is used to look up a second extended pointer where

the retry vector is null.

9. A system as in claim 6, wherein the extended event includes a retry
vector and a head vector, wherein the head vector relates to the beginning of
a chain of event consumers and the retry vector relates to where processing

left off in the chain of event consumers.

10. A system as in any one of claims 5 to 9, wherein the extended event
handler program is operable to receive a second response, which includes

event processing result indicators.

11. A system as in claim 10, including an extended pointer table having
extended pointers including an event consumer pointer and a next event
consumer pointer, wherein the extended event handler program is operable to
use the next event consumer pointer for further event processing where the

second response indicates success and pass to next.
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12. A system as in claim 10 or 11, wherein the second response indicates
success and consumed, and the extended event handler program is operable to

return success in the first response to the initial event handler program.

13. A system as in claim 10 or 11, wherein the second response includes
retry, wherein the extended event handler program is operable to.return retry

in the first response to the initial event handler program.

14. A system as in any preceding claim, wherein when the first response
indicates retry the initial event handler program is operable to leave the first
event in the event queue; and/or when the first response is success or moved
the initial event handler program is operable to remove the first event from
the event queue; and/or when the first response is success or retry the initial
event handler program is operable to free memory associated with the first

event.

15. A system as in any preceding claim, wherein a second event is
received by the initial event handler program from the event producers,
wherein the initial event handler program is operable to post the second event

to the end of the event queue.

16. A system as in claim 15, wherein the initial event handler program is
operable to post the second event to the event queue in an event data structure

having an ID section, a sub-category section and a data section.

17. A method of managing events in a computer system having event
producers and event consumers, including the steps of:
retrieving an event from an event queue, wherein the event queue has

at least one event from one of the event producers;
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calling an event processor for processing the retrieved event and
returning a first response;

receiving the first response from the event processor, wherein the
first response indicates a result of processing the retrieved event; and

managing the retrieved event on the event queue based on the first

response.

18. A method as in claim 17, wherein calling an event processor

comprises calling one of the event consumers.

19. A method as in claim 17, wherein calling an event processor
comprises:

calling an extended event handler program; and

executing the extended event handler program, wherein executing the

extended event handler program includes calling a chain of event consumers.

20. A method as in claim 19, including the steps of:
looking up an extended event from an extended event lookup table;
analyzing the extended event for an indexing vector; and
looking up an extended pointer using the indexing vector, wherein

calling the chain of event consumers includes using the extended pointer.

21. A method as in claim 22, wherein analyzing the extended event for an
indexing vector includes:
determining if a retry vector is null, wherein the retry vector indicates
which event consumer in the chain of event consumers processing left off at;
retrieving the retry vector where the retry vector is not null; and
retrieving a head vector where the retry vector is null, wherein the

head vector indicates the beginning of the chain of event consumers.
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22, A method as in claim 19, 20 or 21, including receiving a second
response from one of the event consumers in the chain of event consumers,

wherein the second response indicates the results of event processing.

23. A method as in claim 22, including:

looking up an extended pointer entry having an event consumer
pointer and a next event consumer pointer; and

using the next event consumer pointer where the second response

indicates success and pass to next.

24, A method as in any one of claims 17 to 23, wherein managing the
retrieved event includes leaving the retrieved event on the queue or removing

the retrieved event from the queue based on the first response.

25. A method as in any one of claims 17 to 24, wherein retrieving an
event includes retrieving a consumer index that points to the event in the

event queue and indexing the event in the event queue using the consumer

index.

26. A method as in any one of claims 17 to 25, including:
receiving an event from one of the event producers;
organizing the event into an event data structure; and
posting the event data structure to the event queue.

27. A computer system, including:

memory storing an initial event handler program and an event queue,
wherein the initial event handler program has instructions including event
queue posting instructions, event queue retrieving instructions and event

queue management instructions; and
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a processor operable to execute the initial event handler program,
wherein the processor is operable to execute the event queue posting
instructions to post a new event to the event queue and wherein the processor
is operable to execute the event queue retrieving instructions to retrieve a
posted event from the event queue for event processing that returns a first
response to the processor, wherein the processor is operable to execute the
event queue management instructions to manage the retrieved event on the

event queue based on the first response.

28. A computer system as in claim 27, wherein the memory includes a
pointer to event processing in a pointer table and the processor is operable to
execute the initial event handler program to analyze the retrieved event and

look up the pointer to event processing.

29. A system as in claim 27 or 28, wherein when the first response is
retry the processor is operable to execute the even queue management

instructions to leave the retrieved event on the event queue.

30. A system as in claim 27, 28 or 29, wherein when the first response is
success or moved and the processor is operable to execute the event queue

management instructions to remove the retrieved event from the event queue.

31. A system as in any one of claims 27 to 30, wherein when the first
response is success or retry the processor is operable to execute the initial

event handler program to free memory associated with the retrieved event.

32. A system as in any one of claims 27 to 31, wherein the memory
includes an extended event handler program and the processor is operable to
execute the initial event handler program to call the extended event handler

program, which returns the first response.
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33, A system as in claim 34, wherein the processor is operable to execute

the extended event handler program to call more than one event consumer.

34. An event management system substantially as hereinbefore described

with reference to and as illustrated in the accompanying drawings.

35. A method of managing events in a computer system substantially as
hereinbefore described with reference to and as illustrated in the

accompanying drawings.
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