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PAIRING WITH COMPANION DEVICE

CROSS-REFERENCE TO RELATED APPLICATIONS
[0001] This application claims the benefit of priority to U.S. Patent Application
Number 62/509,427, filed May 22, 2017, entitled “PAIRING WITH COMPANION

DEVICE,” the content of which is hereby incorporated by reference herein in its entirety.

FIELD
[0062] The present disclosure relates to systems and methods for secure data
transfer, and in particular to systems and methods for device pairing and authentication for

secure data transfer.

BACKGROUND

{6003] To securely transfer data between a user device {e.g., a head mounted
display) and a companion device {e.g., another user device, such as a mobile device or a
totem), the user device and the companion device need to pair to each other. The process of
pairing to each other can include the user device authenticating that the companion device is
authorized to communicate with the user device. After authentication, the user device and
the companion device can establish shared information or data (e.g., a shared key, shared
secret, or shared signing key) which can be used to encrypt data being transferred between
these two devices. Conventional pairing processes between devices can be cumbersome and
involve multiple steps such as typing in a personal identification number (PIN) on both

devices.

SUMMARY
{6004] In onc aspect, a wearable display system is disclosed. The wearable
display system comprises: an image capture device configured to capture images of a
companion device; non-transitory computer-readable storage medium configured to store the
images of the companion device and executable instructions; and a processor in

communication with the image capture device and the non-transitory computer-readable
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storage medium, the processor programmed by the executable instructions to: receive a first
image of a first optical pattern displayed by the companion device captured by the image
capture device, wherein the first optical pattern is generated by the companion device based
on first shared data; extract first data from the first optical pattern in the received first image;
and authenticate the companion device based on the first data extracted from the first optical
pattern.

|6005] in another aspect, a method for device authentication is disclosed. The
method is under control of a hardware processor and comprises: receiving a data object via a
communication channel; receiving an image of an optical pattern displayed by a companion
device, wherein the optical pattern is generated by the companion device using shared data;
extracting first data from the optical pattern in the received image; generating a
transformation of the data object using the first data; and transmitting the transformation of
the data object via the communication channel to the companion device for authentication.

[6006] In yet another aspect, a head mounted display system is disclosed. The
head mounted display system comprises: non-transitory computer-readable storage medium
storing executable instructions; and a processor in communication with the non-transitory
computer-readable storage medium, the processor programmed by the executable instructions
to: receive a first communication from a device, wherein the first communication is generated
by the device based on first shared data; extract first data from the first communication; and
authenticate the device based on the first data extracted from the first communication.

[8007) In a further aspect, a head mounted display system is disclosed. The head
mounted display system comprises: non-transitory computer-readable storage medium storing
executable instructions; and a processor in communication with the non-transitory computer-
readable storage medium, the processor programmed by the executable instructions to:
receive a first communication comprising a first data object from a first device, wherein the
first communication is generated based at least partly on first shared data, wherein the first
device i1s configured to send the first shared data to a third device; receive a second
communication comprising a second data object from a second device, wherein the second
communication is generated based at least partly on second shared data, wherein the second

device is configured to send the second shared data to the third device; transmit the first data
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object and the second data object to the third device, wherein the third device is configured to
authenticate the head mounted display system, the first device, and the second device based at
least partly on the first shared data from the first device, the second shared data from the
sccond device, the first data object from the head mounted display system, and the second
data object from the head mounted display system; and receive a third communication
comprising a third data object from the third device, wherein the third data object indicates
the third device has successfully authenticated the head mounted display system, the first
device, and the second device.

[6008] Disclosed herein are systems and methods for device authentication. In
some embodiments, after receiving an image of an optical pattern displayed by a device based
on shared information, the system or method can extract information from the optical pattern
in the image received. The method can authenticate the device based on the information
extracted from the optical pattern.

[6009] Details of one or more implementations of the subject matter described in
this specification are set forth in the accompanying drawings and the description below.
Other features, aspects, and advantages will become apparent from the description, the
drawings, and the claims. Neither this summary nor the following detailed description

purports to define or limit the scope of the subject matter of the disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[6010] Figure (FIG.) 1 illustrates device authentication, according to one
embodiment.

{0011} FIG. 2 is an interaction diagram illustrating device authentication using
shared information or data from a user device, according to one embodiment.

[0612] FIG. 3 is an interaction diagram illustrating device authentication using a
challenge text, according to one embodiment.

{0013} FIG. 4 is an interaction diagram illustrating device authentication using
shared information or data generated by a companion device, according to one embodiment.

[0014] FIG. § shows a flow diagram of a device authentication method, according

to one embodiment.
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[0015] FIG. 6 illustrates device authentication, according to one embodiment.

{0816} FIG. 7 is an interaction diagram illustrating device authentication between
a user device and two companion devices using visual patterns generated by the two
companion devices.

[0017] FIG. 8 is an interaction diagram illustrating device authentication between
a user device and two companion devices using visual patterns generated, at least in part, by
one or more devices on the cloud.

[0918] FIG. 9 depicts an illustration of an augmented reality scenario with certain
virtual reality objects, and certain actual reality objects viewed by a person, according to one
embodiment,

[0019] FIG. 10 illustrates an example of a wearable display system, according to
one embodiment.

[0020] FIG. 11 itlustrates aspects of an approach for simulating three-dimensional
imagery using multiple depth planes, according to one embodiment.

|80621]) FIG. 12 illustrates an example of a waveguide stack for outputting image
information or data to a user, according to one embodiment.

[0022] FIG. 13 shows example exit beams that may be outputted by a waveguide,
according to one embodiment.

[0023] FIG. 14 is a schematic diagram showing a display system, according to
one embodiment.

[0024] Throughout the drawings, reference numbers may be re-used to indicate
correspondence between referenced elements. The drawings are provided to illustrate
example embodiments described herein and are not intended to limit the scope of the

disclosure.

DETAILED DESCRIPTION
Overview
[0025] A wearable display system such as a head mounted display (HMD) may be
configured to work with a companion device such as a handheld, user-input device {e.g., a

totem). In order for the HMD and the companion device to be able to work together (e.g., to
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exchange information or data wirelessly), the companion device and the HMD may need to
first be paired with cach other. The present disclosure provides systems and methods for
pairing such devices.

[{6026] The HMD can include an outward-facing image capture device, such as a
camera, which can image an environment of a user of the HMD. The image capture device
can be used to capture and obtain information or data (e.g., a key or secret) displayed on the
companion device {e.g., a totem with a display or a light source) in order to establish shared
information or data (e.g., a shared key, a shared secret, or a signing key) between the HMD
and the companion device. The shared data can in turn be used by the HMD or the
companion device to encrypt/decrypt data for/from a securc data transfer. Systems and
methods for efficient and secure device pairing and authentication are disclosed.

[6027] FIG. 1 illustrates device authentication, according to one embodiment. A
user device 104 can authenticate a companion device, such as a totem 108a {e.g., functioning
as a virtual user input device) or a cellphone 108b. For the totem 108a, a user may usc a
thumb to interact with an input surface (c.g., a touchpad) of the totem 108a and may use other
fingers to hold the totem 108a. The user device 104 can be a HMD, a wearable display
system, a tablet computer, a cellphone, or a mobile device. The companion device {e.g., the
totem 108a and/or the cellphone 108b) can be a HMD, a wearable display system, a tablet
computer, a totem, or a mobile device. Examples of HMD and totems are described below
with reference to Figures (FIGS.) 9-14.

{0028] The user device 104 and the totem 108a may communicate wirelessly over
a radio frequency (RF) communication channel {(e.g., WiFi, Bluetooth, etc.). Communication
within the bandwidth of the RF channel is generally referred to as in-band communication
and may represent the primary communication channel between the two devices. The user
device 104 and the totem 108a may also be configured to communicate over a second,
different communication channel (e.g., an optical channel, an acoustic channel, a near-field-
communication {NFC) channel, etc.). Such communication is generally referred to as out-of-
band (OGOB) communication.

[6029] With reference to FIG. 1, the user device 104 can receive out-of-band

communication 112 from a companion device {e.g., the totem 108a and/or the cellphone
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108b). The out-of-band communication 112 can include an optical communication (e.g., a
one-dimensional code, such as a barcode, or a two-dimensional code, such as a quick
response {QR) code), an audio communication (e.g., inaudible to human ears or ultrasonic), a
spoken phrase (e.g., an alphanumeric phrase), one or more spectral qualities of a spoken
phrase, biometric information or data (e.g., iris codes) of a user, or any combination thereof.
An optical communication can include a visual communication (in a wavelength band
perceptible to human users, such as, from about 400 nm to 700 nm) or a non-visual
communication {e.g., in the infrared or ultraviolet wavelength bands). The user device 104
can receive the out-of-band communication 112 through explicit user interaction or no
explicit user interaction. For example, the user device 104 may be in the pairing mode and
receive the out-of-band communication 112 automatically. As another example, the user
device 104 can be constantly monitoring its surrounding using its camera to determine the
presence of the visual communication on the companion device.

[6030] A companion device (e.g., the totem [08a and/or the cellphone 108b) can
generate and display a visual pattern using its display or another optical device. For example,
the totem 108a can have a green light-emitting diode (1.LED) 116a and a red LED 116b. The
totem 108a can display the visual pattern using the two LEDs. For example, to display the
number “57,” the totem 108a can blink the green LED five times and the red LED seven
times. The user device 104 can, using its image capture device, capture this pattermn and
extract the number “57” from the captured pattern using a computer vision technigue. The
totem 108a can generate the visual pattern: and the user device 104 can extract from the visual
pattern based on a predetermined protocol. For example, the predetermined protocol can
specify that the shared data is the sum of the number of times the red LED 116b blinks and
ten times the number of times the green LED 116a blinks. Advantageously, the totem 108a
does not need to include an image capture device or a microphone for the user device 104 to
authenticate the companion device 108.

{0031} As another example, the cellphone 108b can display the number “57” on
its display 120. The number “57” can be displayed as a part of a two-dimensional code, such
as a (JR code, or a two-dimensional pattern. The user device 104 can, using its image capture

device, capture the number, two-dimensional code, or two-dimensional pattern displayed.
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The user device 104 can extract the number “57” from the captured image using a computer
viston technigque. The cell phone 108b can generate a visual pattern and the user device 104
can extract from the visual pattern based on a predetermined protocol. Advantageously no

user input or initiation may be required for device authentication.

Example Device Authentication Using Shared Data from a User Device

{0032} in some embodiments, shared information or data {e.g., a shared secret, a
shared key, or a signing key) can be sent by a user device 104 and received by a companion
device 108. FIG. 2 is an interaction diagram illustrating device authentication using shared
data from a user device, according to one embodiment. The user device 104 can generate
shared data at interaction 204. For example, the user device 104 can generate a value
randomly. As another examiple, the shared data can be predetermined. Subsequently, the
user device 104 can transmit the shared data to the companion device 108 at interaction 208.
For example the user device 104 can transmit a stream of bytes containing the value to the
companion device 108 at interaction 208 via a communication channel. The communication
channel can be a wireless communication channel, such as a Wi-Fi communication (e.g., at
about 2.4 GHz or 5 GHz) or a near field communication {NFC) channel (e.g., at about 14
MHz). In some embodiments, the communication channel can be an in-band communication
channel that can be used for subsequent secure data transfer.

{0033] The shared data can be generated by the user device 104. Alternatively or
additionally, the shared data can be generated by or based on a user of the user device 104
and/or the companion device 108 trying to pair the two devices. For example, the shared data
can include a spoken phrase of the user trying to pair the two devices, such as an
alphanumeric phrase, or one or more spectral qualities of the spoken phrase. The user device
104 and the companion device 108 can each capture the spoken phrase using their respective
microphone. The user device 104 and the companion device 108 can obtain the phrase in the
spoken phrase using a speech recognition technique. Examples of speech recognition
techniques are described herein with reference to FI(G. S.

[0034] As another example, the shared data can include biometric information or

data of a user of the user device 104 and/or the companion device 108 trying to pair the two
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devices. The user device 104 and the companion device 108 can each capture an image of an
eye of the user. The user device 104 and the companion device 108 can each extract or
generate a biometric template, such as an iris code, based on the image of the eye of the user
each captured. Iris codes can be computed in a variety of ways. For example in some
embodiments, iris codes can be generated according to algorithms developed by John
Daugman for iris biometrics (see, e.g., U.S. Patent No. 5,291,560). For example, the iris
code can be based on a convolution of an image of an iris of the eye (e.g., in polar
coordinates) with two dimensional bandpass filters (e.g., Gabor filters), and the iris code can
be represented as a two bit number {e.g., whether the response to a particular Gabor filter is
positive or negative).

[0035] The companion device 108 receives shared data from the user device 104,
For example, the companion device 108 can receive a stream of bytes containing a value via
the communication channel. After receiving the shared data, the companion device 108 can
generate a transformation of the shared data at interaction 212. For example, the companion
device 108 can generate a visual pattern based on the value at interaction 212. The visual
pattern can be a one-dimensional pattern (e.g., a barcode) or a two-dimensional pattern (e.g.,
a QR code). As another example, the companion device [08 can generate audio signals,
including audio signals that are inaudible to human ears such as ultrasonic audio signals. The
audio signals may be recorded by a microphone of the user device 104, even if the audio
signals are inaudible to human ears.

{0036} The companion device 108 can communicate the transformation of the
shared data to the user device 104 via an out-of-band communication channel at interaction
216. For example, the companion device 108 can display the visual pattern at interaction 216
using its display or another optical device {e.g., a light source). As another example, the
companion device 108 can transmit the audio signals at interaction 216 using its speakers.
The user device 104 can receive the transformation of the shared data through explicit user
interaction. For example, the user of the user device 104 can select when a camera of the
user device 104 captures the visual pattern or when a microphone of the user device 104
records the audio signals. Alternatively or in addition, the user device 104 can receive the

transformation of the shared data through no explicit user interaction. For example, the user
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device 104 may be in the pairing mode and receive the communication automatically. As
another example, the user device 104 can be constantly monitoring its surrounding using its
carnera and/or microphone to determine the presence of the visual signals on the cornpanion
device 108 and/or any audio signals transmitted by the companion device 108.

[{6037) Subsequently, the user device 104 can extract the shared data from the
received transformation at interaction 220. In one example, the companion device 108 can
display the visual pattern, generated based on the value, using its display or another optical
device (e.g., a light source). The optical device may emit human-perceivable visual light or
non-visual light {(e.g., infrared or ultraviolet). If the companion device 108 is a totem (e.g.,
the totem 108a) with a green light-emitting diode {LED) and a red LED, the companion
device 108 can display the visual pattern using the two LEDs. The user device 104 can,
using its image capture device, capture the visual pattern and extract a number or a value
from the visual pattern capture using a computer vision technique at interaction 220. It the
companion device 108 is a cellphone {e.g., the cellphone 108b) with a display, the companion
device 108 can display the visual pattern on its display. The user device 104 can, using its
image capture device, capture the visual pattern displayed and extract a number from the
visual pattern capture using a computer vision technigue at interaction 220. Examples of
computer vision recognition techniques are described herein with reference to FIG. S.

[6038] The user device 104 can verify consistency of the shared data sent to the
companion device 108 (e.g., the shared data transmitted to the companion device 108 at
interaction 208) and the shared data received and extracted (e.g., the shared data
communicated by the companion device 108 at interaction 216 and subsequently extracted by
the user device 104 at interaction 220} at interaction 224. If the consistency of the shared
data is verified, then the companion device 108 is authenticated to the user device 104. For
example, if the user device 104 sent a number to the companion device 108 at interaction
208, the user device 104 can verify at interaction 224 that the number extracted at interaction
220 1s the same number. As another example, the iris codes generated by the user device 104
and the companion device 108 may be sufficiently similar. Because of the variability of iris
codes, consistency of the shared data based on iris codes can allow a certain amount of

variability.
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[0039] After authentication of the companion device 108 to the user device 104,
the user device 104 and the companion device 108 can transfer data between each other
securely. In some embodiments, the user device 104 can be authenticated to the companion
device 108. At interaction 228, the companion device 108 can generate new shared
information or data {e.g., a new shared secret or a new shared key), as compared to the shared
data transmitted by the user device 104 to the companion device 108 at interaction 208. For
example, the companion device 108 can generate a new value, as compared to the value
transmitted as a stream of bytes at interaction 208.

[6040] After generating the new shared data at interaction 228, the companion
device 108 can generate a new transformation of the new shared data at interaction 232, as
compared to the transformation generated at interaction 212. For example, the companion
device 108 can generate a new visual pattern {e.g., a one-dimensional or two-dimensional
code) or new audio signals at interaction 232 based on the new value. As another example,
the companion device 108 can generate audio signals at interaction 232 based on the new
value.

[0041} The companion device 108 can communicate the new transformation of
the new shared data to the user device 104 via an out-of-band communication channel at
interaction 236 (e.g., the out-of-band communication channel used at interaction 216). For
example, the companion device 108 can display the visual pattern at interaction 236 using its
display or another optical device (e.g., a light source). As another example, the companion
device 108 can transmit the audio signals at interaction 236 using its speakers. The user
device 104 can receive the transformation of the shared data through explicit user interaction
or no explicit user interaction as discussed with reference to interaction 216.

[6042] Subsequently, the user device 104 can extract the new shared data from the
received new transformation at interaction 240. In one example, the companion device 108
can display the new visual pattern, generated at interaction 232 based on the new value, using
its display or another optical device. After extracting the new shared data from the received
new transformation at interaction 240, the user device 104 can transmit the new shared data
to the companion device 108 at interaction 244. For example, the user device 104 can

transmit a stream of bytes containing the new value at interaction 244 via a communication
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channel. The communication channel can be a wireless communication channel, such as a
Wi-Fi communication or a near field communication (NFC) channel. The communication
channel can be an in-band communication channel that can be used for subsequent secure
data transter and/or the communication channel used at interaction 208.

[8043]) The companion device 108 can verify consistency of the new shared data
sent to the user device 104 (e.g., the new shared data communicated to the user device 104 at
interaction 236) and the received new shared data (e.g., the new shared data extracted by the
user device 104 at interaction 240 and subsequently transmitted to the companion device 108
at interaction 244) at interaction 248. If the consistency of the new shared data is verified,
then the user device 104 is authenticated to the companion device 108. For example, if the
new transtformation sent by the companion device 108 to the user device 104 at interaction
236 1s a number, the companion device 104 can verify at interaction 248 that the same
number is received.

{6044 Advantageously, the companion device 108 does not need to include an
image capture device or a microphone for the user device 104 to be authenticated to the
companion device 108. For example, the companion device 108 can be a simple totem (e.g.,
the totem 108a) with two LEDs of different colors or with a speaker for out-of-band
communication. Although FIG. 2 illustrates that the companion device 108 is authenticated
to the user device 104 first, in some embodiments, the user device 104 can be authenticated

to the companion device 108 first.

Example Device Authentication Using a Challenge Object

[6045] In some embodiments, a companion device 108 can authenticate a user
device 104 using a challenge object (e.g., a challenge text). FIG. 3 is an interaction diagram
illustrating device authentication using a challenge text, according to one embodiment. The
companion device 108 can transmit an information or data object {e.g., a challenge text) to
the user device 104 at interaction 304. For example, the companton device 108 can transmit
a stream of bytes containing a challenge text to the user device 104 at interaction 304 via a

communication channel. The communication channel used for transmitting the data object

-11-



WO 2018/217542 PCT/US2018/033242

can be a wireless communication channel, such as a Wi-F1 communication or a near field
communication {NFC) channel.

[0046] After transmitting the challenge text at interaction 304, the companion
device 108 can generate shared information or data (e.g., a shared secret, a shared key, or a
signing key) at interaction 308. For example, the companion device 108 can generate the
shared data randomly. As another example, the shared data can be predetermined.

{0047] After generating the shared data at interaction 308, the companion device
108 can generate a transformation of the shared data at interaction 312. For example, the
companion device 108 can generate a visual pattern (e.g., a one-dimensional pattern, or a
two-dimensional pattern) or audio signals (e.g., supersonic audio signals or audio signals
inaudible to human ears) at interaction 312 based on the shared data generated at interaction
308.

[0048] The companion device 108 can communicate the transformation of the
shared data to the user device 104 via an out-of-band communication channel at interaction
316. The out-of-band communication channel can be a visual communication channel for
transmitting the visual pattern or an audio communication channel for transmitting the audio
signals. For example, the companion device 108 can display the visual pattern at interaction
316 using its display or another optical device (e.g., a light source}. As another example, the
companion device 108 can transmit the audio signals at interaction 316 using its speakers.
The user device 104 can receive the transformation of the shared data through explicit user
interaction or no explicit user interaction, as discussed with reference to interaction 216.

[6049] Subsequently, the user device 104 can extract the shared data from the
received transformation at interaction 320. In one example, the companion device 108 can
display the visual pattern: at interaction 316 using its display or another optical device (e.g.,
two LEDs of different colors). The user device 104 can capture an image of the visual
pattern and extract the shared data from the visual pattern received using a computer vision
technique at interaction 320. As another example, the companion device 108 can
communicate the audio signals at interaction 316 using its speaker. The audio signals may be

recorded by a microphone of the user device 104, even if the audio signals are inaudible to
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human ears. The user device 104 can extract the shared data in the audio signals at
interaction 320.

[0050] The user device 104 can generate a transformation of the data object using
the shared data at interaction 324. For example, the user device 104 can generate a hash (e.g.,
secure hash algorithm (SHA})-2) of the challenge text using the shared data at interaction 324.
As another example, the user device 1034 can encrypt the challenge text using the shared key
at interaction 324.

{0051} The user device 104 can transmit the transformation of the data object
generated at interaction 324 to the companion device 108 at interaction 328. The
communication channel used for transmitting the data object from the user device 104 to the
companion device 108 can be a wireless communication channel, such as a Wi-Fi
communication, or a near field communication {NFC) channel. The communication channels
at interactions 304 and 328 can be the same in some implementations. In some
embodiments, the communication channel used for transmitting the transformation of the
data object can be an in-band communication channel that can be used for subsequent secure
data transfer.

[0052] The companion device 108 receives the transformation of the data object
from the user device 104. Prior to or after receiving the transtormation of the data object, the
companion device 108 can generate a transformation of the data object using the shared data
at interaction 332. For example, the companion device 108 can generate a hash of the
challenge text using the shared data at interaction 332. As another example, the companion
device 108 can encrypt the challenge text using the shared key at interaction 332.

[0053] The companion device 108 can verify consistency of the shared data
generated at interaction 332 and the shared data received from the user device 104. If the
consistency of the shared data is verified, then the user device 104 is authenticated to the
companion device 108. For example, if the hash received by the companion device 108 from
the user device 104 is a number, the companion device 104 can verify that the hash generated
at interaction 332 is also the same number. After authentication, the user device 104 and the

companion device 108 can transfer data between each other securely.
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[0054] Advantageously, the companion device 108 does not need to include an
image capture device or a microphone for the user device 104 to authenticated the companion
device 108. For example, the companion device 108 can be a simple totem with two LEDs
of different colors or with a speaker for out-of-band communication. Although FIG. 3
illustrates that the companion device 108 authenticates the user device 104, in some
embodiments, the user device 104 can authenticate the companion device 108 using the

method illustrated in FIG. 3.

Example Device Authentication Using Shared Data Generated by a Companion Device

[0055] In some embodiments, a user device 104 can authenticate a companion
device 108 after receiving shared information or data {e.g., a shared secret, a shared key, or a
signing key), generated by the companion device 108, in a transformed form. FIG. 4, is an
interaction diagram illustrating device authentication using shared data generated by the
companion device 108, according to one embodiment. The companion device 108 can
generate shared data (e.g., a shared secret, a shared key, or a signing key) at interaction 404.
For example, the companion device 108 can generate a signing key randomly. As another
example, the shared data can be predetermined. The length of the signing key can be, for
example, 64, 128, 256, 512, 1024, or more bits.

{8056] After generating the shared data at interaction 404, the companion device
108 can generate a transformation of the shared data at interaction 408. For example, the
companion device 108 can generate a visual pattern (e.g., a one-dimensional pattern or a two-
dimensional pattern) or audio signals (e.g., supersonic audio signals or audio signals
inaudible to human ears) at interaction 408 based on the shared data generated at interaction
404. The visual pattern can be a one-dimensional pattern {(e.g., a barcode) or a two-
dimensional pattern {e.g., a QR code).

[6657] The companion device 108 can communicate the transformation of the
shared data to the user device 104 via an out-of-band communication chanuel at interaction
412, The out-of-band communication channel can be a visual communication channel for
transmitting the visual pattern or an audio communication channel for transmitting the audio

signals. For example, the companion device 108 can display the visual pattern at interaction
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412 using its display or another optical device (e.g., a light source). As another example, the
companion device 108 can transmit the audio signals at interaction 412 using its speakers.
The user device 104 can receive the transformation of the shared data through explicit user
interaction or no explicit user interaction, as discussed with reference to interaction 216.

[0058] Subsequently, the user device 104 can extract the shared data from the
received transformation at interaction 416. In one example, the companion device 108 can
display the visual pattern at interaction 412 using its display or another optical device {e.g.,
two LEDs of different colors). The user device 104 can capture an image of the visual
patiern and extract the shared data from the visual pattern received using a computer vision
technique at interaction 416. As another example, the companion device 108 can
communicate the audio signals using its speaker at interaction 412. The audio signals may be
recorded by a microphone of the user device 104, even if the audio signals are inaudible to
human ears. The user device 104 can extract the shared data in the audio signals at
interaction 416.

[0059] The companion device 108 can generate the transformation of the shared
data at interaction 408 and the user device 104 can extract the shared data at interaction 416
based on a predetermined protocol. For example, the companion device 108 can blink its
green LED five times and its red LED seven times, based on a predetermined protocol, if the
shared data 1s the number “57.” The user device 104 can extract the number “57” from the
blinking pattern based on the predetermined protocol. The predetermined protocol can
specity that the shared data is the sum of the number of times the red LED blinks and ten
times the number of times the green LED blinks.

[6060] The companion device 108 can generate a transformation of another
shared information or data {also referred to as second shared information or data) at
interaction 420 using the shared data (also referred to as first shared data) generated by the
companion device 108 at interaction 404. For example, the companion device 108 can
encrypt its public key using the signing key generated by the companion device 108 at
interaction 404.

[0061] The companion device 108 can transmit the transformation of the other

shared data {(e.g., the second shared data) to the user device 104 at interaction 424. For
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example, the companion device 108 can transmit the encrypted public key to the user device
104 at interaction 424. The communication channel used for transmitting the encrypted
public key can be a wireless communication channel, such as a Wi-Fi communication or a
near field communication (NFC) channel. In some embodiments, the communication
channel used for transmitting the transtormation ot the other shared data at interaction 424
can be an in-band communication channel that can be used for subsequently secure data
transfer.

{6062] The companion device 104 can extract the other shared data (e.g., second
share data) from the transformation of the other shared data at interaction 428 using the
shared data extracted at interaction 416.  The user device 104 can authenticate the
companion device 108 at interaction 432 based on the other shared data {e.g., second shared
data). For example, the user device 104 can decrypt the encrypted public key at interaction
428 using the signing key extracted at interaction 416. The user device 104 can authenticate
the companion device 108 by veritying the consistency ot the decrypted public key and the
public key of the companion device 108 at interaction 432. The user device 134 can obtain
the public key of the companion device 108 from a repository ot device public keys. Public
key cryptographic techniques (e.g., Rivest-Shamir-Adleman (RSA) encryption) can be used
in which each device (e.g., the user device 104 and the companion device 108} 1s associated
with both a public key (that can be disseminated widely) and a private key (that is kept secure
and known only to the party). Public key cryptography is an example ot asymmetric
cryptography in which the key for encryption is different from the key for decryption. In
other embodiments, other asymmetric cryptographic techniques can be used. After
authentication, the user device 104 and the companion device 108 can transfer data between
each other securely.

[6063] Advantageously, the companion device 108 does not need to include an
image capture device or a microphone for the user device 104 to authenticated the companion
device 108. For example, the companion device 108 can be a simple totem with two LEDs
of different colors or with a speaker for out-of-band communication. Although FIG. 4

illustrates that the companion device 108 is authenticated to the user device 104, in some

-16-



WO 2018/217542 PCT/US2018/033242

embodiments, the user device 104 can be authenticated to the companion device 108 using

the method illustrated in FIG. 4.

Example Device Authentication Method

{0064} FIG. 5 shows a flow diagram of a device authentication method 500. A
device, such as a head mounted display or a wearable display system, can implement the
method 500. The device can generate first shared information or data at block 504. The first
shared data can be a shared secret, a shared key, or a signing key. The device generating the
first shared data can be different in different implementations. In some embodiments, a user
device 104 can generate the first shared data. For example, the user device 104 generates the
first shared data at interaction 204. The user device 104 can transmit the first shared data to
the companion device 108 at interaction 208, the companion device 108 can generate a
transformation of the first shared data at interaction 212, and the companion device 108 can
communicate the transformation of the first shared data to the user device 104 at interaction
216. In some embodiments, a companion device 108 can generate the first shared data. For
exarnple, the cornpanion device 108 can generate the first shared data at interaction 308. The
device can transmit the first shared data to another device via a first communication channel.

{0065} A device can receive a first communication from another device at block
508. The first communication can be generated by the device based on the first shared data.
The first communication can include a visual or optical communication {e.g., a one-
dimensional optical pattern, such as a barcode, or a two-dimensional optical pattern, such as a
quick response (QR) code), an audio communication {e.g., inaudible to human ears or
ultrasonic), or any combination thereof. The first shared data can include a spoken phrase
(e.g., an alphanumeric phrase), one or more spectral gualities of a spoken phrase, biometric
information or data (e.g., iris codes) of a user, or any combination thereof. The first
communication can be a transformation of the first shared data and can be received by the
device via an out-of-band communication channel, through explicit user interaction or no
explicit user interaction. The out-of-band communication channel can be a visual or optical
communication channel for transmitting the visual pattern or an audio communication

channel for transmitting the audio signals. In some embodiments, the companion device 108
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can receive the first communication. For example, the user device 104 can transmit the first
communication to the companion device 108 at interaction 208 and the companion device
108 can receive the first communication. The user device 104 can generate the first
communication based on the first shared data. In some embodiments, the user device 104 can
receive the first communication. For example, the companion device 108 can generate a
transformation of the first shared data at interaction 312, can communicate the transformation
of the first shared data at interaction 316, and the user device 104 can reccive the
transformation of the first shared data.

{0066} A device can extract the first shared data from the first communication at
block 512. For example, the first communication can be a visual communication, such as a
visual pattern. The device can receive an image of the visual communication and extract the
first shared data using a computer vision technique. As another example, the first shared data
can include a spoken phrase of a user trying to pair the two devices, such as an alphanumeric
phrase, or one or more spectral qualities of the spoken phrase. The device can obtain the
phrase in the spoken phrase using a speech recognition technique. In some embodiments, the
user device 104 can extract the first shared data from the received transformation at
interaction 220. In some embodiments, the user device 104 can extract the first shared data
from the received transformation at interaction 320.

{0067) A speech recognition technique can be based on machine learning, such as
long short-term memory (LSTM) recurrent neural networks (RWNNs). The speech recognition
technique can be based on Hidden Markov Models (HMMs), dynamic time warping {DTW)-
based speech recoguition, machine learmning, or end-to-end automatic speech recognition.
Machine learning techniques for speech recognition can be based on neural networks, such as
long short-term memory (LSTM) recurrent neural networks (RNNs), time delay neural
networks (TDNNSs), or decp forwarding neural network (DNN), or recurrent neural networks
(RNNs).

[0068] Non-limiting examples of computer vision techniques include: Scale-
invariant feature transform (SIFT), speeded up robust features (SURF), oriented FAST and
rotated BRIEF (ORB), binary robust invanant scalable keypoints (BRISK), fast retina
keypoint (FREAK), Viola-Jones algorithm, Eigenfaces approach, Lucas-Kanade algorithm,
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Horn-Schunk algorithm, Mean-shift algorithm, visual simultaneous location and mapping
(vSLAM) techniques, a sequential Bayesian estimator (e.g., Kalman filter, extended Kalman
filter, etc.), bundle adjustment, Adaptive thresholding (and other thresholding techniques),
Iterative Closest Point (ICP), Semi Global Matching (SGM), Semi Global Block Matching
(SGBM), Feature Point Histograms, various machine learning algorithms (such as e.g.,
support vector machine, k-nearest neighbors algorithm, Naive Bayes, neural network
(including convolutional or deep neural networks), or other supervised/unsupervised models,
etc.), and so forth.

{6069] The speech recognition algorithm and the computer vision algorithm can
additionally or alternatively be performed by a variety of machine learning algorithms. Once
trained, the machine learning algorithm can be stored by the user device 104. Some
examples of machine learning algorithms can include supervised or non-supervised machine
learning algorithms, including regression algorithms (such as, for example, Ordinary Least
Squares Regression), instance-based algorithms (such as, for example, Learning Vector
(Juantization), decision tree algorithms (such as, for example, classification and regression
trees), Bayesian algorithms (such as, for example, Naive Bayes), clustering algorithms (such
as, for example, k-means clustering), association rule learning algorithms (such as, for
example, a-prioni algorithms), artificial neural network algorithms (such as, for example,
Perceptron), deep learning algorithms (such as, for example, Deep Boltzmann Machine, or
deep neural network), dimensionality reduction algorithms {such as, for example, Principal
Component Analysis), ensemble algorithms (such as, for example, Stacked Generalization),
and/or other machine learning algorithms. In some embodiments, individual models can be
customized for individual data sets. For example, the wearable device can generate or store a
base model. The base model may be used as a starting point to generate additional models
specific to a data type (e.g., a particular user in the telepresence session), a data set (e.g., a set
of additional images obtained of the user in the telepresence session), conditional situations,
or other vaniations. In some embodiments, the user device 104 can be configured to utilize a
plurality of techniques to generate models for analysis of the aggregated data. Other

techniques may include using pre-defined thresholds or data values.
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[0078] A device can authenticate another device based on the first shared data
extracted from the transformation of the first shared data. For example, the device can venty
consistency of the first shared data generated at block 504 and the first shared data extracted
at block 512. If the consistency of the first shared data is verified, then the devices are
authenticated. In some embodiments, the user device 104 can verify the consistency of the
first shared data sent to the companion device 108 and the first shared data received from the
companion device 108 subseguently extracted by the user device 104,

{0071} Optionally, a device ({e.g., first device} can receive a second
communication from another device {e.g., second device). The second communication can
be generated by the second device based on second shared information or data. The second
shared data can be generated by the second device. The first device can extract second shared
data from the second communication received. The first device can transmit the extracted
second shared data to the second. In some embodiments, the second device can receive the
extracted second shared data and authenticate the first device based on the extracted second
shared data received. To authenticate, the second device can verify consistency of the
extracted second shared data received and the second shared data generated.

{6072) Alternatively or additionally, a device (e.g., first device} can optionally
receive a public key of another device (e.g., second device) and receive an encrypted public
key of the second device via a first communication channel. The first communication
channel can be a wireless communication channel, such as a Wi-Fi communtcation channel
or a near field communication channel. The encrypted public key of the second device can be
encrypted by the second device using the first shared data. The first device can decrypt, using
the first shared data, the encrypted public key of the second device to obtain a decrypted
public key. The first device can authenticate the second device at block 516 by verifying

consistency ot the decrypted public key and the public key of the second device.

Example Device Authentication amongst a User Device and Two Companion Devices

[0073] FIG. 6 illustrates device authentication, according to one embodiment. A
user device {UD) 104 can authenticate two or more companion devices, such as a first

companion device (C121) 108a and a second companion device (CD2) 108b. The user device
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104 can be a HMID, a wearable display system, a tablet computer, a cellphone, or a mobile
device. Each of the two companion devices 108a, 108b can be a totem (e.g., functioning as a
virtual user input device), a HMD, a wearable display system, a tablet computer, a cellphone,
or a mobile device. For a totem, a user may use a thumb to interact with an input surface
{e.g.. a touchpad) of the totem and may use other fingers to hold the totem. Examples of
HMD and totems are described below with reference to Figures (FIGS.) 9-14.

{0074} The user device 104 can be in wired or wircless communication with each
companion device 108a, 108b through a cloud 604 or an access point (AP) 606. The
communication can be over a radio frequency (RF) communication chanuel (e.g., WikFi,
Bluetooth, etc.). For example, the user device 104 can be connected to the cloud 604 through
an instance 608a of the communication channel. As another example, the user device 104
can be connected to the access point (AP) 606, such as a router, through an instance 608b of
the communication channel. The access point 612 can itself be connected to the cloud 604
through an instance 608c of the communication channel. The companion devices 138a, 108b
can be in wired or wireless communication with each other through the cloud 634 through
instances 6(8d, 608¢ of the communication channel. For example, the companion devices
108a, 108b can be in close proximity to each and be connected to the cloud 604 through the
access point 606 through instances 608d, 608¢ of the communication channel. In one
embodiment, to authenticate, the companion devices 108a, 108b should be connected to the
same access point 606 to demonstrate that they are in close proximity with each other. In one
embodiment, to authenticate, the user device 104 and companion devices 108a, 108b have to
be connected to the same access point 606 to demonstrate that they are in close proximity
with one another. Communication within the bandwidth of the wired or wireless channel
may represent the primary communication channel {also referred to as a first communication
channel) between the three devices.

[6075] The user device 104 and the first companion device 108a (or the second
companion device 108b) may also be configured to communicate over a second, different
communication channel (e.g., an optical channel, an acoustic channel, a near-field-
communication {NFC) channel, etc.). For example, the user device 104 can communicate

with the first companion device 108a through an instance 612a of the second communication
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channel, and the user device 104 can comimunicate with the second companion device 108b
through an instance 612b of the second communication channel. Simularly, the first
companion device 108a and the second companion device 108b may also be configured to
communicate over the second, different communication channel. For example, the
companion devices 108a, 108b can communicate with each other through an instance 612¢ of
the second communication channel. Such communication can be referred to as out-of-band
(O0OB) communication (shown as dotted lines).

[0076] For the wser device 104 and the companion devices 108a, 108b to
authenticate each other and to communicate with each other securely, the first companion
device 108a can send first shared information or data to the user device 104 using the
instance 612a of the second communication channel in a first transformed form (e.g., as a
visual pattern or audio signals). The first shared data can include an identifier of the first
companion device 108a (e.g., an address of the first companion device 108a, such as an
internet Protocol (IP) address or a media access control (MAC) address of the first
companion device 138a). The first shared data can also include a pair bit (PB) of a particular
value (e.g., a value of one), indicating that the first companion device 108a is available for
pairing. The first companion device 108a (or another device) can generate the first shared
data in the first transformed form. Prior to, at a same time, or after sending the first shared
data in the first transformed form to the user device 104, the first companion device 108a can
also send the first shared data to the cloud 604 (e.g., a device on the cloud 604) using the
instance 608d of the first communication channel, for example, in a non-transformed form or
a transformed form other than the first transformed form. In one embodiment, the first shared
data sent to the cloud 604 can also include the pair bit.

[6077] Similarly, the second companion device 108b can send second shared
information or data to the user device 104 using the instance 612b of the second
communication channel in a second transformed form (e.g., as a visual pattern or audio
signals). The second shared data can include an identifier of the second companion device
108b (e.g., an address of the second companion device 108b, such as an 1P address or a MAC
address of the second companion device 108b). The second shared data can also include a

pair bit (PB) of a particular value {e.g., a value of one), indicating that the second companion

20



WO 2018/217542 PCT/US2018/033242

device 108D is available for pairing. The second companion device 108b {or another device)
can generate the second shared data in the second transformed form. Prior to, at a same time,
or after sending the second shared data in the second transformed form to the user device
104, the second companion device 108b can also send the second shared data to the cloud
604 {e.g., a device on the cloud 604) using the instance 608¢ of the first communication
channel, for example, in a non-transformed form or a transformed form other than the second
transformed form. In one embodiment, the second shared data sent to the cloud 604 can also
include the pair bit. In one embodiment, the process implemented by the first companion
device 108a to generate the first shared data in the first transformed form and the process
implemented by the second companion device 108b to generate the second shared data in the
second transformed form are the same.

[0078] After receiving the first shared data in the first transformed form from the
first companion device 108a and receiving the second shared data in the second transformed
form from the second companion device 108b, the user device 104 can send data including
the first shared data in the first transformed form, the second shared data in the second
transformed form, and an identifier of the user device 104 {e.g., an address of the user device
104, such as an IP address or a MAC address of the user device 104) to the cloud 604 {e.g., a
device on the cloud 604). The device on the cloud 604 receiving the first shared data from
the first companion device 108a, the device on the cloud 604 receiving the second shared
data from the second companion device 108b, and the device on the cloud 604 receiving data
from the user device 104 can be the same device.

{0079] The device on the cloud 604 can verify the consistency of the data received
from the user device 104 and the companion devices 108a, 108b. For example, the device on
the cloud 604 can generate an instance of the first shared data in the first transformed form
using the first shared data received from the first companion device 108a. The device on the
cloud 604 can verify the first shared data in the first transformed form received from the user
device 104 is consistent with the first shared data in the first transformed form it generates.
As another example, the device on the cloud 604 can generate an instance of the second
shared data in the second transformed form using the second shared data received from the

second companion device 108b. The device on the cloud 604 can verify the second shared
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data in the second transformed form received from the user device 1034 is consistent with the
second shared data in the second transformed form it generates. In one embodiment, the first
shared data includes the identifier of the first companion device 108a, and the second shared
data includes the identitier of the second companion device 108b. The device on the cloud
604 can verity the proximity of the companion devices 108a, 108b based on the identifiers
{e.g., [P addresses of the devices). In one embodiment, the device on the cloud 604 can
verify the proximity of the user device 104 and the companion devices 108a, 108b based on
the identifiers (e.g., [P addresses of the devices). After verifying the consistency of the data
received, the device on the cloud 604 can authenticate the user device 134 and the companion
devices 108a, 108b.

[6086] After authenticating the user device 104 and the companion devices 108a,
108b, the device on the cloud 604 can generate a third shared information or data (e.g., a link
key) for the user device 104 and the companion devices 108a, 108b to communicate with one
another. For example, the device on the cloud 604 can send the third shared data to the first
companion device 108a using the instance 608d of the first communication channel. The
device on the cloud 604 can send the third shared data to the second companion device 108b
using the instance 608¢ of the first communication channel. The device on the cloud 604 can
send the third shared data to the user device 104 using the instance 608a or the instance 608b
of the first communication channel. After receiving the third shared data, the user device 104
and the companion devices 108a, 108b can encrypt data for sending to one another or decrypt

data received from one another.

Example Device Authentication using Visual Patterns Generated bv Two Companion

Devices

[6081] In some embodiments, a user device 104 and two or more companion
devices (e.g., a first companion device 108a and a second companion device 108b) can
authenticate or pair with each other using multiple shared information or data. FIG. 7 is an
interaction diagram illustrating device authentication between a user device 104 and two
companion devices 108a, 108b using visual patterns (or audio signals, or transformations)

generated by the two companion devices 108a, 108b. In one embodiment, the first
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companion device 108a can indicate its pairable status using visual communication (e.g.,
using its display) or audio communication (e.g., using its speaker) at interaction 704. After
receiving the pairable status, the user device 104 can initiate its part of the process of
authenticating the first companion device 108a.

[6082) The first companion device 108a can generate an information or data
object, such as a first visual pattern (FVP), at interaction 708. The first companion device
108a can generate the first visual pattern using an address of the first companion device 108a
(e.g., an Internet Protocol (IP) address or a media access control (MAC) address of the first
companion device 108a) or an identifier of the first companion device 108a. In one
embodiment, the first companion device 108a can include one or more addresses or
identifiers. The first companion device 108a can display {or otherwise communicate using
non-visual patterns or signals) the first visual pattern at interaction 712. Such a display of the
first visual pattern can be referred to as an out-of-band (O0OB) communication. The user
device 104 can read the first visual pattern (or receive visual or non-visual patterns or signals)
at interaction 716. For example, the user device 104 can capture the first visual pattern using
an image capture device of the user device 104. After reading the first visual pattern at
interaction 716, the user device 104 can store the first visual pattern in its memory. The user
device 104 can store the first visual pattern temporarily, for example, until the authentication
process is complete.

{0083] The first companion device 10&8a can send data that includes the address of
the first companion device 108a and a pair bit {PB) ot a particular value {e.g., a value of one),
indicating that the first companion device 108a is available for pairing, to the cloud 604 (e.g.,
a device on the cloud 604) at interaction 720. In one embodiment, the first companion device
108a can transmit data to the device on the cloud 604 at interaction 720 prior to displaying
the first visual pattern at interaction 712,

[6084]) In one embodiment, the second companion device 108b can indicate its
pairable status using visual communication {e.g., using its display) or audio communication
{e.g., using its speaker) at interaction 724. After receiving the pairable status, the user device
104 can initiate its part of the process of authenticating the second companion device 108b.

The second companion device 108b can generate an information or data object, such as a
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second visual pattern (SVP), at interaction 728. The second compantion device 108b can
generate the second visual pattern using an address of the second companion device 108b
{e.g., an IP address or a MAC address of the second companion device 108b) or an identifier
of the second companion device 108b. In one embodiment, the second companion device
108b can include one or more addresses or identifiers.

{0085} The second companion device 108b can display (or otherwise
communicate using non-visual patterns or signals) the second visual pattern at interaction
732. Such a display of the second visual pattern can be referred to as an out-of-band (OORB)
communication. The user device 104 can read the second visual pattern (or receive visual or
non-visual patterns or signals) at interaction 736. For example, the user device 104 can
capture the second visual pattern using an image capture device of the user device 104. After
reading the second visual pattern at interaction 736, the user device 104 can store the second
visual pattern in its memory. The user device 104 can store the second visual pattern
temporarily, for example, until the authentication process is complete. The second
companion device 108b can send data that includes the address of the second companion
device 108b and a pair bit (PB) of a particular value, indicating that the second companion
device 108b is available for pairing, to the cloud 604 (e.g., a device on the cloud 604) at
interaction 740. In one embodiment, the second companion device 108b can transmit data to
the device on the cloud 604 at interaction 740 prior to displaying the second visual pattern at
interaction 732. In one embodiment, the process implemented by the first companion device
108a to generate the first visual pattern and the process implemented by the second
companion device 108b to generate the second visual pattern are the same.

{6086] After reading the first visual pattern displayed by the first companion
device 108a and the second visual pattern displayed by the second companion device 108b,
the user device 104 can send data including the first visual pattern, the second visual pattern,
and an address or an identifier of the user device 104 (e.g., an [P address or a MAC address
of the user device 104} to the cloud 604 {e.g., a device on the cloud 604} at interaction 744.
The device on the cloud 604 receiving the data from the first companion device 108a, the

device on the cloud 604 receiving the data from the second companion device 108b, and the
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device on the cloud 604 receiving data from the user device 104 can be the same device on
the cloud 604.

{0087} The device on the cloud 604 can verify the consistency of the data received
from the user device 104 and the companion devices 108a, 108b at interaction 748. For
example, the device on the cloud 604 can generate the first visual pattern using the address of
the first companion device 108a received trom the first companion device 108a after
interaction 720. The device on the cloud 604 can verify the first visual pattern received from
the user device 104 after interaction 744 is consistent with the first visual pattern it generates.
As another example, the device on the cloud 604 can receive the first visual pattern from the
first companion device 108a at interaction 720. The device on the cloud 604 can verify the
first visual pattern received from the user device 104 after interaction 744 is consistent with
the first visual pattern received from the first companion device 108a after interaction 720.

{0088} The device on the cloud 604 can generate the second visual pattern using
the address of the second companion device 108b received from the second companion
device 108b after interaction 740. The device on the cloud 604 can verify the second visual
pattern received from the user device 104 after interaction 744 is consistent with the second
visual pattern it generates. As another example, the device on the cloud 604 can receive the
second visual pattern from the second companion device 108b at interaction 740. The device
on the cloud 604 can verify the second visual pattern received from the user device 104 after
interaction 744 is consistent with the second visual pattern received from the second
companion device 108b after interaction 740

{6089] After authenticating the user device 104 and the companion devices 108a,
108b, the device on the cloud 604 can generate a link key (1K) at interaction 752. The user
device 104 and the companion devices 108a, 108b can use the link key to communicate with
one another securely. The device on the cloud 604 can send the link key to the second
companion device 108b at interaction 756a. The device on the cloud 604 can send the link
key to the first companion device 108a at interaction 756b. The device on the cloud 604 can
send the link key to the user device 104 at interaction 756¢. After receiving the link key, the
user device 104 and the companion devices 108a, 108b can encrypt data for sending to one

another or decrypt data received from one another using the link key. In one embodiment,
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some of the interactions described above can be repeated at a regular interval (e.g., every
second, minute, hour, or more) so that new link keys are generated. Accordingly, the user
device 104 and the companion devices 108a, 108b can communicate with each other securely

using the new link keys.

Example Device Authentication using Visual Patterns Generated by One or More Devices on

the Cloud

{00%0] In some embodiments, a user device 104 and two or more companion
devices {e.g., a first companion device 108a and a second companion device 108b) can
authenticate or pair with each other using multiple shared information or data, generated in
part by a device on a cloud 604. FIG. 8 is an interaction diagram illustrating device
authentication between a user device 104 and two companion devices 108a, 108b using
visual patterns generated, at least in part, by the cloud 604 (e.g., one or more devices on the
cloud 604). In one embodiment, the first companion device 108a can indicate its pairable
status using visual communication (e.g., using its display) or audio communication (e.g.,
using its speaker) at interaction 804. After receiving the pairable status, the user device 104
can initiate its part of the process of authenticating the first companion device 108a.

{0091} The first companion device 108a can send data that includes the address of
the first companion device 108a and a pair bit {PB) of a particular value (e.g., a value of one},
indicating that the first companion device 108a is available for pairing, to the cloud 604 {e.g.,
a device on the cloud 604) at interaction 808. After receiving the address of the first
companion device 108a and the pair bit, the device on the cloud 604 can generate a first
pattern {FP) at interaction 812. In one embodiment, the device on the cloud 604 can generate
the first pattern using the address of the first companion device 108a. For example, the first
pattern may be a hash (e.g., secure hash algorithm (SHA)-2} of the address of the first
companion device 108a. The device on the cloud 604 can transmit the first pattern to the first
companion device 108a at interaction 816.

[6092] The first companion device 108a can generate an information or data
object, such as a first visual pattern (FVP), at interaction 820. The first companion device

108a can generate the first visual pattern using the received first pattern. In one embodiment,
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the first companion device 138a can communicate the first visual pattern using an out-of-
band (O0OB) communication channel. For example, first companion device 108a can display
{or otherwise communicate using non-visual patterns or signals) the first visual pattern at
interaction 824. The user device 104 can read the first visual pattern (or receive visual or
non-visual pattems or signals corresponding to the first visual pattern) at interaction 828. For
example, the user device 104 can capture the first visual pattern using an image capture
device of the user device 104. After reading the first visual pattern at interaction 824, the
user device 104 can store the first visual pattern in its memory. The user device 104 can store
the first visual pattern temporarily, for example, until the authentication process is complete.

[0093] In one embodiment, the second companion device 108b can indicate its
pairable status using visual communication (e.g., using its display) or audio communication
{c.g., using its speaker) at interaction 832. After receiving the pairable status, the user device
104 can initiate its part of the process of authenticating the second companion device 108b.
The second companion device 108b can send data that includes the address of the second
companion device 108b and a pair bit (PB) of a particular value, indicating that the second
companion device 108b is available for pairing, to the cloud 604 (e.g., a device on the cloud
604) at interaction 836. After receiving the address of the second companion device 108b
and the pair bit, the device on the cloud 604 can generate a second pattern (SP) at interaction
840. In one embodiment, the device on the cloud 604 can generate the second pattern using
the address of the second companion device 108b. For example, the second pattern may be a
hash (e.g., secure hash algorithm (SHA)-2) of the address of the second companion device
108b. The device on the cloud 604 can transmit the second pattern to the second companion
device 108b at interaction 844.

[6094] The second companion device 108b can generate an information or data
object, such as a second visual pattern (SVP), at interaction 848. The second companion
device 108a can generate the second visual pattern using the received second pattern. 1n one
embodiment, the second companion device 108b can communicate the second visual pattern
using an out-of-band (OG0OB) communication channel. For example, the second companion
device 108b can display {or otherwise communicate using non-visual patterns or signals) the

second visual pattern at interaction 852. The user device 104 can read the second visual
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pattern (or receive visual or non-visual patterns or signals corresponding to the second visual
pattern) at interaction 856. For example, the user device 104 can capture the second visual
pattern using an image capture device of the user device 104. After reading the second visual
pattern at interaction 856, the user device 104 can store the second visual pattern in its
memory. The user device 104 can store the second visual pattern temporarily, for example,
until the authentication process is complete.

{8095] After reading the first visual pattern displayed by the first companion
device 108a at interaction 824 and the second visual pattern displayed by the second
companion device 108b at interaction 852, the user device 104 can send data including the
first visual pattern, the second visual pattern, and an address or an identifier of the user
device 104 {e.g., an IP address or a MAC address of the user device 104) to the cloud 604
(e.g., a device on the cloud 604) at interaction 856. The device on the cloud 604 receiving
the data from the first companion device 108a, the device on the cloud 604 receiving the data
from the second companion device 108b, and the device on the cloud 604 receiving data from
the user device 104 can be the same device on the cloud 604.

[6096] The device on the cloud 604 can verify the consistency of the data received
from the user device 104 and the companion devices 108a, 108b at interaction 864. For
example, the device on the cloud 604 can generate the first visual pattern using the first
pattern it generates. The device on the cloud 604 can verify the first visual pattern received
from the user device 104 is consistent with the first visual pattern it generates. The device on
the cloud 604 can generate the second visual pattern using the using the second pattern it
generates. The device on the cloud 604 can verify the second visual pattern received from the
user device 104 is consistent with the second visual pattern it generates.

[6697] After authenticating the user device 104 and the companion devices 108a,
108b, the device on the cloud 604 can generate a link key (LK) at interaction 8§68. The user
device 104 and the companion devices 108a, 108b can use the link key to communicate with
one another securely. The device on the cloud 604 can send the link key to the second
companion device 108b at interaction 872a. The device on the cloud 604 can send the link
key to the first companion device 108a at interaction 872b. The device on the cloud 604 can

send the link key to the user device 104 at interaction 872c. After receiving the link key, the
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user device 104 and the companion devices 108a, 138b can encrypt data for sending to one
another or decrypt data received from one another using the link key. In one embodiment,
some of the interactions described above can be repeated at a regular interval {(e.g., every
second, minute, hour, or more} so that new link keys are generated. Accordingly, the user
device 104 and the companion devices 108a, 108b can communicate with each other securely

using the new link keys.

Example Augmented Reality Scenario

[6098] Modem computing and display technologies have facilitated the
development of systems for so called “virtual reality” or “augmented reality” experiences,
wherein digitally reproduced images or portions thereof are presented to a user in a manner
wherein they seem to be, or may be perceived as, real. A virtual reality “VR” scenario
typically involves presentation of digital or virtual image information without transparency to
other actual real-world visual input; an augmented reality “AR” scenario typically involves
presentation of digital or virtual image information as an augmentation to visualization of the
actual world around the user; or a mixed reality “MR” scenario that typically involves
merging real and virtual worlds to produce new environment where physical and virtual
objects co-exist and interact in real time. As it turns out, the human visual perception system
is very complex, and producing a VR, AR, or MR technology that facilitates a comfortable,
natural-feeling, rich presentation of virtual image elements amongst other virtual or real-
world imagery elements is challenging. Systems and methods disclosed herein address
vartous challenges related to VR, AR, and MR technology.

[0099] FIG. 9 depicts an itlustration of an augmented reality scenario with certain
virtual reality objects, and certain actual reality objects viewed by a person. FIG. 9 depicts an
augmented reality scene 900, wherein a user of an AR technology sees a real-world park-like
setting 910 featuring people, trees, buildings in the background, and a concrete platform 920.
in addition to these items, the user of the AR technology also perceives that he *“‘sees” a robot
statue 930 standing upon the real-world platform 920, and a cartoon-like avatar character 940
{e.g., a bumble bee) flying by which seems to be a personification of a bumble bee, even

though these elements do not exist in the real world.
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[6100] In order for a three-dimensional {3-D3) display to produce a true sensation
of depth, and more specifically, a simulated sensation of surface depth, it is desirable for each
point in the display’s visual field to generate the accommodative response corresponding to
its virtual depth. If the accommodative response to a display point does not correspond to the
virtual depth of that point, as determined by the binocular depth cues of convergence and
stereopsis, the human eye may experience an accommodation conflict, resulting in unstable
imaging, harmful eye strain, headaches, and, in the absence of accommodation information,
almost a complete lack of surface depth.

[6161) VR, AR, and MR experiences can be provided by display systems having
displays in which images corresponding to a plurality of depth planes are provided to a
viewer. The images may be different for each depth plane (e.g., provide slightly different
presentations of a scene or object) and may be separately focused by the viewer's eyes,
thereby helping to provide the user with depth cues based on the accommodation of the eye
required to bring into focus different image features for the scene located on different depth
plane and/or based on observing different image features on different depth planes being out
of focus. As discussed elsewhere herein, such depth cues provide credible perceptions of
depth. To produce or enhance VR, AR, and MR experiences, display systems can use

biometric information to enhance those experiences.

Example Wearable Display System

[6182] FIG. 10 illustrates an example of a wearable display system 1000 that can
be used to present a VR, AR, or MR experience to a display system wearer or viewer 1004,
The wearable display system 1000 may be programmed to perform any of the applications or
embodiments described herein. The display system 1000 includes a display 1008, and
various mechanical and electronic modules and systems to support the functioning of the
display 1008. The display 1008 may be coupled to a frame 1012, which is wearable by a
display system user, wearer, or viewer 1004 and which is configured to position the display
1008 in front of the eyes of the wearer 1004. The display 1008 may be a light field display. In
some embodiments, a speaker 1816 is coupled to the frame 1012 and positioned adjacent the

ear canal of the user. In some embodiments, another speaker, not shown, is positioned

232



WO 2018/217542 PCT/US2018/033242

adjacent the other ear canal of the user to provide for stereo/shapeable sound control. The
display 1008 is operatively coupled 1020, such as by a wired lead or wireless connectivity, to
a local data processing module 1024 which may be mounted in a variety of configurations,
such as fixedly attached to the frame 1012, fixedly attached to a helmet or hat worn by the
user, embedded in headphones, or otherwise removably attached to the user 1004 {e.g., in a
backpack-style configuration, in a belt-coupling style configuration).

{6103] The frame 1012 can have one or more cameras attached or mounted to the
frame 1312 to obtain images of the wearer’s eye(s). In one embodiment, the camera(s) may
be mounted to the frame 1012 in front of a wearer’s eye so that the eye can be imaged
directly. In other embodiments, the camera can be mounted along a stem of the frame 1012
{e.g., near the wearer’s ear). In such embodiments, the display 1008 may be coated with a
material that retlects light from the wearer’s eye back toward the camera. The light may be
infrared light, since iris features are prominent in infrared images.

[6104] The local processing and data module 1024 mway comprise a hardware
processor, as well as non-transitory digital memory, such as non-volatile memory (e.g., flash
memory), both of which may be utilized to assist in the processing, caching, and storage of
data. The data may include data (a) captured from sensors {which may be, e.g., operatively
coupled to the frame 1012 or otherwise attached to the user 1004), such as image capture
devices {such as cameras), microphones, inertial measurement units, accelerometers,
compasses, GPS units, radio devices, and/or gyros; and/or (b) acquired and/or processed
using remote processing module 1028 and/or remote data repository 1032, possibly for
passage to the display 1008 after such processing or retrieval. The local processing and data
module 1024 may be operatively coupled to the remote processing module 1028 and remote
data repository 1032 by communication links 1036 and/or 1040, such as via wired or wireless
communication links, such that these remote modules 1028, 1032 are available as resources
to the local processing and data module 1024. The image capture device(s) can be used to
capture the eye images used in the eye image processing procedures. in addition, the remote
processing module 1028 and remote data repository 1032 may be operatively coupled to each

other.
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[0105] In some embodiments, the remote processing module 1028 may comprise
one or more processors configured to analyze and process data and/or image information
such as video information captured by an image capture device. The video data may be
stored locally in the local processing and data module 1024 and/or in the remote data
repository 1032. In some embodiments, the remote data repository 1032 may comprise a
digital data storage facility, which may be available through the internet or other networking
contfiguration in a “cloud” resource configuration. In some embodiments, all data is stored
and all computations are performed in the local processing and data module 1024, allowing
fully autonomous use from a remote module.

[6106] In some implementations, the local processing and data module 1024
and/or the remote processing module 1028 are programmed to perform embodiments of
systems and methods as described herein. The image capture device can capture video for a
particular application (e.g., video of the wearer’s eye for an eye-tracking application or video
of a wearer’s hand or finger for a gesture identification application). The video can be
analyzed by one or both of the processing modules 1024, 1028. In some cases, off-loading at
least some of the iris code generation to a remote processing module (e.g., in the “cloud™)
may improve efficiency or speed of the computations. The parameters of the systems and
methods disclosed herein can be stored in data modules 1024 and/or 1028.

{8187] The results of the analysis can be used by one or both of the processing
modules 1024, 1028 for additional operations or processing. For example, in various
applications, biometric identification, eye-tracking, recognition, or classification of gestures,
objects, poses, etc. may be used by the wearable display system 1000. For example, the
wearable display system 1000 may analyze video captured of a hand of the wearer 1004 and
recognize a gesture by the wearer’s hand (e.g., picking up a real or virtual object, signaling
assent or dissent (e.g., “thumbs up”, or “thumbs down™), etc.), and the wearable display
systex.

[0108] The human visual system is complicated and providing a realistic
perception of depth is challenging. Without being limited by theory, it is believed that
viewers of an object may perceive the object as being three-dimensional due to a combination

of vergence and accommodation. Vergence movements (e.g., rolling movements of the pupilis
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toward or away from each other to converge the lines of sight of the eyes to fixate upon an
object}) of the two eyes relative to each other are closely associated with focusing (or
“accommodation”) of the lenses of the eyes. Under normal conditions, changing the focus of
the lenses of the eyes, or accommodating the eyes, to change focus from one object to another
object at a different distance will automatically cause a matching change in vergence to the
same distance, under a relationship known as the “accommodation-vergence reflex.”
Likewise, a change in vergence will trigger a matching change in accommodation, under
normal conditions. Display systems that provide a better match between accommodation and
vergence may form more realistic or comfortable simulations of three-dimensional imagery.
[6109] FIG. 11 illustrates aspects of an approach for simulating three-dimensional
imagery using multiple depth planes. With reference to FIG. 11, objects at various distances
from eyes 1102 and 1104 on the z-axis are accommodated by the eyes 1102 and 1104 so that
those objects are in focus. The eyes 1102 and 1104 assume particular accommodated states to
bring into focus objects at different distances along the z-axis. Consequently, a particular
accommodated state may be said to be associated with a particular one of depth planes 1106,
with an associated focal distance, such that objects or parts of objects in a particular depth
plane are in focus when the eye is in the accommodated state for that depth plane. In some
embodiments, three-dimensional 1magery may be simulated by providing different
presentations of an image for each of the eyes 1102 and 1104, and also by providing different
presentations of the image corresponding to each of the depth planes. While shown as being
separate for clarity of illustration, it will be appreciated that the fields of view of the eyes
1102 and 1104 may overlap, for example, as distance along the z-axis increases. In addition,
while shown as flat for ease of illustration, it will be appreciated that the contours of a depth
plane may be curved in physical space, such that all features in a depth plane are in focus
with the eye in a particular accommodated state. Without being limited by theory, it is
believed that the human eye typically can interpret a finite number of depth planes to provide
depth perception. Consequently, a highly believable simulation of perceived depth may be
achieved by providing, to the eye, different presentations of an image corresponding to each

of these limited number of depth planes.
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Example Waveguide Stack Assembly

{6110} FIG. 12 illustrates an example of a waveguide stack for outputting image
information to a user. A display system 1200 includes a stack of waveguides, or stacked
waveguide assembly 1205 that may be utilized to provide three-dimensional perception to the
eye 1210 or brain using a plurality of waveguides 1220, 1222, 1224, 1226, 1228. In some
embodiments, the display system 1200 may correspond to system 1000 of FIG. 10, with FIG.
12 schematically showing some parts of that system 1000 in greater detail. For example, in
some embodiments, the waveguide assembly 1205 may be integrated into the display 1008 of
FIG. 10.

j0111} With continued reference to FIG. 12, the waveguide assembly 1205 may
also include a plurality of features 1230, 1232, 1234, 1236 between the waveguides. In some
embodiments, the features 1230, 1232, 1234, 1236 may be lenses. In some embodiments, the
features 1230, 1232, 1234, 1236 may not be lenses. Rather, they may be spacers {e.g.,
cladding layers and/or structures for forming air gaps).

[6112] The waveguides 1220, 1222, 1224, 1226, 1228 and/or the plurality of
lenses 1230, 1232, 1234, 1236 may be configured to send im<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>