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(57) Abstract: A method of automatically extracting features (1) from a computer readable file (2) having a given file type, the fea-
tures (1) usable for characterization and/or classification of the file (2), the file (2) comprising a number of objects (3a, 3b, 3c¢), the
objects (3a, 3b, 3c) being logically organized such that structural relationships are defined between objects (3a, 3b, 3c), comprises
the step of: automatically generating the features (1) based on the structural relationships between the objects (3a, 3b, 3c¢).
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Method of automatically extracting features from a computer readable

file

The invention relates to a method of automatically extracting features
from a computer readable file having a given file type, a method of gen-
erating a classifier for classifying a computer readable file having a given
file type, a method of classifying a computer readable file having a given

file type and a method of comparing files having a given file type.

US 2009/0013405 A1 discloses the scanning of computer files for mal-
ware using a classifying technique to classify an input file as a clean file
or a dirty file. The parameters of the classifying technique are derived to
train the classification on a corpus of reference files including clean files
known to be free of malware and dirty files known to contain malware.
The classification is performed using a representation of files in a feature
space defined by a set of predetermined features for respective file for-
mats, the features being a predetermined value or range of values for
one or more data fields of given meanings. The representation of a file is
derived by determining the file format, parsing the file on the basis of the
structure of data fields in the determined file format to identify the data
fields and their meaning, and determining, on the basis of the identified
data fields, which of the set of predetermined features are present.

A similar approach was proposed by Kittilsen in the more narrow context
of detection malicious PDF files. In this method, the a priori defined fixed
set of features is computed by extracting certain textual keywords from a
PDF files deemed to be essential for identification of malicious PDF files.

It is the technical problem underlying the invention to provide for a meth-
od of automatically extracting features from a computer readable file
having a given file type, a method of generating a classifier for classify-

ing a computer readable file having a given file type, a method of classi-
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fying a computer readable file having a given file type and a method of
comparing files having a given file type, not needing a priori knowledge
and definition of features to be extracted from the files, increasing ro-

bustness against attacks and/or increasing the classification accuracy.

The invention solves this problem by providing a method of automatically
extracting features from a computer readable file having a given file type
according to claim 1, a method of generating a classifier for classifying a
computer readable file having a given file type according to claim 7, a
method of classifying a computer readable file having a given file type
according to claim 10 and a method of comparing files having a given

file type according to claim 11.

Provided is a method of automatically or machine-based extracting a set
of features from a computer readable file having a given file type, the set
of features usable for automatic or machine-based characterization
and/or classification of the file.

The file comprises a number of logical objects, the objects being hierar-
chically logically organized such that structural relationships are defined
between at least some of the objects.

The set of features is automatically generated based on at least a part of
the structural relationships between the objects. The use of implicit
structural relationship for feature generation, as proposed in the current
invention, has the following technical advantages in comparison to prior
art:

. Certain structural relationships are essential for correct embedding
of malicious content into non-executable files. The analysis of such
relationships during the classification process, as proposed in the

current invention, results in a significantly more accurate detection.
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. The lack of reliance on manually defined features, as disclosed in
US 2009/0013405 A1 and by Kittilsen, makes the design of classifi-
cation system less time consuming and costly. The extraction of
structural features as proposed by the current invention merely re-
quires an integration of an off-the-shelf parser for a specific file for-
mat. Such parsers are available for the majority of popular file for-
mats, and their integration requires less technical expertise than the
manual analysis of a specific file format.

. The classifier built on the features proposed by the current invention
would be less prone to evasion attacks. Knowing an a priori defined
set of features, an attacker may devise a modification of his mali-
cious file such that it is no longer detected. This can be done with
relative ease by inserting content that causes changes in the fea-
tures deemed to be characteristic of benign files. The system built
on implicit structural relationships cannot be easily understood by
an attacker, which significantly reduces the risk of an evasion at-
tack.

The file may be parsed to create a parser representation of the file and
the structural relationship between the objects may be generated based
on the parser representation.

The objects may be hierarchically organized, e.g. in a tree or an extend-
ed tree based ordering.

The objects may be organized by structural parent-child relationships,
wherein an object may be declared as a named child of another object.
Names selected of a group of predetermined names may be assigned to
the objects, the names corresponding to properties of the objects. The
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names may correspond to predetermined types of the objects, the types
defined by the file type.

Each of the number of objects may have a corresponding object type,
the object type selected from a root object type, the root object type cor-
responding to an object having at least one child object but no parent
object, an intermediate object type, the intermediate object type corre-
sponding to an object having at least one parent object and at least one
child object, and a leaf object type, the leaf object type corresponding to
an object having at least one parent object but no child object.

The structural relationships may be represented by paths or properties
of paths from an object having the root object type to objects having the
leaf object type.

The features may be generated based on counts of paths having identi-
cal properties, wherein paths have identical properties, if the numbers of
objects along the paths are identical and corresponding objects along
the paths have identical object names.

The type of file may be Portable Document Format (PDF), Hypertext
Markup Language (HTML), Shockwave Flash (SWF), Office Open XML.
It is self-evident, that all types of files may be used having an inherent

logical structure usable for structural feature extraction.

Provided is a method of generating a classifier for classifying a computer
readable file having a given file type. The method comprises the steps
of: providing files having the given file type, automatically extracting fea-
tures from each file of the files using the above described method and
generating the classifier using the extracted features of the files.
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The method may comprise the steps of: providing classified files having
the given file type, and generating the classifier using the extracted fea-
tures of the files and the classification of the files.

The files may be classified into benign (good) and malicious (malign)
files. It is self-evident, that the files may be classified into more than two
categories, wherein the categories may e.g. be assigned numbers,
characters, etc.

Provided is a method of classifying a computer readable file having a
given file type, the method comprising the steps of: automatically ex-
tracting features from the file using the feature extracting method de-
scribed above and using the classifier generated by the method of gen-
erating a classifier described above to classify the file.

Provided is a method of comparing files having a given file type, the
method comprising the step of: automatically extracting features from
the files using the method of extracting features as described above and
determining the files as similar, if the features of the files satisfy a given

similarity criteria.

The files may be determined as similar, if the features of the files are
identical.

The invention will now be described using the attached schematic draw-

ings, wherein

Fig. 1 depicts different representations of a computer readable file
having a first type to be classified,

Fig. 2 depicts a system architecture of the invention, and



10

15

20

25

30

WO 2014/012863 -6 - PCT/EP2013/064839

Fig. 3 depicts different representations of a computer readable file

having a second type to be classified.

The invention will now be described with reference to files having the
Portable Document Format (PDF) format and the Shockwave Flash
(SWF) format. It is self-evident, that various other file types may be used

in context of the invention.

Portable Document Format (PDF) is an open standard published as ISO
32000-1:2008 [16] and referred to as the PDF Reference hereinafter.

The syntax of PDF comprises the four main elements:1) Objects. These
are the basic building blocks in PDF. 2) File structure. It specifies how
objects are layed out and modified in a PDF file. 3) Document structure.
It determines how objects are logically organized to represent the con-
tents of a PDF file (text, graphics, etc.). 4) Content streams. They pro-
vide a means for efficient storage of various parts of the document con-

tent.

Further, there exist 9 basic object types in PDF. Simple object types are
Boolean, Numeric, String and Null. PDF strings have bounded length
and are enclosed in brackets (" and ’)’. The type Name is used as an
identifier in the description of the PDF document structure. Names are
introduced using the character ‘/’ and can contain arbitrary characters
except null (0x00). The aforementioned 5 object types will be referred to
as primitive types in this description. An Array is a one-dimensional or-
dered collection of PDF objects enclosed in square brackets, [ and 7.
Arrays may contain PDF objects of different type, including nested ar-
rays. A Dictionary is an unordered set of key-value pairs enclosed be-
tween the symbols ‘<<’ and >>'. The keys must be name objects and
must be unique within a dictionary. The values may be of any PDF ob-

ject type, including nested dictionaries. A Stream object is a PDF dic-
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tionary followed by a sequence of bytes. The bytes represent information
which may be compressed or encrypted, and the associated dictionary
contains information on whether and how to decode the bytes. These
bytes usually contain content to be rendered, but may also contain a set
of other objects. Finally, an indirect object is any of the previously de-
fined objects supplied with a unique object identifier and enclosed in the
keywords obj and endobj. Due to their unique identifiers, indirect objects

can be referenced from other objects via indirect references.

The syntax of PDF objects is illustrated in a simplified exemplary PDF
file 2 shown in the left-hand side of Fig. 1.

The PDF file 2 contains four indirect objects denoted by their two-part
object identifiers, e.g., 1 O for the first object, and the obj and endobj
keywords. These objects are dictionaries, as they are surrounded with
the symbols ‘<<’ and >>’. The first one is the Catalog dictionary, denot-
ed by its Type entry which contains a PDF name with the value Catalog.
The Catalog has 2 additional dictionary entries: Pages and OpenAction.
OpenAction is an example of a nested dictionary. It has two entries: S, a
PDF name indicating that this is a JavaScript action dictionary, and JS, a
PDF string containing the actual JavaScript script to be executed:
alert(’Hello!’);. Pages is an indirect reference to the object with the object
identifier 3 O: the Pages dictionary that immediately follows the Catalog.
It has an integer, Count, indicating that there are 2 pages in the docu-
ment, and an array Kids identifiable by the square brackets, with two
references to Page objects. The same object types are used to build the
remaining Page objects. Notice that each of the Page objects contains a
backward reference to the Pages object in their Parent entry. Altogether,
there are three references pointing to the same indirect object, Pages.
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The relations between various basic objects constitute the logical, tree-
like document structure of the PDF-file 2, illustrated in the middle part of
Figure 1.

The nodes in the document structure are objects 3a, 3b and 3c them-
selves, and the edges correspond to the names (e.g. Pages, Kids, etc.)
under which child objects reside in a parent object.

For arrays, parent-child relationship is nameless and corresponds to an
integer index of individual elements. Notice that the document structure
is, strictly speaking, not a tree but rather a directed, potentially cyclic
graph, as indirect references may point to other objects anywhere in the

document structure.

The root node 3a in the document structure is a special PDF dictionary

with the mandatory Type entry containing the name Catalog.

Any object of a primitive type constitutes a leaf or leaf object 3c in the

document structure.

Objects not being a root object 3a or a leaf object 3c are denoted inter-
mediate objects 3b.

Following, the general methodology and the technical instruments need-
ed for the analysis of the document structure leading to a reliable dis-
crimination between malicious and benign PDF documents will be de-

scribed.

The proposed method for structure-based detection of malicious PDF
documents comprises the following steps, schematically shown in Fig. 2:
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1) Extraction of structural features 1. As the basic pre-processing step,
the content of a PDF document or PDF file 2 is parsed and converted
into the special form of structural features, so called bag-of-paths 1,

which characterizes the document structure in a well-defined way.

2) Learning and classification. The detection process is driven by exam-
ples of malicious and benign PDF documents 2. During the learning
step, a model including a classifier is created from the data with known
classification (“training data”). The model encodes the differences be-
tween the malicious and benign data. During the classification step, the
model is applied to new data (“test data”), in order to classify it as mali-

cious or benign.

The technical realization of these two fundamental tasks is presented
below.

A common approach to the design of data-driven security instruments is
to a priori define a set of “intrinsic features” which are subsequently used
for learning and classification. It was successfully applied for network
intrusion detection [13, 15], botnet detection [9], detection of drive-by-
downloads [6, 7, 3], and some other related problems. The challenge in
defining features for detection of malicious PDF documents lies in the
extremely complex structure of the PDF format.

The invention therefore departs from the knowledge-driven strategy
mentioned above and considers a rich set of potential features which
matches the complexity of PDF structure. These features will be later

automatically reduced to a smaller subset based on the available data.

The goal of the structural analysis of PDF documents is to recover all
parent-child relations between its objects 3a, 3b and 3c. The document
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structure can be represented by a set of paths 1a from the root or root

object 3a to leaves or leaf objects 3c (“bag of paths™).

For the sake of simplicity, in the following description each path is de-
noted 1a and each path count is denoted 1b. It is self-evident, that alt-
hough denoted with identical reference signs, the paths (and eventually
the corresponding counts) differ from each other. Accordingly, different
objects are denoted with identical reference signs 3a, 3b and 3c, respec-

tively.

Formally, the invention defines a structural path 1a to be a concatena-
tion of the object names encountered along the edges leading from the

root or root object 3a to a specific leaf or leaf object 3c.

For notational convenience, the invention uses the forward slash symbol

'[" as a delimiter between the names on a structural path.

The same structural path 1a may occur multiple times in a document if
the same path crosses some arrays and leads to different leaf objects
3c. The counts 1b of specific paths 1a in a document constitute a very

good measure of structural similarity between different documents.

On the other hand, multiple structural paths may lead to the same object
due to indirect references. Such references may even form circular de-
pendencies, in which case the set of structural paths becomes infinite. In
some semantic constructs of PDF, e.g., page trees, multiple paths are
required in order to facilitate content rendering. Precise treatment of indi-
rect references is only possible with directed graphs. However, compari-
son of graphs is computationally difficult, and hence we adhere to the
tree-like view of the document structure and introduce additional heuris-
tics which produce a finite set of structural paths while keeping a good

semantic approximation of the existing relations.
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Thus the main operation to be performed in the inventive feature extrac-
tion step is to count the structural paths having identical properties in a

document 2, as shown in Figure 1, right.

Additional transformations, to be referred to as “embeddings”, can be
applied to the path counts. The binary embedding detects the presence
of non-zero counts, the frequency embedding divides the counts over
the total number of paths in a document, while the count embedding re-
fers to the path count itself.

Extraction of the structural features must meet the following require-

ments:

R1) All paths 1a must be extracted with their exact counts 1b.

R2) The algorithm must be deterministic, i.e., it must produce the same
set of paths for PDF files 2 with the same logical structure.

R3) The choice among multiple paths to a given object should be se-
mantically the most meaningful one with respect to the PDF Reference
[16].

As a first step in the feature extraction process, the document 2 is
parsed using e.g. the established PDF parser Poppler.

The parser maintains an internal representation 4 of the document 2 and
provides access to all fields of individual objects. Conceptually, path ex-
traction amounts to a recursive enumeration of leafs or leaf objects 3c in
the document structure, starting from the Catalog object returned by the
parser.
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The extracted paths 1a are inserted into a suitable data structure, e.g., a
hash table or a map, to accumulate the counts of structural paths.

Several refinements may be introduced to this general algorithm to en-
sure that it terminates and that the above mentioned requirements are

met.

The requirement R1 is naturally satisfied by the recursive nature of our
feature extraction. Since the recursion terminates only if a leaf node or
leaf object 3c is encountered, the algorithm is guaranteed to never un-
derestimate the count 1b of a particular path 1a. To prevent an overes-
timation of the path count 1b due to multiple paths as well as an infinite
recursion due to circular references, the requirement R3 must be en-

forced.

The enforcement of requirements R2 and R3 is tightly coupled and ulti-
mately boils down to the intelligent treatment of indirect references. Ob-
viously, one cannot always dereference them, as this may result in an
infinite recursion. One cannot also avoid their dereferencing, as this
would hardly ever move the algorithm beyond the root node. Hence, a
consistent strategy for selective dereferencing should be implemented.

In the inventive extraction algorithm, these issues are approached by
maintaining a breadth-first search (BFS) order in the enumeration of leaf
objects 3c. This strategy essentially postulates that the shortest path to a
given leaf is semantically the most meaningful. For example, this obser-
vation intuitively holds for various cases when circular relations arise
from explicit upward references by means of the Parent entry in a dic-
tionary, as demonstrated by the example in Fig. 1.

Two further technical details are useful for the implementation of the

BFS traversal. It is important to keep track of all objects visited at least
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once during the traversal and backtrack whenever an object is visited
more than once. It is also necessary to sort all entries in a dictionary in
some fixed order before descending to the node’s children. Since no
specific ordering of dictionary fields is required by the PDF Reference,
such ordering must be artificially enforced in order to satisfy the re-
quirement R2.

Once the counts 1b or other embeddings over the set of structural paths
1a are extracted, almost any learning algorithm can be applied to create
a model including a classifier from the given training data and use this
model to classify unknown examples. This procedure is described later

in this text.

Now turning to SWF files, the syntax of SWF objects is illustrated in a
simplified exemplary SWF file 2° shown in the left-hand side of Fig. 3.
Objects depicted in Fig. 3 being equivalent to the objects depicted in Fig.

“ 1

1 have the same reference number marked with a )

SWF is an Adobe Flash file format used for multimedia, vector graphics
and ActionScript [28]. The format of SWF files is described in the SWF
File Format Specification [29].

According to the SWF file structure, every SWF file consists of a header
and a series of tagged data blocks, i.e., tags. In the file, tags are layed
out linearly, one after the other.

Every tag consists of a tag header and a sequence of values of different
data types called fields. There are different types of tags for different us-
es, and the tag type is given in the tag header. Every type of tag has a
name and a specific sequence of data fields. The name and data type of
the fields for a given type of tag, along with their correct order, are de-
fined by the SWF File Format Specification [29]. The data type of the
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fields can be one of many primitive data types defined by the SWF File
Format Specification [29] or a nested tag. This nesting of tags as fields
of other tags may repeat multiple times.

Analogous to the example of PDF files depicted in Fig. 1, it is possible to
define a structural tree representation 4° of SWF files 2’. Let us define an
abstract node 3a’ with no parents as the root node. Let the tags repre-
sent intermediate nodes 3b’. The values of tags' fields which are of
primitive data types are the leaf nodes 3c’. It is possible to define parent-
child relationships between these nodes which describe the structure of
the SWF file 2'.

The abstract root node 3a’ is a parent of all top-level tags, i.e., tags
which are not fields of other tags. This parent-child relationship is named
after the tag type.

Every tag is a parent of all its fields, including fields of primitive types
and other tags. These parent-child relationships are named after the
names of the given fields.

Given these parent-child relationships, one can obtain a structural tree
representation of a SWF file by starting from the abstract root node and
following all parent-child relationships recursively until a leaf node is

found.

After defining a structural tree representation of a SWF file 2’ in such a
way, the rest of the description regarding the PDF file format also ap-
plies to SWF (definition of a structural path, definition of a bag-of-paths,
extracting bags-of-paths by traversing the tree, learning and classifica-
tion, file similarity...).



10

15

20

25

30

WO 2014/012863 -15- PCT/EP2013/064839

The left-hand side of Fig. 3 depicts a textual representation of the SWF
file 2. SWF files are binary files, i.e., they are not printable and therefore
cannot be easily visualized. For the purpose of illustration, the contents
of the SWF file 2’ in Fig. 3 is presented as text; the tags begin with a '+'
sign, headers and field names with a '-' sign. The textual representation
is a simplified view of the SWF file 2’, not the physical representation as
was the case with PDF 2 in Fig. 1.

The middle part of Fig. 3 depicts the internal representation or logical
structure 4’. One should note the abstract root node 3a’ (not actually a
part of the file). One can also see that the fields are intermediate nodes
3b’, the field values are leaf nodes 3¢’ and the field names are used to
name the parent-child relationships.

The right-hand side of Fig. 3 depicts the resulting bag-of paths 1’ from
this example. In this simple example, every structural path occurs once,
which is not the case for normal SWF files.

With the embeddings extracted from the files, learning algorithms may
be applied for classification. For an overview of suitable algorithms, the
expert may refer to any standard textbook on machine learning, e.g., [1,
10], or use any entry-level machine learning toolbox, such as SHOGUN
or WEKA.

By means of example, two specific algorithms are described, decision
trees and Support Vector Machines.

Although both of the chosen methods are, in principle, suitable for high-
dimensional data, the dimensionality may be artificially reduced for com-
putational reasons by selecting only those paths 1a that occur in at least
a predetermined number of training files. This reduces the number of

features significantly.
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It is not necessary to use class information for the selection of “discrimi-
native features” as it was done, e.g., in Zozzle [7]. Such manual pre-
selection of features introduces an artificial bias to a specific dataset and
provides an attacker with an easy opportunity to evade the classifier by
adding features from the opposite class to his malicious examples.

The decision tree is a popular classification technique in which predic-
tions are made in a sequence of single-attribute tests. Each test either
assigns a certain class to an example or invokes further tests. Decision
trees have arisen from the field of operational decision making and are
especially attractive for security applications, as they provide a clear jus-
tification for specific decisions — the feature extremely appreciated by

security administrators.

The goal of automatic decision tree inference is to build a decision tree
from known classifications of training data. Several classical algorithms
exist for decision tree inference, e.g., CART [2], RIPPER [4], C4.5 [18].

The Support Vector Machine (SVM) is another popular machine learning
algorithm [5]. Its main geometric idea is to fit a hyperplane to data in
such a way that examples of both classes are separated with the largest
possible margin M. In the case of a linear decision function, it is repre-
sented by the hyperplane’s weight vector w and the threshold p which

are directly used to assign labels y to unknown examples x.

Nonlinear decision functions are possible by applying a nonlinear trans-
formation to input data which maps it into a feature space with special
properties, the so-called Reproducing Kernel Hilbert Space (RKHS). The
elegance of SVM consists in the fact that such transformation can be
done implicitly, by choosing an appropriate nonlinear kernel function

k(x1,x2) which compares two examples x1 and x2. The solution a to the
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dual SVM learning problem, equivalent to the primal solution w, can be
used for a nonlinear decision function expressed as a comparison of an
unknown example x with selected examples xi in the training data, the

so-called “support vectors”.

The invention provides for a method for automatically extracting features
e.g. being usable for the detection of malicious PDF files based on the
difference between the underlying structural properties of benign and
malicious PDF files.

The automatically extracted features may also be used to determine

similarities between different files.

By relying on structure instead of the actual content, it renders it unnec-
essary to deal with the very expressive PDF obfuscation techniques, in-
terpretation of JavaScript and dynamic execution — hard problems that
related methods continue to struggle with — and reaps the benefits of
remaining a static method: very high throughput and robustness.
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Claims

1. Method of automatically extracting features (1) from a computer
readable file (2) having a given file type, the features (1) usable for
characterization and/or classification of the file (2), the file (2) com-
prising a number of objects (3a, 3b, 3c), the objects (3a, 3b, 3c) be-
ing logically organized such that structural relationships are defined
between objects (3a, 3b, 3c),
the method comprising the step of:

- automatically generating the features (1) based on the structural
relationships between the objects (3a, 3b, 3c).

2. Method according to claim 1, characterized by the steps of:
- parsing the file (2) to create a parser representation (4) of the
file and
- determining the structural relationship between the objects (3a,

3b, 3c) based on the parser representation (4).

3. Method according to claim 1 or 2, characterized in that

- the objects (3a, 3b, 3c) are hierarchically organized.

4. Method according to anyone of the preceding claims, characterized
in that
- the objects (3a, 3b, 3c) are organized by structural parent-child
relationships, wherein an object may be declared as a named
child of another object, and wherein
- each of the number of objects has a corresponding ob-
ject type, the object type selected from
- a root object type, the root object type corresponding
to an object (3a) having at least one child object but

no parent object,



WO 2014/012863 -21 - PCT/EP2013/064839

- an intermediate object type, the intermediate object
type corresponding to an object (3b) having at least
one parent object and at least one child object, and

- a leaf object type, the leaf object type corresponding
to an object (3c) having at least one parent object
but no child object,

- wherein the structural relationships are repre-
sented by paths (1a) from an object (3a) having
the root object type to objects (3c) having the
leaf object type.

5.  Method according to claim 4, characterized in that
- the features (1) are generated based on counts (1b) of paths
(1a) having identical properties, wherein paths (1a) have iden-
tical properties if the numbers of objects along the paths are
identical and corresponding objects along the paths (1a) have
identical object names.

6. Method according to anyone of the preceding claims, characterized
in that the type of file is Portable Document Format (PDF), Hyper-
text Markup Language (HTML), Shockwave Flash (SWF), Office
Open XML.

7. Method of generating a classifier for classifying a computer reada-
ble file (2) having a given file type, the method comprising the steps
of:

- providing files (2) having the given file type,

- automatically extracting features (1) from each file of the files
(2) using the method of anyone of claims 1 to 6 and

- generating the classifier using the extracted features (1) of the
files (2).
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10.

11.

12.

Method according to claim 7, characterized by the steps of:
- providing classified files (2) having the given file type, and
- generating the classifier using the extracted features (1) of the

files (2) and the classification of the files (2).

Method according to claim 8, characterized in that
- the files (2) are classified into benign and malicious files.

Method of classifying a computer readable file (2) having a given

file type, the method comprising the steps of:

- automatically extracting features (1) from the file (2) using the
method of anyone of claims 1 to 6 and

- using the classifier generated by the method of anyone of
claims 7 to 9 and the extracted features (1) to classify the file

2).

Method of comparing files (2) having a given file type, the method

comprising the step of:

- automatically extracting features (1) from the files using the
method of anyone of claims 1 to 6 and

- determining the files (2) as similar, if the features (1) of the files

satisfy a given similarity criteria.
Method according to claim 11, characterized in that

- the files (2) are determined as similar, if the features (1) of the

files (2) are identical.
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