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(57) ABSTRACT 

Techniques are disclosed for correcting the exposure of a 
digital image. An exposure predictor may be generated 
based on a set of images for which ground truth data are 
known. After identifying an optimal set of features, the 
exposure of the digital image may be corrected by extracting 
values of the selected optimal features from the image, using 
the predictor to predict a desired exposure correction for the 
image, and correcting the exposure of the image by the 
predicted desired amount. Exposure correction is based on a 
model that relates intensity of light in the world to the RGB 
digits of the digital image. The model comprises a gamma 
function that models the response of a typical monitor and 
a S-shaped curve that compresses the large dynamic range of 
the world to the small dynamic range of the RGB digit space. 
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DIGITAL IMAGE EXPOSURE CORRECTION 

BACKGROUND 

0001) 1. Field of the Invention 
0002 The present invention relates to digital image pro 
cessing and, more particularly, to correcting the exposure of 
digital images. 

0003 2. Related Art 
0004. It is essential to properly expose a digital image to 
obtain a good quality rendition of the original scene on an 
output device such as a monitor or a printer. The “exposure' 
of a digital image refers to the quantity of light allowed to 
act on the image capture sensor; exposure is a product of the 
intensity (controlled by the aperture and intensity of the 
illuminant) and the duration (controlled by the shutter speed) 
of light Striking the sensor. Large exposure values will result 
in brighter images and vice versa. Relying on the original 
exposure set by the input device (e.g., a digital camera) 
usually does not yield the best quality for several reasons. 
For example, a wide variety of picture-taking conditions and 
scene compositions may make the original exposure quite 
variable and differ from the preferred exposure. Further 
more, input devices typically have limited dynamic range 
and therefore err on the side of under-exposing an image to 
avoid losing information in an image due to clipping. 
Although underexposed images may appear darker than 
desired, they tend to retain more information than overex 
posed images and therefore are amenable to post-acquisition 
exposure correction to make them more Suitable for printing 
or displaying on an output device. 
0005. It is desirable that output devices be equipped to 
produce properly-exposed renderings from images acquired 
using a variety of (possibly unknown) image acquisition 
devices. For example, a desktop digital photo printer or a 
photo-vending kiosk may be capable of receiving digital 
images acquired using any of a wide variety of digital 
cameras, Scanners, or other input devices under a wide 
variety of conditions. It is desirable that such a printer or 
kiosk be capable of correcting the exposure of any images it 
receives so that Such images may be printed with optimal 
exposures. 

0006 What is needed, therefore, are improved techniques 
for correcting the exposure of digital images. 

SUMMARY 

0007 Techniques are disclosed for correcting the expo 
Sure of a digital image. An exposure predictor may be 
generated based on a set of images for which ground truth 
data are known. An optimal feature set may be identified that 
strikes a balance between minimizing prediction error and 
producing good results across a wide range of images. The 
exposure of an image may be corrected by extracting values 
of the selected optimal features from the image, using the 
predictor to predict a desired exposure correction for the 
image, and correcting the exposure of the image by the 
predicted desired amount. To facilitate the exposure correc 
tion, we propose a model that relates intensity of light in the 
world to the RGB digits of the digital image. This model 
comprises a gamma function that models the response of a 
typical monitor and a S-shaped curve that allows us to 
compress the large dynamic range of the world to the Small 
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dynamic range of the RGB digit space. The exposure of the 
image may then be corrected by employing the inverse of 
this model to transform the image to logarithmic intensities 
in the world, adding or Subtracting an offset (given by the 
desired exposure correction) from the image, and then 
mapping the image back to the RGB digit space using the 
above model. For example, in one aspect of the present 
invention, a method is provided for correcting the exposure 
of a source image. The method includes steps of: (A) 
transforming the source image from an image capture space 
into a nonlinear intensity space to produce a first trans 
formed image; (B) correcting the exposure of the trans 
formed image in the nonlinear intensity space to produce a 
corrected transformed image; and (C) transforming the 
corrected transformed image into the image capture space to 
produce a second transformed image. The step (C) may 
include steps of (C)(1) transforming the corrected trans 
formed image into a third transformed image using an 
S-shaped curve; and (C)(2) transforming the third trans 
formed image into the second transformed image using a 
gamma function. 

0008 If i represents an intensity in the nonlinear intensity 
space, the step (C) may include a step of transforming the 
corrected transformed image into the second transformed 
image using the formula: 

the step (A) may transform gray level g in the source image 
by applying the function T'(g) to the gray level to produce 
transformed intensities, and the step (B) may include a step 
of adding an exposure offset Ae to the transformed intensi 
ties to produce corrected transformed intensities. 

0009. In another aspect of the present invention, a 
method is provided for processing an image. The method 
includes steps of: (A) extracting from the image values of at 
least one feature selected from a set of features including: a 
thumbnail of the image, a luminance channel of the image, 
a region of interest in the image, and a Subset of the image 
including a plurality of pixels satisfying an activity thresh 
old; (B) predicting a desired exposure correction of the 
image based on the extracted feature values; and (C) cor 
recting the exposure of the image by the predicted exposure 
correction to produce an exposure-corrected image. The set 
of features may include other features instead of or in 
addition to the features just listed. 
0010. The region of interest may have the following 
properties: (1) the average activity within the region is above 
a predetermined minimum activity threshold; and (2) the 
absolute logarithm of the ratio of the average luminance of 
the region to the average luminance of that portion of the 
image not including the region is the highest Such absolute 
logarithm for a predetermined plurality of regions in the 
image. The region of interest may have a base size that is 
proportional to the dimensions of the image, and the dimen 
sions of the region of interest may be proportional to the 
base size multiplied by a measure of average activity in the 
image. 

0011. In another aspect of the present invention, a method 
is provided for selecting a set of features for use in a system 
for adjusting the exposure of images. The method includes 
steps of: (A) placing a set of features in a master feature set 
M; (B) initializing a current feature set C to a null value; (C) 
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for each feature F in the master set M, performing steps of: 
(1) placing the union of the current feature set C and the 
feature F in a temporary feature set S.; (2) computing a 
leave-n-out error E for a plurality of images using set S as 
a feature set; (3) if the error E is less than a minimum error 
EMIN assigning the value of E to EMIN and recording the 
identity of feature F in a variable FMN. (D) if EMIN is less 
than a global error Ec, assigning the Value of EMIN to Ecs, 
adding the feature F recorded in FMN to the set C, and 
deleting the feature F recorded in FM from the set M: (E) 
if the set M is not empty, returning to step (C); and (F) if the 
set M is empty or the value of EMIN is greater than the value 
of E, selecting the set C as the set of features for use in the 
system for adjusting the exposure of images. 

0012. Other features and advantages of various aspects 
and embodiments of the present invention will become 
apparent from the following description and from the 
claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0013 FIG. 1A is a flowchart of a method for correcting 
the exposure of an image according to one embodiment of 
the present invention; 

0014 FIG. 1B is a flowchart of a method for reducing an 
image according to one embodiment of the present inven 
tion; 

0015 FIG. 1C is a flowchart of a method for extracting 
features from an image according to one embodiment of the 
present invention; 
0016 FIG. 2A is a dataflow diagram illustrating opera 
tions performed by the method shown in FIG. 1A: 
0017 FIG. 2B is a dataflow diagram illustrating opera 
tions performed by the method shown in FIG. 1B: 
0018 FIG. 2C is a dataflow diagram illustrating the 
operations performed by the method shown in FIG. 1C: 

0019 FIG. 3 is a flowchart of a method for identifying a 
region of interest in an image according to one embodiment 
of the present invention; 
0020 FIG. 4 is a flowchart of a method for extracting 
features from an image according to one embodiment of the 
present invention; 

0021 FIG. 5 is a flowchart of a method for generating a 
predictor for predicting desired image exposures according 
to one embodiment of the present invention: 
0022 FIG. 6 is a dataflow diagram illustrating the opera 
tions performed by the method shown in FIG. 5; 
0023 FIG. 7A is a flowchart of a method for generating 
ground truth data for a set of ground truth images according 
to one embodiment of the present invention: 
0024 FIG. 7B is a dataflow diagram illustrating the 
operations performed by the method of FIG. 7A according 
to one embodiment of the present invention: 
0.025 FIG. 7C is a dataflow diagram illustrating the 
generation of ground truth data for an image in a ground 
truth set of images according to one embodiment of the 
present invention; 
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0026 FIG. 7D is a dataflow diagram illustrating the 
computation of a prediction error for a test set image 
according to one embodiment of the present invention; 
0027 FIG. 7E is a dataflow diagram illustrating the 
computation of an average prediction error for a plurality of 
images in a ground truth image set according to one embodi 
ment of the present invention; 
0028 FIG. 8 is a flowchart of a method for computing the 
average prediction error for a plurality of images in a ground 
truth image set according to one embodiment of the present 
invention; 
0029 FIG. 9 is a flowchart of a method for selecting an 
optimal number and combination of features for use in 
exposure correction according to one embodiment of the 
present invention; 
0030 FIG. 10 is a graph illustrating a family of exposure 
adjustment curves for use in exposure correction according 
to one embodiment of the present invention; 
0031 FIG. 11 is a flowchart of a method for applying an 
exposure correction to an image to produce an exposure 
corrected image according to one embodiment of the present 
invention; and 

0032 FIG. 12 is a flowchart of a method in which color 
mapping and exposure correction are integrated according to 
one embodiment of the present invention. 

DETAILED DESCRIPTION 

0033. In general, the exposure correction algorithm dis 
closed herein may be divided into two parts. The first part 
extracts, from the input image, the values of a set of features 
that contain the information that is most relevant to the 
exposure of the image. The second part finds a predictor that 
operates on the extracted features to generate a predicted 
exposure correction to apply to the image. The predicted 
exposure correction is applied to the image to produce an 
exposure-corrected image. The predictor may, for example, 
be a linear predictor that is chosen so that the error between 
the predicted exposure and desired exposure of images is 
minimized in a least square sense. Since the theory for 
generating the best linear predictor is well known in the 
statistical and signal processing arts, the disclosure herein 
will emphasize techniques both for identifying good features 
that correlate very well with the desired exposure and for 
determining an optimal feature set that yields the best linear 
predictor given the ground truth data. 

0034) Referring to FIG. 1A, a flowchart is shown of a 
method 100 for correcting the exposure of an image accord 
ing to one embodiment of the present invention. Referring to 
FIG. 2A, a dataflow diagram 200 is shown which illustrates 
the operations performed by the method 100 shown in FIG. 
1A. 

0035. The method 100 operates on an input image 202 
(FIG. 2A), which may be received from any of a variety of 
Sources such as a digital camera or Scanner. The input image 
202 may be represented in any of a variety of formats for 
representing digital images, such as the JPEG format. 

0036) The method 100 extracts from the image 202 the 
values 208 of a set of selected features 218 (step 106). The 
selected features 218 may, for example, be identifiers or 
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other descriptors which identify the particular features to be 
extracted in step 106. Examples of features that may be 
extracted in step 106, and examples of techniques for 
extracting them, will be described below with respect to 
FIG. 1B, FIG. 1C, FIG. 2C, FIG. 3, and FIG. 4. Techniques 
that may be used to select the set of features 218 will be 
described below with respect to FIG. 9. 
0037. The method 100 generates a predictor 216 based on 
ground truth data 210 for a set of ground truth images (step 
108). Note that step 108 need not be performed each time the 
method 100 is performed. Rather, the predictor 216 may be 
generated once, prior to execution of the method 100. The 
generated predictor 216 may then be used each time the 
method 100 is performed, without the need to perform step 
108. Techniques that may be used to generate the predictor 
216 will be described below with respect to FIGS. 5-9. The 
method 100 uses the predictor 216 to generate a predicted 
exposure offset 212 based on the extracted feature values 
208 (step 110). 
0038. The method 100 corrects the exposure of the input 
image 202 by shifting the exposure of the input image 202 
by the predicted exposure offset 212, thereby producing an 
exposure-corrected image 214 (step 112). Techniques that 
may be used to perform the exposure correction will be 
described below with respect to FIG. 11. 
0.039 Various techniques may optionally be applied to 
improve the contrast of the image 202. For example, the 
range of intensities in the image 202 may be stretched to 
cover the range of available intensities (e.g., 0.255) as 
follows. The red channel R of the input image 202 may be 
linearized, thereby producing a linearized red channel R. 
using the formula R=(R/255). Linearized green and blue 
channels G, and B may be produced similarly. Applying 
the gamma function to the RGB space image 202 transforms 
it to a linear intensity space that more closely reflects the 
original dynamic range of the image 202. The term “RGB 
space' as used herein refers to any space in which an image 
may be captured (referred to herein as an "image capture 
space'). 

0040. A minimum intensity value mn and a maximum 
intensity value mX for the image 202 may be obtained using 
the following formulas: mn=min (R, G, B) and 
mx=max(R,G,B). The linearized red channel R may be 
stretched to produce a stretched linearized red channel R.' 
using the formula R'-(R-mn)/(mx-mn). Stretched linear 
ized green and blue channels G' and B may be produced 
similarly. Subsequent operations (such as feature extraction) 
described below may be performed on the channels R', G'. 
and B'. 
0041) The channel R' may be transformed back into the 
channel R' using the formula R=255(R)'. The channels G' 
and B' may be obtained from the channels G' and B' in a 
similar manner. In the following description, operations that 
are described as being performed on channels R, G, and 
B or R, G, and B may alternatively be performed on 
channels R', G', and B' or R', G', and B'. 
0042. The present invention may be used in conjunction 
with any individual features and with any combination of 
features. Examples of techniques that may be used to select 
an optimal set of features for extraction, from among an 
initial set of features, will be described below with respect 
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to FIG. 9. Once a particular set of features is selected using 
such techniques, values 208 of the selected features 218 may 
be extracted from the image 202 (step 106). Particular 
examples of features that may be used in conjunction with 
embodiments of the present invention, and techniques for 
extracting values of such features, will now be described. 

0043. In one embodiment of the present invention, the 
size of the input image 202 is reduced as a part of feature 
extraction. The input image 202 may be reduced because, in 
general, any particular image may carry a significant amount 
of information that is irrelevant to its desired exposure. For 
example, the chrominance channels of a color image are 
independent of the exposure of the image and therefore do 
not yield any information regarding the desired exposure. 
Such extraneous information may be discarded both to 
reduce the computational complexity of the exposure cor 
rection techniques described herein and to accurately esti 
mate the coefficients 526 (FIG. 6) of the predictor 216, as 
described in more detail below. Failure to exclude such 
extraneous information may decrease the accuracy of coef 
ficient estimation because, in practice, there is only a limited 
training image set for which the desired exposure (ground 
truth) is known. This tends to bias the estimation of the 
predictor coefficients 526 when the number of images in the 
training set 716 (FIG. 7D) cannot adequately support the 
number of selected features in the feature set 208. Deter 
mining the optimal number of features is an important and 
difficult problem, and will be described in more detail below 
with respect to FIG. 9. 
0044) Referring to FIG. 1B, a flowchart is shown of a 
method that may be used to reduce the image 202 according 
to one embodiment of the present invention. Referring to 
FIG. 2B, a dataflow diagram 220 is shown which illustrates 
the operations performed by the method 102 shown in FIG. 
1B. The method 102 generates a thumbnail 222 of the input 
image 202 (step 122). In general, a thumbnail of an image 
is a reduced-dimension version of the image that is produced 
by some form of downsampling. Techniques for producing 
thumbnails are well-known to those of ordinary skill in the 
art. 

0045. In one embodiment of the present invention, it is 
assumed that most of the exposure information in the input 
image 202 is contained in the luminance channel of the 
image 202. The method 102 therefore extracts a linear 
luminance channel 224 (step 124) and a non-linear lumi 
nance channel 226 (step 126) from the thumbnail 222 so that 
Subsequent processing is performed only on the linear 
luminance channel 224 and the non-linear luminance chan 
nel 226. If, for example, the R, G, and B channels of the 
input image 202 have been linearized into channels R. G. 
and B, respectively, the linear luminance channel 224 and 
non-linear luminance channel 226 may be produced as 
follows. The linearized luminance channel 224, represented 
by L. may be produced using the formula L=aR+bG+ 
cB, where a, b, and c are constants. The non-linear lumi 
nance channel 226, represented by L. may be produced from 
the linearized luminance channel 224 L by the following 
formula: L=255(L)'''. 
0046 Referring to FIG. 1C, a flowchart is shown of a 
method that may be used to extract additional features from 
the input image 202 according to one embodiment of the 
present invention. Referring to FIG. 2C, a dataflow diagram 
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240 is shown which illustrates the operations performed by 
the method 140 shown in FIG. 1C. The input image 202 is 
reduced to produce the linear luminance channel 224 and the 
non-linear luminance channel 226 using the techniques 
described above with respect to FIGS. 1B and 2B (step 102). 
0047 A subset of the non-linear luminance channel 226 
may be isolated to improve the performance of the predictor 
216. A subset of the non-linear luminance channel 226, for 
example, rather than the entire non-linear luminance channel 
226, may be used for exposure correction based on the 
observation that, in the typical case, all parts of an image do 
not equally influence our subjective judgment of the image's 
preferred exposure. For example, the desired exposure of an 
image with a Subject standing in front of flat texture-less 
wall will most likely not be determined by the luminance 
values of the wall. The performance of the predictor 216 
may therefore be improved by not using the wall pixels to 
compute the histogram described below. Although the fac 
tors that influence exposure are highly Subjective, we have 
found that objects with little or no “activity” typically do not 
influence exposure. The non-linear luminance channel 226 
may therefore first be screened for activity to produce an 
active image map 206 which identifies the locations of 
pixels in the non-linear luminance channel 226 that satisfy 
the activity threshold (step 104). 
0.048. An active non-linear luminance image 209 may be 
extracted 207 from the non-linear luminance channel 226 
based on the active image map 206. The active image 209 
may also be referred to as the “active luminance channel in 
embodiments which operate only upon the non-linear lumi 
nance channel 226 of the input image 202. Techniques that 
may be used to measure activity are described in more detail 
in commonly-owned U.S. Pat. No. 5,724,456 to Boyack et 
al., entitled "Brightness Adjustment of Images. Using Digital 
Scene Analysis,” issued on Mar. 3, 1998 and incorporated by 
reference herein. 

0049. The method 140 generates a histogram 244 
(referred to as the “active histogram,” or as the “active 
luminance histogram” (ALH) in embodiments in which only 
the luminance channel is being used) based on the active 
image 209 (step 130). The active histogram 244 is one 
example of a feature whose value may be extracted in step 
106. 

0050. Using the entire active histogram 244 as a feature, 
however, may be inadequate to deal with images that are 
shot outdoors with the Subject against a brightly lit back 
ground or with images that are shot indoors using the camera 
flash. Such images are distinguished by the fact that the 
exposures of the Subject and background differ significantly 
from each other. If the subject occupies a small fraction of 
the image and there is sufficient activity in the background, 
an exposure predictor generated using the entire active 
histogram 244 will favor the background, thereby underex 
posing the Subject in the outdoor case and overexposing the 
Subject in the indoor case. 
0051) To address this problem, we introduce the concept 
of a region of interest (ROI): an area of the reduced image 
204 that is most likely to determine the exposure of the 
original input image 202. The method 140 may identify a 
region of interest 242 using the linear luminance channel 
224 and the active image map 206 (step 132). The method 
140 may then generate a histogram 246 of the portion of the 
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active image 209 that is within the identified region of 
interest 242 (step 134). Both the active histogram 244 and 
the ROI histogram 246 are examples of features that may be 
extracted in step 106. 
0052 The method 140 may also generate an average 
histogram 248 by taking the weighted average of the ROI 
histogram 246 and the active histogram 244 (step 136). The 
average histogram is another example of a feature that may 
be extracted in step 106. Techniques for generating the 
average histogram 248 will be described below with respect 
to FIG. 4. 

0053 Examples of techniques will now be described for 
using a variable-size rectangular window to search for and 
identify the ROI 242 of the thumbnail image 222 (step 132). 
In one embodiment of the present invention, the ROI 242 is 
defined as a rectangular window that satisfies the following 
conditions: 

0054 (1) the average activity within the ROI 242 
(defined as the ratio of the number of active pixels in 
the ROI to the total number of pixels in the ROI) is 
above a specified minimum activity threshold AMIN, 
and 

0.055 (2) the absolute logarithm of the ratio of the 
average linear luminance within the ROI to the average 
linear luminance of the remaining image (i.e., the 
portion of the linearized luminance channel 224 not 
including the ROI 242) is the highest in the thumbnail 
image 222. 

0056. In this embodiment, the average luminance is com 
puted over all the pixels in the linearized luminance channel 
224 and not just the pixels in the active image 206. 
0057 Condition (1) ensures that the ROI 242 encom 
passes some interesting content of the thumbnail image 222. 
Condition (2) serves to identify the subject in in-door flash 
scenes and out-door backlit Scenes. For scenes in which 
there are no significant differences in luminance between 
any one portion of the linearized luminance channel 224 as 
compared to the rest of the linearized luminance channel 
224, the ROI 242 encompasses an arbitrary region of the 
luminance channel 226 satisfying both condition (1) and (2). 
However, in this case the ROI 242 will not have any 
significant contribution to the exposure of the final expo 
Sure-corrected image 214, a property that will become clear 
from the description below. 
0.058 Referring to FIG. 3, a flowchart is shown of 
techniques that may be used to identify the region of interest 
242 (step 132). First, the dimensions DR (e.g., width and 
height) of the region of interest 242 are selected. The aspect 
ratio of the region of interest 242 may be the same as the 
aspect ratio of the thumbnail 222, and the base dimensions 
of the region of interest 242 may be equal to a fixed fraction 
of the dimensions of the thumbnail 222. For example, if D, 
represents the dimensions of the thumbnail 222 (step 302) 
and F is a predetermined fractional multiplier (step 304), the 
base size B of the region of interest 242 may be set equal 
to F*D (step 306). 
0059. The actual dimensions D of the region of interest 
242 scale linearly from the base dimensions B with the 
average activity of the non-linear luminance channel 226. In 
other words, if A is the average activity of the entire active 
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image map 206 (step 308), then the dimensions D of the 
region of interest 242 are equal to B*A (step 310). Intu 
itively, an image with sparse activity will tend to have a 
Small region of interest and vice versa. The Scaling property 
represented by step 310 also helps the region of interest 242 
to pass condition (1). 
0060 Having selected the dimensions D of the region of 
interest 242, a region that satisfies both conditions (1) and 
(2), stated above, may be selected as the region of interest 
242. Referring again to FIG. 3, the region of interest 242 
may be selected as follows. 
0061 A variable LOGA is initialized to Zero and a 
variable r is initialized to one (step 312). The meaning of 
the values of LOGMA and r will become clear below. 
The method 132 sets the value of a variable ROI found to 
FALSE (step 313). As its name implies, ROI found indi 
cates whether the method 132 has yet found a region of 
interest. 

0062) The method 132 enters a loop over each candidate 
region C in the thumbnail 222 (step 314). The average 
activity A of the region C is calculated (step 316). The 
method 132 determines whether A2AN (step 318). 
thereby determining whether condition (1) is satisfied. If 
A-AM, the method 132 continues to the next region (step 
334). 
0063) If A2A, the method 132 calculates the aver 
age luminance L of region C of the linear luminance 
channel 224 (step 322) and the average linear luminance L. 
of the remainder of the linear luminance channel 224 (i.e., 
of the portion of the linear luminance channel 224 not 
including region C) (step 324). The ratio of L to L is 
assigned to the variable ro, and the absolute logarithm of 
rto (i.e., log. Le? L.) is calculated and assigned to a 
variable named LOG' (step 326). 

0064. The method 132 determines whether the value of 
LOG is greater than the value of LOGMA (Step 328). In CUR 

other words, the method 132 determines whether the abso 
lute log of the ratio of the average luminance in region C to 
the average luminance of the remainder of the linear lumi 
nance channel 224 is the highest encountered so far in the 
linear luminance channel 224. If LOG is greater than 
LOGM.A., a variable ROI is assigned the value of C (step 
330) and the variable LOGMA is assigned the value of 
LOG (step 332). Because a region of interest has been 
found, the value of ROI found is set to TRUE (step 333). 
Steps 316-333 are repeated for the remaining regions C in 
the thumbnail 222 (step 334). 
0065. Upon completion of the loop, the method 132 
determines whether the value of ROI found is equal to 
TRUE (step 336). If it is, the method 132 terminates. 
Otherwise, a region of interest has not been found, and the 
method 132 sets the variable ROI to encompass the entire 
input image 202 (step 338). 

0.066 Upon completion of the method 132, the value of 
the variable ROI identifies a region in the image 202 that 
satisfies both conditions (1) and (2), if such a region exists, 
and that may therefore be used as the region of interest 242. 
0067 Referring to FIG. 4, a flowchart is shown of a 
method that may be used to extract additional features from 
the active ROI histogram 246 and the active histogram 244. 
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By way of background, associated with the region of interest 
242 may be a likelihood number that denotes the probability 
that the region of interest 242 influences the desired expo 
Sure of the image 202. Let r be the ratio of the average 
ROI linear luminance to the average linear luminance of the 
remaining image (i.e., L/L, where C=ROI). Then the 
likelihood associated with the region of interest 242 is given 
by Equation 1 (FIG. 4, step 402): 

1 Equation 1 
RO) = . . . . . . . PRO)- I explorio) 

where S and o are adjustable parameters. The parameter o 
represents the luminance difference in stops between the 
region of interest 242 and the remaining image when the 
likelihood associated with the region of interest 242 is 0.5. 
The parameters is proportional to the slope of the likelihood 
function at log-roll-O. Since p(ROI) > 1.0 as logorso 
OO, it follows that a large difference between the average 
linear luminance of the region of interest 242 and the rest of 
the linear luminance channel 224 implies a higher likelihood 
of the region of interest 242 influencing the final exposure of 
the image 202 and vice versa. Techniques will now be 
described for determining how the ROI likelihood p(ROI) 
weights the ROI contribution towards the final vector of 
feature values 208. 

0068 Let H() denote the active ROI luminance his 
togram 246 (FIG. 4, step 404). Let H() denote the active 
luminance histogram 244 (step 406). Then the overall aver 
age histogram H() 248 is given by Equation 2 (step 408): 

H(t)=(1-p(ROI))H, ()+p(ROI)Ho () 

0069. The histogram H() 248 is an example of a feature 
that may be extracted in step 106. However, the dimension 
ality of the feature space may be further reduced by extract 
ing several linear and non-linear features from the histogram 
H() 248 (steps 410 and 412). Such features are examples of 
features that may be extracted in step 106. Examples of 
non-linear features that may be extracted include the differ 
ent percentiles of the histogram H() 248. Examples of linear 
features that may be extracted include the different moments 
of the histogram H() 248. 
0070. As mentioned above, the predictor 216 may be 
generated (step 108) based on ground truth data 210 for the 
set of ground truth images 522. In one embodiment of the 
present invention, the predictor 216 is a linear predictor. 
0.071) Let N be total number of feature values 208 and let 

f, denote the i' feature value in the feature values vector 208. 
Let X, denote the coefficients 526 (FIG. 6) of the predictor 
216. Then the exposure shift prediction Ae212 may be 
generated in step 110 as shown in Equation 3: 

Equation 2 

i 

Equation 3 

O 

where f is the feature value vector 208 and X is the coefficient 
vector 526. 

0072 Referring to FIG. 5, a flowchart is shown of a 
method 500 for generating the predictor 216 (step 108) 
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according to one embodiment of the present invention. 
Referring to FIG. 6, a dataflow diagram 520 is shown 
illustrating the operations performed by the method 108 
shown in FIG. 5. The method 108 obtains ground truth data 
210 for all images in a set of ground truth images 522 (step 
502). Examples of techniques for obtaining the ground truth 
data 210 will be described below with respect to FIG. 7B. 
The method 108 selects the optimal set of features 218 based 
on the ground truth data 210 (step 504). Examples of 
techniques for selecting the feature set 218 will be described 
below with respect to FIG. 9. The method 108 computes 
coefficients 526 for the predictor 216 based on the ground 
truth data 210 and the selected features 218 (step 506). 
Referring to FIG. 6, step 506 may be performed, for 
example, by extracting 532 a set of training features 534 
from a set of training images 528 based on the selected 
features 218, and by generating the predictor coefficients 
(step 506) based on the ground truth data 210 and the 
training features 534. The training set 528 may be any set of 
images that is used to train the predictor 216 and is a Subset 
of the ground truth set 522. The method 108 generates the 
predictor 216 based on the selected features 218 and the 
selected coefficients 526 (step 508). 
0073. The method 108 shown in FIG. 5 will now be 
described in more detail. Referring to FIG. 7A, a flowchart 
is shown of a method 700 that may be used to generate the 
ground truth data 210 (FIG. 5, step 502). Referring to FIG. 
7B, a dataflow diagram 750 is shown which illustrates the 
operations performed by the method 700 shown in FIG. 7A. 
0074 The ground truth data 210 may be acquired by 
conducting a psychophysical scaling test in which human 
subjects are asked to determine the best exposure for each of 
the images 522a-d in the ground truth set 522. Although only 
four images 522a-dare shown in FIG. 7B, in practice there 
may be a much larger number of ground truth images. 
0075) The method 700 may enter a loop over each image 

I in the ground truth set 210 (step 702). Referring to FIG.7C, 
a dataflow diagram 720 is shown illustrating, by way of 
example, the generation of ground truth data 736a for a 
single image 522a in the ground truth set 522. For each 
human subject S in a plurality of human subjects 722a-d 
(step 704), the method 700 receives an indication from the 
subject of the desired exposure for image I (step 706). For 
example, referring to FIG. 10, a graph 1000 is shown of a 
family of exposure adjustment curves, the particular char 
acteristics of which are described in more detail below. Each 
Such curve may be applied to an image to perform a 
particular exposure correction on the image. 
0076. In one embodiment of the present invention, each 
of the exposure adjustment curves shown in the graph 1000 
is applied to the image I, and the resulting exposure adjusted 
images are displayed to the Subject S. Associated with each 
of the exposure adjustment curves is a single number Ae, 
reflecting the particular exposure adjustment associated with 
the curve. The subject S selects a particular one of the 
exposure-adjusted images that the Subject believes has the 
best exposure among all of the exposure adjusted images. 
The exposure correction Ae, associated with the exposure 
adjustment curve corresponding to the image selected by the 
subject S is provided as the desired exposure indication in 
step 706. 
0077. For example, as shown in FIG. 7C, subject 722a 
indicates desired exposure 724a by selecting a particular one 
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of the exposure-adjusted images as having the best expo 
sure. The method 700 similarly receives desired exposure 
indications from the remaining subjects (step 708). For 
example, as shown in FIG. 7C, subject 722b indicates 
desired exposure 724b, subject 722c indicates desired expo 
sure 724c, and subject 722d indicates desired exposure 
724d. 

0078. The method 700 averages all of the exposure 
indications received in the loop in steps 704-708 to produce 
a single exposure correction number Ae, referred to as the 
“ground truth data for image I (step 710). For example, as 
shown in FIG. 7C, ground truth data 736a is produced for 
image 522a. The inverse of the variance of the desired 
exposures 724a-d indicated by the subjects 722a-d may be 
used to weight the mean-square error in the design of the 
predictor 216. This allows the influence of any image in the 
determination of the prediction weights to be reduced when 
the Subjects differed significantly in their opinions regarding 
the best exposure of image I. 

0079. The method 700 generates ground truth data for the 
remaining images in the ground truth set 522 using the same 
techniques (step 712). For example, as shown in FIG. 7B, 
ground truth data 736b may be generated for training set 
image 522b, ground truth data 736c may be generated for 
ground truth set image 522c, and ground truth data 736d 
may be generated for ground truth set image 522d. 

0080. Before describing how feature selection (step 504) 
may be performed, techniques will be described for gener 
ating the predictor coefficients 526 given a particular set of 
features. For example, let e denote the column vector 
containing the ground truth data 210 for all of the images 
522a-d in the ground truth set 522. Let the feature vectors of 
each of the images 522a-d of the ground truth set 522 form 
the rows of a matrix F. Then the predictor coefficients x 526 
may be generated (step 506) using Equation 4: 

x=(FF)'F'e, Equation 4 

0081 Alternatively, if W is a diagonal weight matrix 
computed using the inverse variance of the ground truth data 
210, the coefficients x 526 may be generated (step 506) using 
Equation 5: 

0082 In either case, once the number and type of features 
are determined (FIG. 9), the coefficients x 526 may be 
generated using the closed form expressions in Equation 4 or 
Equation 5. The remaining problem is to determine which 
features to select as the selected features 218. 

Equation 5 

0083. Examples of techniques will now be described for 
determining which and how many features are optimal for 
inclusion in the set of selected features 218. In one embodi 
ment of the present invention, the set of ground truth images 
522 is divided into two subsets: a training set (such as 
training set 716 shown in FIG. 7D) and a test set (not 
shown). The training set is used to design a training predictor 
726 (FIG. 7D). The test set is used to test the predictor 726 
and to compute the prediction error. 

0084. In practice, the number of ground truth images in 
the ground truth set 522 is limited. Dividing the images in 
the ground truth set 522 into subsets further limits the 
number of design or test samples, thereby potentially reduc 
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ing the quality of the predictor 216. Referring to FIG. 8, a 
flowchart is shown of a method 800 that may be used to 
address this problem. 

0085. In general, the method 800 uses a leave-n-out 
approach which cycles through the entire ground truth image 
set 522, n images at a time. In the particular method 800 
shown in FIG. 8, n=1. In each cycle, only one image from 
the ground truth set 522 is chosen for the test set and the rest 
of the images from the ground truth set 522 are used to 
design the predictor 726. The prediction error is then com 
puted on the single image in the test set. The entire proce 
dure is repeated for the next image in the ground truth set 
522 and so on. The advantage of this method is that all 
images but one are used to design the predictor 726 and all 
images are used to test the predictor 726. This minimizes the 
bias in the design and test error of the predictor 726. 
However, the downside of this procedure is that the design 
procedure has to be repeated as many times as the number 
of images in the ground truth set 522. 
0.086 The procedure described generally above will now 
be described in more detail. Referring to FIG. 8, a loop is 
entered over each image I in the ground truth image set G 
522 (step 802). The single image I is placed into the test set 
(step 804), and all of the ground truth images 522a-d except 
for image I are placed into the training set (step 806). 

0087. Referring to FIG. 7D, a dataflow diagram 760 is 
shown which illustrates the calculation of a prediction error 
766a by the method 800 based on the test set image I 762 
and the current training set 716. The method 800 generates 
training predictor coefficients 744 based on the training set 
(step 808) using, for example, Equation 4 or Equation 5. In 
particular, the method 800 may extract 718 features 728 
from the training set 716 based on a current set of features 
734. The method 800 may generate training coefficients 744 
based on ground truth data 770 for the training set 716 and 
the extracted training set features 728. 
0088. The method 800 generates a training predictor 726 
based on the current set of feature identifiers 734 and the 
training predictor coefficients 744 (based on the structure of 
Equation 3) (step 810). The current set of features 734 may 
be selected as described below with respect to FIG. 9. 

0089. The method 800 extracts the current selected fea 
tures 734 from the test set image I 762 to produce test set 
image features 746 (step 812). The method 800 uses the 
training predictor 726 to generate a predicted exposure shift 
768 for the test set image 762 based on the extracted features 
746 using Equation 3 (step 814). The method 800 calculates 
a prediction error E 766.a for the test set image 762 by 
subtracting the predicted exposure shift 768 from the ground 
truth data 764 for the test set image I 762 (step 816). 
Prediction errors are generated in the same manner for the 
remaining images in the ground truth set G 522 (step 818). 
0090 Referring to FIG. 7E, for example, a dataflow 
diagram 754 is shown illustrating the generation of a plu 
rality of prediction errors 766, one for each of the images 
522a-d in the ground truth set 522. As each of the ground 
truth images 522a-d is used as the test set image 762, a 
corresponding prediction error is generated. For example, 
prediction error 766a is generated for image 522a, predic 
tion error 766b is generated for image 522b, prediction error 
766c is generated for image 522c, and prediction error 766d 
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is generated for image 522d. Once prediction errors E 
766a-dare generated for each image in the ground truth set 
522, the root mean square (RMS) is taken of all of the 
prediction errors E, 766a-d to produce an average prediction 
error E 758 for the ground truth set 522 (step 820). The 
average prediction error E 758 may be used to select an 
optimal number and combination of features for use as the 
selected features 218, as will now be described in more 
detail. 

0.091 Referring to FIG. 9, a flowchart is shown of a 
method 900 that may be used to select an optimal number 
and combination of features for use as the selected features 
218. All available features are placed into a master feature 
set M (step 902). The master set of features may be selected 
in any manner. Examples of features that may be placed into 
the master feature set M include the ROI histogram 246, the 
active histogram 244, the average histogram 248, and linear 
and non-linear features extracted from the features just 
listed. A current feature set C is initialized to a null set (step 
904), a global error value E is initialized to infinity (step 
906), and a minimum error value EMIN is initialized to 
infinity (step 908). 

0092. A loop is entered over each feature F in the master 
set M (step 910). A set S is formed by adding the feature F 
to the current feature set C (step 912). The method 800 
shown in FIG. 8 is used to compute an average leave-n-out 
error E for the images 522a-d in the ground truth image set 
522 using set S as the set of current selected features 734 
(step 800). 

0093. If the average error E is less than the minimum 
error EMIN (step 914), the minimum error EMIN is assigned 
the value of E (step 916) and a variable FMN is assigned the 
value of F (the current feature) (step 918). The loop initiated 
in step 910 is repeated for each of the features F in the 
current set C (step 920). 
0094. Upon completion of the loop performed in steps 
910-920, EN contains the minimum leave-n-out prediction 
error obtained in any iteration of the loop, and FMN indi 
cates the feature that resulted in the minimum error EN. 
The method 900 determines whether the minimum error 
E is greater than the global error Ecs (step 922). If 
EMN>E, the current feature set C is provided as the set of 
selected features 218. If EMINSE, then E is assigned the 
value of EMN (step 924), and the feature FMN is added to 
the current feature set C and removed from the master set M 
(step 926). 

0.095 The method 900 determines whether the master set 
M is empty (step 928). If the master set M is not empty, the 
procedure described above with respect to steps 910-926 is 
performed again using the updated master set M and current 
set C. If the master set M is empty, the current feature set C 
is provided as the set of selected features 218. 
0096. In summary, the method 900 identifies the single 
best feature that results in the minimum average prediction 
error in the first iteration of the loop initiated in step 910. In 
the second iteration of the loop, the method 900 identifies 
the next best feature that in combination with the first feature 
achieves the minimum error. The method 900 continues in 
this fashion until the minimum average prediction error 
E. eventually starts to increase with the addition of more 
features. At this point the method 900 terminates. The 
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features that are in the current set C upon termination of the 
method 900 represent a set of optimal features that may be 
provided as the selected features 218. 
0097 As described above with respect to FIG. 5 and FIG. 
6, once the selected features 218 are selected (FIG. 9), the 
predictor coefficients 526 may be generated based on the 
ground truth data 210 and feature identifiers 218 using, for 
example, Equation 4 or Equation 5 (step 506), and the 
predictor 216 may be generated based on the features 218 
and the coefficients 526 using, for example, the structure of 
Equation 3 (step 508). 
0098) Note that if the entire ground truth set 522 were 
used to design and test the predictor 216, the minimum error 
EMIN would always decrease upon the addition of a new 
feature to the current set C. In fact, if there are m images in 
the ground truth set 522, the minimum error EMIN be made 
to be exactly Zero by choosing m independent features. This 
follows from the fact that the column space of F spans the 
ground truth vector e. In Such a case, the predictor that is 
generated may not be optimal. Rather, the predictor that is 
generated may merely predict the m images in the ground 
truth set 522 perfectly, while the performance for other 
images may not be specified. In practice, a predictor 
designed in this fashion may perform poorly in the field 
because it may not generalize its prediction well enough for 
images outside the ground truth set. By testing with a set that 
is independent of the training set, we ensure that only those 
features that generalize well for other images are included in 
the final feature set 218 and features that just fit the noise are 
excluded. 

0099 Having described how to generate the predictor 
216, techniques will now be disclosed for changing (cor 
recting) the exposure of the image 202 to the desired value 
(step 112). An algorithm that causes an exposure change 
should not alter the color balance of the image in the process. 
This may be achieved by operating solely on the luminance 
channel of the image in a luminance/chrominance space. 
Alternatively, if the exposure correction algorithm operates 
in the RGB space, the same transformation should be 
applied to all of the channels so as not to alter the color 
balance of the image. Techniques using the latter approach 
will now be described because it is desirable to transform the 
image such that at least one of its channels occupies the 
entire gray scale, and it is particularly easy to do this in the 
RGB space. 
0100. Once the predictor 216 is generated, the predicted 
exposure offset 212 for the image 202 may be generated 
based on the extracted feature values 208 using Equation 3 
(step 110). Referring to FIG. 11, a flowchart is shown of a 
method for applying the exposure offset 212 to the input 
image 202 to produce the exposure-corrected image 214 
(step 112) according to one embodiment of the present 
invention. The method 112 transforms the input image 202 
from RGB space back to intensities in the original scene 
(i.e., the world intensity space) (step 1102). The method 112 
performs exposure correction on the transformed image 
(step 1104). The method 1100 transforms the exposure 
corrected image back from world intensity space to RGB 
space to produce the exposure-corrected image 214 (step 
1106). 
0101. In one embodiment of the present invention, the 
forward transformation from the world log intensity space to 
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the RGB space (step 1106) is modeled by an S-shaped curve 
that serves to compress the tones in the highlight and the 
shadow regions. This is followed by a gamma function 
designed to model the inverse response of a typical monitor. 
The combination of the S-shaped tone reproduction curve 
and gamma forms a complete forward transformation rep 
resented herein as T(). 
0102) Let i denote the world log intensity. Then T(i) is 
defined by Equation 6: 

where A, B, S and o are parameters of the S-shaped tone 
reproduction curve and Y is the monitor gamma. It should be 
appreciated that the parameters S and o in Equation 6 are not 
the same as the parameters S and o in Equation 1. 
0103) The reverse transformation from RGB space to log 
world intensity space (step 1102) for a particular gray level 
g in RGB space may therefore be represented as T'(g). The 
exposure correction of gray level g by a desired exposure 
offset Ae (measured in stops) in world intensity space (steps 
1102 and 1104) may therefore be represented by T'(g)+Ae. 
The complete exposure correction of an RGB-space gray 
level g, including reverse and forward transformations, 
performed by the exposure correction method 1100 illus 
trated in FIG. 11, may therefore be represented by Equation 
7. 

where g is the exposure-corrected gray level in RGB space. 
The graph 1000 in FIG. 10 illustrates a family of curves, 
each of which corresponds to a different value of Ae. 
0104. Once the predicted exposure offset Ae 212 is gen 
erated, the result of Equation 7 may be calculated for all gray 
levels, and pairs of gray levels and corresponding corrected 
gray levels may be stored in a lookup table (LUT). Exposure 
correction may thereafter be performed on each channel of 
an image using the lookup table rather than by calculating 
the results of Equation 7 for each pixel or gray level in the 
image, thereby significantly increasing the speed with which 
exposure correction may be performed. 

0105. One advantage of the techniques just described is 
that they perform exposure correction based on a model that 
models a mapping from world intensity space to the inten 
sity space (e.g., RGB space) of the captured image 202. As 
described above, the model includes a gamma function that 
models the response of a typical monitor and an S-shaped 
curve that compresses the large dynamic range of the world 
to the Small dynamic range of the image capture (e.g., RGB) 
space. Using Such a model enables the exposure of the image 
202 to be corrected by employing the inverse of the model 
to transform the image to logarithmic intensities in the 
world, adding or Subtracting an offset (given by the desired 
exposure correction) from the image, and then mapping the 
image back to the RGB digit space using the above model. 
One advantage of using Such a model is that it enables 
exposure corrections to be applied in the world intensity 
space, where Such corrections are more likely to have their 
intended effect across the full range of intensities, assuming 
that the model reasonably reflects the transfer function that 
was used to capture the image 202. 
0106 Embodiments of the present invention may be 
integrated with the color mapping process that is typically 
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performed on digital images when output to a rendering 
device such as a printer. For example, referring to FIG. 12, 
a flowchart is shown of a method 1200 in which color 
mapping and exposure correction are integrated according to 
one embodiment of the present invention. The method 1200 
receives an image from a source Such as a digital camera 
(step 1202) and performs JPEG decompression on the image 
(step 1204). The method 1200 reduces the image using the 
techniques described above with respect to FIGS. 1B and 2B 
(step 102). The method 1200 then performs automatic color 
balancing and automatic exposure correction on the image 
using an integrated process. Color balancing, for example, is 
often performed in the RGB space using three one-dimen 
sional lookup tables. Such lookup tables may be combined 
with the exposure correction lookup tables described above 
to generate three one-dimensional lookup tables that per 
form both color balancing and exposure correction with a 
single set of one-dimensional lookups. 
0107 For example, exposure correction estimation may 
be performed (step 1218) using the techniques disclosed 
herein to generate three one-dimensional exposure correc 
tion lookup tables (step 1219). Three one-dimensional color 
balancing lookup tables may also be computed (step 1220) 
and combined with the exposure correction lookup tables 
generated in step 1219 (step 1222). The method 1200 may 
perform any of a variety of) image processing steps on the 
decompressed image. Such as rotating the image (step 1206) 
and sharpening the image (step 1208). These particular 
image processing steps are shown merely for purposes of 
example and do not constitute limitations of the present 
invention. 

0108. The method 1200 performs color mapping on the 
image (step 1210). Color mapping often involves several 
operations, including a one-dimensional pre-lookup table, a 
three-dimensional matrix or three-dimensional lookup, and 
a one-dimensional post-lookup table. Exposure correction 
may be integrated into the one-dimensional pre-lookup table 
operation of color mapping using the single set of three 
one-dimensional lookup tables (generated in step 1222) that 
perform the combined function of exposure correction, color 
balance, and the one-dimensional pre-lookup table portion 
of color mapping. 
0109 The method prepares the image for printing (or 
other output) by upsizing the image (step 1214). The method 
1200 then prints the image (step 1216). It should be appre 
ciated that various steps in the method 1200 (such as steps 
1204, 1206, 1208, 1214, and 1216) are provided merely as 
examples of steps that may be performed in conjunction 
with processing of the input image 202 and do not constitute 
limitations of the present invention. 
0110. One advantage of the techniques disclosed herein is 
that they may operate in the RGB space, thereby making 
them Susceptible to being integrated with color mapping as 
just described. Integrating exposure correction with color 
mapping reduces the number of steps that are required to 
optimize an image for printing and may therefore make it 
possible to perform such processing more quickly than other 
methods which correct image exposure in a luminance 
chrominance space or other non-linear space. 
0111. It is to be understood that although the invention 
has been described above in terms of particular embodi 
ments, the foregoing embodiments are provided as illustra 
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tive only, and do not limit or define the scope of the 
invention. Various other embodiments, including but not 
limited to the following, are also within the scope of the 
claims. 

0112 Elements and components described herein may be 
further divided into additional components or joined 
together to form fewer components for performing the same 
functions. 

0113. The techniques described above may be imple 
mented, for example, in hardware, Software, firmware, or 
any combination thereof. The techniques described above 
may be implemented in one or more computer programs 
executing on a programmable computer including a proces 
Sor, a storage medium readable by the processor (including, 
for example, Volatile and non-volatile memory and/or stor 
age elements), at least one input device, and at least one 
output device. Program code may be applied to input entered 
using the input device to perform the functions described 
and to generate output. The output may be provided to one 
or more output devices. 
0114. Each computer program within the scope of the 
claims below may be implemented in any programming 
language. Such as assembly language, machine language, a 
high-level procedural programming language, or an object 
oriented programming language. The programming lan 
guage may, for example, be a compiled or interpreted 
programming language. 
0115 Each such computer program may be implemented 
in a computer program product tangibly embodied in a 
machine-readable storage device for execution by a com 
puter processor. Method steps of the invention may be 
performed by a computer processor executing a program 
tangibly embodied on a computer-readable medium to per 
form functions of the invention by operating on input and 
generating output. Suitable processors include, by way of 
example, both general and special purpose microprocessors. 
Generally, the processor receives instructions and data from 
a read-only memory and/or a random access memory. Stor 
age devices Suitable for tangibly embodying computer pro 
gram instructions include, for example, all forms of non 
Volatile memory, such as semiconductor memory devices, 
including EPROM, EEPROM, and flash memory devices: 
magnetic disks Such as internal hard disks and removable 
disks; magneto-optical disks; and CD-ROMs. Any of the 
foregoing may be supplemented by, or incorporated in, 
specially-designed ASICs (application-specific integrated 
circuits). A computer can generally also receive programs 
and data from a storage medium such as an internal disk (not 
shown) or a removable disk. These elements will also be 
found in a conventional desktop or workstation computer as 
well as other computers Suitable for executing computer 
programs implementing the methods described herein, 
which may be used in conjunction with any digital print 
engine or marking engine, display monitor, or other raster 
output device capable of producing color or gray scale pixels 
on paper, film, display Screen, or other output medium. 

1-14. (canceled) 
15. A method for processing an image, the method com 

prising steps of: 
(A) extracting from the image values of at least one 

feature selected from a set of features, the set of 
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features comprising features derived from: a thumbnail 
of the image, a luminance channel of the image, an 
active region of interest in the image, and a Subset of 
the image including a plurality of pixels satisfying an 
activity threshold; 

(B) predicting a desired exposure correction of the image 
based on the extracted feature values; and 

(C) correcting the exposure of the image by the predicted 
exposure correction to produce an exposure-corrected 
image. 

16. The method of claim 15, wherein the region of interest 
has the following properties: (1) the average activity within 
the region is above a predetermined minimum activity 
threshold; and (2) the absolute logarithm of the ratio of the 
average luminance of the region to the average luminance of 
that portion of the image not including the region is the 
highest Such absolute logarithm for a predetermined plural 
ity of regions in the image. 

17. The method of claim 15, wherein the region of interest 
has a base size that is proportional to the dimensions of the 
image, and wherein the dimensions of the region of interest 
are proportional to the base size multiplied by a measure of 
average activity in the image. 

18. The method of claim 15, wherein the step (A) com 
prises steps of: 

(A)(1) identifying the active region of interest in the 
image; 

(A)(2) screening the image for activity to generate an 
active image: 

(A)(3) generating an average histogram as a weighted 
average of a histogram of the active region of interest 
and a histogram of the active image; and 

(A)(4) extracting values of features from the average 
histogram. 

19. The method of claim 18, wherein the step (A)(3) 
comprises steps of 

(A)(3)(a) calculating a likelihood that the region of inter 
est influences the desired exposure shift of the image: 
and 

(A)(3)(b) generating the average histogram as a average 
of the histogram of the active region of interest and a 
histogram of the active image, weighted by the likeli 
hood. 

20. The method of claim 19, wherein the step 
(A)(3)(a) comprises a step of calculating the likelihood 

using the formula: 

1 Equation 1 
RO) = . . . . . . . PRO)- I explorio) 

, wherein o represents the luminance difference in stops 
between the region of interest and that portion of the 
image not including the region of interest when the 
likelihood is equal to 0.5, whereins is proportional to 
the slope of the formula at logro=o, and wherein 
r is the ratio of the average linear luminance in the 
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region of interest to the average linear luminance of 
that portion of the image not including the region of 
interest. 

21. The method of claim 18, wherein the step (A)(4) 
comprises a step of extracting values of linear features from 
the average histogram. 

22. The method of claim 21, wherein the step (A)(4) 
comprises a step of extracting at least one moment from the 
average histogram. 

23. The method of claim 18, wherein the step (A)(4) 
comprises a step of extracting values of nonlinear features 
from the average histogram. 

24. The method of claim 23, wherein the step (A)(4) 
comprises a step of extracting at least one percentile from 
the average histogram. 

25. An apparatus for processing an image, the apparatus 
comprising: 

extraction means for extracting from the image values of 
at least one feature selected from a set of features, the 
set of features comprising features derived from: a 
thumbnail of the image, a luminance channel of the 
image, an active region of interest in the image, a Subset 
of the image including a plurality of pixels satisfying an 
activity threshold; 

prediction means for predicting a desired exposure cor 
rection of the image based on the extracted feature 
values; and 

correction means correcting the exposure of the image by 
the predicted exposure correction to produce an expo 
Sure-corrected image. 

26. The apparatus of claim 25, wherein the region of 
interest has the following properties: (1) the average activity 
within the region is above a predetermined minimum activ 
ity threshold; and (2) the absolute logarithm of the ratio of 
the average luminance of the region to the average lumi 
nance of that portion of the image not including the region 
is the highest Such absolute logarithm for a predetermined 
plurality of regions in the image. 

27. The apparatus of claim 25, wherein the region of 
interest has a base size that is proportional to the dimensions 
of the image, and wherein the dimensions of the region of 
interest are proportional to the base size multiplied by a 
measure of average activity in the image. 

28. The apparatus of claim 25, wherein the extraction 
means comprises: 

means for identifying the region of interest in the image: 

means for screening the image for activity to generate an 
active image: 

means for generating an average histogram as a weighted 
average of a histogram of the active region of interest 
and a histogram of the active image; and 

means for extracting values of features from the average 
histogram. 

29. The apparatus of claim 28, wherein the means for 
generating comprises: 

means for calculating a likelihood that the region of 
interest influences the desired exposure shift of the 
image; and 
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means for generating the average histogram as a average 
of the histogram of the active region of interest and a 
histogram of the active, weighted by the likelihood. 

30. The apparatus of claim 29, wherein the means for 
calculating comprises means for calculating the likelihood 
using the formula: 

(ROI) 1 Equation 2 p 1+ exp(-s(logarroll-o)) 

, wherein o represents the luminance difference in stops 
between the region of interest and that portion of the image 
not including the region of interest when the likelihood is 
equal to 0.5, wherein s is proportional to the slope of the 
formula at log-roll-O, and wherein roi is the ratio of the 
average linear luminance in the region of interest to the 
average linear luminance of that portion of the image not 
including the region of interest. 

31. The apparatus of claim 28, wherein the means for 
generating the average histogram comprises means for 
extracting values of linear features from the average histo 
gram. 

32. The apparatus of claim 31, wherein the means for 
generating the average histogram comprises means for 
extracting at least one moment from the average histogram. 

33. The apparatus of claim 28, wherein the means for 
generating the average histogram comprises means for 
extracting values of nonlinear features from the average 
histogram. 

34. The apparatus of claim 33, wherein the means for 
generating the average histogram comprises means for 
extracting at least one percentile from the average histo 
gram. 

35. A method for selecting a set of features for use in a 
system for adjusting the exposure of images, the method 
comprising steps of: 

(A) placing a set of features in a master feature set M: 
(B) initializing a current feature set C to a null value: 
(C) initializing a current feature set C to a null value: 

(1) placing the union of the current feature set C and the 
feature F in a temporary feature set S; 

(2) computing a leave-n-out error E for a plurality of 
images using set S as a feature set; 
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(3) if the error E is less than a minimum error EMN, 
assigning the value of E to EMIN and recording the 
identity of feature F in a variable FMN, 

(D) if EMIN is less than a global error E, assigning the 
value of EMIN to E, adding the feature F recorded 
F to the set C, and deleting the feature F recorded in 
FMN from the set M: 

(E) if the set M is not empty, returning to step (C); 
(F) if the set M is empty or the value of EMIN is greater 

than the value of E, selecting the set C as the set of 
features for use in the system for adjusting the exposure 
of images. 

36. An apparatus for selecting a set of features for use in 
a system for adjusting the exposure of images, the apparatus 
comprising: 

means for placing a set of features in a master feature set 
M; 

means for initializing a current feature set C to a null 
value; 

iteration means comprising, for each feature F in the 
master set M: 

means for placing the union of the current feature set C 
and the feature F in a temporary feature set S; 

means for computing a leave-n-out error E for a plu 
rality of images using set S as a feature set; 

means for assigning the value of E to EMIN and record 
ing the identity of feature F in a variable FMN if the 
error E is less than a minimum error EMN, 

means for assigning the value of EMIN to E, adding the 
feature F recorded in FMN to the set C, and deleting the 
feature F recorded in FM from the set M if E is 
less than a global error E. 

means for activating the iteration means if the set M is not 
empty; and 

means for selecting the set C as the set of features for use 
in the system for adjusting the exposure of images if the 
set M is empty or the value of EMN is greater than the 
value of E. 


