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(57) Abstract: At least one computer-readable medium on which are stored instructions that, when executed by one or more processing
devices, enable the one or more processing devices to perform a method. The method includes the steps of receiving from a user a 360-
degree image of a property, performing on the image an image recognition routine, the image recognition routine identifying one or
more defects in the property, determining from the image measurements of one or more objects associated with the one or more defects

in the property, and estimating a type and quantity of material neces

sary to remedy the identified one or more defects.
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BLUE TAPING AND SCOPING VIA 360-DEGREE CAMERA TECHNOLOGY

Priowry Crang

fogit] This application claims priovity from ULS, Prowvisional Patent Application
Sertal Noo 63041 537 filed hune 18, 2020, the entirety of which is hereby incorporaied by

reference as i fully set forth herein.

BACKGROUND

{0802} Problems associated with property diagnosis and repawr services inclade high

cost, high levels of travel and lengthy times to complete the services.

PrawinG FIGURES
[0003] FIG. 1 1s a schematic view of an exemplary operating environment 1n which

an embodiment of the invention can be implemented;

{0004} FIG. 2 1s o functional block diagram of an excmplary operating environment

i which an embodiment of the mvention can be implemented,

fO005] FIG. 3 schemancally Hlustrates a system according 1o an embodiment of the

mvention: and

{0006} FIG. 4 schomatically tHustiates components of a systom according to an

embodiment of the nvention.

Deradien DESCRIPTION

{007} This patent application is intended to describe one or more embodiments of
the present mvention. 1t s to be understood that the use of absolute terms, such as “must”

-
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“will,” and the like, as well as specific quantitios, 18 o be construed as being applicable to
one or more of such cmbodinents, but not necessarily to all such embodiments.  Ag such,
embodimenis of the invention may omil, or include a modification of, one or more featires or

functionalitics desertbed in the context of such absolute terms.

0008} Embodiments of the mvention mav be described m the general context of
computer-execatable instructions, such as program modudes, bemng exccoted by a provessing
device having specialized functionality andfor by computer-readable media on which such
mstructions or modules can be stoved.  Generally, program modides melude routines,
programs, objects, components, data structures, erc. that perform particular tasks or
imploment particalar absteact data tvpes, The lmvenstion may also be practiced n distributed
compuding environments where tasks are pacformoed by romote processing devices that are
hinked through a communications setwork. I g distributed computing envivonment, program
modules may be located in both local and remote computer storage media inchuding memory

storage devices.

{0009} Embodiments of the invention may include or be implemented in a vanety of
computer readable media. Computer readable media can be any available media that can be
accessed by a computer and includes both volatile and nonvoelatile media, removable and
non-removable media. By way of example, and not limitation, computer readable media may
comprise compater storage media and conwnonication media. Computer storage media
swhede volatile and sonvolatile, removable and non-remevable media mplomented mr any
method or technology for storage of information such as compuater readable instructions, data
structures, program modules or other data.  Compater storage media inchsdes, bat is not
lmited to, RAM, ROM, EEPROM, Hash memory or other memory technology, {TD-ROM,
digital versatile disks (DVD) or other optical disk storage, magnetic casscites, magnetic tape,
magnetic disk storage or other magnetic storage devices, or any other medium that can be
ased to store the desired information and that can be aceessed by a computer. Communication
media typioally embodies conmputer readable instructions, data structures, program modules
or ather data m a modulated data signal such as 3 carrier wave ot other ransport mechanism
and includes any imformation delivery media. The torm “modulated data signal” means a
signal that has one or more of #s characteristics set or changed in such 3 manner as to encode
information in the signal. By way of cxampie, and not bmutation, conwmunication media
inchudes wired media such as a wired netwaork or dircet-wired connection, and wireless media

e



WO 2021/258054 PCT/US2021/038271

such as acoustie, RE, infrared and other wirelesy media. Combinations of the any of the
ahove should alse be included within the scope of computer readable media. In some
embodunents, portions of the described functionality may be implemented using storage
devices, network devices, or spa,c,mi-epm pose computer systems, in addition to or mstead of
being implemented asing general-purpose computer systenss. The term "computing device,”
as used heretn, refers to at least all these types of devices, and 1s not Emited to these types of

devices and can be used fo snplement or otherwise perform practical applications.

{8010} According to one or more embodiments, the combimation of software o
computer-executable instructions with a computer-readable medium results in the creation of
a machine or apparatus, Shndlarly, the exeostion of soffware or comper-expcutable
nstructions by a processing device results in the creation of a machine or apparatus, which

may be distinguishable from the processing device, stself], according to an embodiment.

{0011} Correspondingly, it 1 to be understood that a computer-readable medium 1s
transformed by storing software or computer-executable instructions thereon.  Likewise, a
processing device is transformed in the course of executing software of compuf{:‘r—exccutabie
mstruetions.  Additionally, it is to be understood that a first sot of data input fo a processing
device during, or otherwise in assoctation with, the execution of software or computer~
executable instructions by the processing device is transformed into a second set of data as a
consequence of such execution. This second data set may subsequently be stored, displaved,
or atherwise commuucated.  Such ransformation, alluded to s cach of the above examples,
may be a consequence of, or otherwise mvolve, the physeal alteraton of portions of a
computer-readable mediian.  Sach transformation, alluded to i cach of the above examples,
may also be a consequence of, or othenwise involve, the physteal alteration of, for example,
the states of registers andfor counters associated with a processing device during execution of

software or computer-executable instructions by the processing device,

{8012} As used herein, a process that 1s performed “sutomatically™ may mean that the
process s performed as a result of machine-executed instructions and does not, other than the

establishment of user preferences, requive manual effort.

{8013 With reforcnce o FIG. 1, an oxcmplary sysdom for implomenting an

embodiment of the fvention includes a computing device, sach as compating device 100,

e
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which, In an embodiment, 1s or Includes a smartphone. The computing device 100 typically

wichudes at least one processing umit 102 and memory 104,

j6014] Depending on the exact configuration and type of computing device, memory
144 may be volatile (such as random-access memory (RAM)), nonvolatile (such as read-only
memory {ROM), flash memory, cic.} or some conbination of the two. This most basic

configmranon is tHustrated in FIG. 1 by dashed line 106

[3015] Addisonally, the device 100 may have addutional feanmes, aspects, and
functionality. For example, the device 100 may inchde additional storage removable andfor
non-removable) which may take the form of, but is not fimited to, magnetic or optical disks
or tapes. Such additional storage is iHustrated in FIG. | by removable storage 108 and non-
removable storage 110, Computer storage media includes volatile and nonvolatile, removable
and non-removable media anplemented in any method or technology for storage of
information such as computer-readable instructions, data structures, program maodules or
other data. Memory 104, removable storage 108 and non-removable storage 110 are all
examples of computer storage media. Computer storage media inclades, gt is not Hmited to,
RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital
versatite disks (I2VD) or other optical storage, magnetic cassettes, magnetic fape, magnetic
disk storage or other magnetie storage devices, or any other medium which can be used o
store the desired information and which can be accessed by device 10, Any such compater

storage media may be part of device 100,

j018] The device 10 may also inchede 8 commumeations conncction 112 that
allows the device to communicate with other devices, The communications connection 112
is an example of communication media. Comnunication media typically embodies computer~
readalde instroctions, data steactares, program madules or other data in a modulated data
signal such as a carrier wave or other {ransport mechamism and mchades any information
delivery media. The termn “modulated datw signal™ means a signal that has one or more of its
characteristics set or changed in such a mamier as to encode information in the signal. By
way of example, the communication media inchudes wived media such as a wived network or
divect-wived connection, and wircless medin such as acoustie, radio~frequency (RF), mirared,
cellular and other wiveless media. The term computer-readable media as used herein includes

both storage media and commuanication media.

e
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{66171 The device 1) may alse have an inpat device 114 such as kevboard, mwoase,
pen, voice-input device, touch-tnput device, efe. Further, an output deviee 116 sweh as a
display, speakers, prmter, cte. may also be included. Addmional imput devices 114 and output

devices 116 may be included depending on a desired functionality of the device 100,

j0018] Reforring now to FIG, 2, an embodiment of the present invention may take the
form, andior may be implenented asing one or more elements, of an exemplary compater
network system 360 that, w an embodiment, includes a server 230, database 240 and
computer system 200, The system 360 may communicate with an elecwronic chient deviee
270, such as a personal computer or workstation, tablet or smartphone, or image-capturing
device such as a camera, that 18 linked via g conmmumcation medium, soch a8 a nebwork 220
(g, the Intomet), to one or more olectronic devices of systoms, sach as server 230, The
el 230 may hwther be coupled, or otherwise bave access, to a datehase 240 and 8
computer system 2680, Although the embodiment ilustrated in FIG. 2 incloedes one server
2369 coupled to one clent device 270 via the network 220, it should be recognized that
grnbodiments of the mvention nwy be implemented wsing one or more such client devices

coupled to one or more such servers.

{0019] The client device 270 and the server 230 may include all or fower than all of
the featares assocrated with the device 100 Huostrated i and discussed with reference to FIG.
1. The chent device 270 includes or is otherwise coupled to a computer screen or display
250, The cliont doviee 270 may be used for various purposes such as nebwork- and local-

COMPULING Processes.

jo026] The cliont device 270 is linked via the network 220 to server 230 so that
computer programs, such as, for example, a short message service (SMS) application,
ranming on the client device 270 can cooperate in two-way comnanication with server 230
The server 230 may be coupled to database 240 o setrivve information therefrom and fo store
information thereto. Database 240 may have stored therein data (not shown) that can be used
by the server 230 andior clent device 279 to enable performance of varlous aspects of
embodiments of the invention.  The data stored in database 240 may include, for example,
standard dimensions of architectural stuctwres (e, doorways, windows, gic) andior

ri

dimensions of other objects {e.g., farmiture or other houschold objeets) that may ordinarily be

s

found on & real estate parcel.  Additionally, the server 230 may be coupled o the computer

5
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system 208 in 2 mamer allowing the server to delegate certain processing functions to the

compuier svstem. i an embodiment, most or all of the functionality described horein may be

mplemented i a deskiop or smartphone application that may inchude one or more executable
%t

modules.  In an embodiment, the chent device 270 may bypass network 220 and

conunumicate directdy with compater svstem 264

fo021} An embodiment of the nvention provides a method of quality control amd
seope of work generation i the field of general contractingfproperty services and property
goads. b an embodiment, a system sccording to an embodiment wiilizes a combiation of
technology to generate a scope for and or perform quality control, Fe. bluctape, on a
propertv-related service of good. As used herein, the toom “scoping” cefirs to the process of
collecting all requirements and dimoensions of a job request i order o cstimate cost,
materials, duration of work, efc. This information can also foed directly mto a quete for the
work, which is sinular to an SOW (statersent of work ) with the customer,

{6022] This systent can help up front 10 commmicate clear intent for the job using
arrows of markers on the photos, and can belp when the job i complete o do guality control
and compnuicate further touch-up work as needed. Additionally, when possible, using space
measuring devices can belp to attain much more accurate estimates of square footage than Is
currently done by eyceballing or save time by manually measoring. Estunating length, depth,
width 15 key to ostimate labor costs, total supplics needed, ete. Technudogios combined to
exeonte may include a photo-taking device {preferably one that can shoot 360 degrees or
stitch together photos to do s50), a mobile device to send information remoiely, software that
atlows writing on the photo, and data storage.

{0023} One or more embodiments may employ the following technologies: 360+
degree camera hardware, machine learning, photo marking-up software, dimension-gathering
technclegies to measyre objoots (.., square foet, or longth and width of a door or fumiturg),

g4} Refornmg  generally o FIG, 3, i a systom 300 acowrding to an
embodiment, which may mchede a processing device and a memory, a 360-degree video and
photo capture device 310, which may be provided to the property owney in an embodiment, is
gsed on premises to record the location 320 of a reguired service {e.g., apartment uni).
Video/photo images 330 and the location 320 of the property may then be sent and stored to a
cloud platform 340 or otherwise 1o a processing device such as server 230, With regard to the
video tmages 330, the cload platform 340 enables users to annotate, odit, tag, mark-up, add

atiributes, and attach related photos, wis and files. Cloud platform 340 may further
wfim
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implement an imago-rocognition systom 360 discussed in greater detail heremn belove.
Additionally, the cloud platform 340 enables & user to send all or past of files © an entity 350
i order to collaborate and collect further mformation. The cloud platforn 340 alse allows
users to coliaborate with files from any device (e.g., mobile, tablet, desktop, ete).

FI02S] Referning more speaifically to FIG. 4, video images 330 may be analyzed and
processed by systerm 364 incleding a commodity-image-recognition modude 414 to wentify
standard objects and a mamienance and repair umage vecognition (MAR) module 420
according to an embodiment. This MAR module 420 may be enriched by human annotation
combined with machine learming to be able o awtomatically recognize mabntenance and
repair needs based on images. For example, assume the system 363 recerves a photo of a
{iving room. The image-recognition modude 410 can identify all of the objects 1 the picture
{o.g., wall, stairs, doorway, couch, table, etc.). The MAR module 420 can recogmize that, for
example, the wall and cetling are damaged by water from a leak. The MAR module 420
according to an cmbodiment may be refined and iterated, using the gunofation systam
discussed herein below for example, to be very strong at recogmizing home maintenance and
repan circumstances. This MAR modale 428 according o an embodimaent can also perform

additionad steps related o the recognized ropair, as Hostrated by the following examples.

j0026] If o wall and cciling arc damaged and need repair, MAR moedole 420 can
sutomatically estinate the dimensions of the drywall needed for the repair using one o7 mowe
other jtoms in the mage, such as doorways, windows or itoms of furniture, for example, as
reforence points. As such, in this example, by conselting standard dimensions of architectural
struchures {o.g., standard width of deorways) that mayv be stored i1 database 240, MAR
module 420 can compare the dimensions of the damaged arca with those of the detected

architectural structure(s) and estimate the anmount of material needed to make the repair.

{0027} In vet another example, i a fonce repair is needed, MAR module 420 can
estinwte the dimensions of the damage to the fence and, using the standard fence-plank
dimensions (2.g., loogih and heigh), which mav be stored i database 244 for example,

estimate the number of planks that are needed to repair the fonce,

JO828} Photos and videos can be annotated with contextual information w, for
example, enhance the accuracy of the MAR module 420, For example, humans can review

the image and digitally tag the “colling” with “leak™ tf such is present so that MAR module
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4240 can further feam how a celing leak appears in a digital amage. The system according to
an embodiment can appond {redate) job-specific kevwords and atiributes to the image {o.g.,
roof replacements, geo, storm, flooding, cost of repair, job type, dwation, ote.). Appending
human annotation can be performed using software that allows for the review and annotation

of images.

[0829] An embodiment can wmguely combine real estate and muntenance feedback
Ioops {date- and hwnar-powered judgementd m order to extend the vahse of commodity
miage recognitton models for the purpose of allowimng for the automatic detection of
maintenance and real estate needs from pictures of property extertors, property interiors, and

other structures,

{0038} One of more embodiments of the fnvention can enable the collection and
amotation of images and video to provide a mrehine-leamed model for veal estate
maintenance gnd services, The gpplication of this umage recogmition to maintenance and
repair onables more automated processing {e.g., scoping, pricing, ete) and fulfilboent of
repairmaintenance requests. Additionally, system 200 can enable the collection of location
data by using, for example, GPS associated with the device 318 to estimate cost of services.
Further, system 200 can cnable estimation of cost thwough data collection and machine
learming. By combining historical data and magery, annotated or otherwise, with historical
cost of work, system 200 can refine costing models for specific types of jobs t© be more

acqurate and more astomated in nature,

LR The cloud platform 340 allows files to be tied to key workflows {e.g., job
gquality assessment). Key workflows may include scoping, pricing, and quality assessment
{QA). Imagery, recognized objects and context can he tied to these workflows to enhance

efficiency and acawracy of these flovs.

j6032] An embodiment combines 360-degree digital video, photos, audio, and
other content to cnable remote knowledge workers i real estate management and
mainicnance to effectively complete the following use cases without the requirement to visit

physical locations. These use cases typically require an onsie visit o the property:

{0033} Pre-service: Capturing the “before™ state of a project to refine the scope of

the work.
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{0034] Mid-service; Providing mid-project feedback for progress reports and

change requests,

j6035] Post-service: Perfornung guality assessment of the work post-project

completion.
16836} Eise case example:

037} A 150-unut property has a variety of ongoing work needed, inchading wait
“make ready” services, unif renovations, and angt repairs. The property has four standard wt

configurations, or “unit types™
{H038] Studio
j0039] 1 Bedroom
{6040] 2 Bedroom
16041} 3 Bedroom

0042} During pre-service, a low-skilled worker could follow basie instructions,
walking from room to room and capturing video and bmages using device 3100 He could
perform this on cach of the feur-umit types. This pre-servics data coudd serve as information
for mcoming wirk requests. Also, during pre-service for a speeific work reguest, a low-
skilled worker could follow basic mstructions to capture video and imagery. These
structions would vary based on the job tvpe requested. This data would be uploaded to a
cloud system where highly skilled experts in job scoping and pricing could vvaluate the data

trom a centralized operational location,

{3043] During mid-service, @ pro could capture additional data 1o show progress
of the project using sinnlar digital capture techmigues. This data would be available 10 &

ventratized fulfillonent toam of experts overseeing quality job progress.

{0044} Daring post-service, one or more of pros, low skifled workers, @y
wotkers, fonants, e, can be utilized onsie to copture video and imagery with standard
mstructions, There may be noe onsite requarement for judgements to be made on the quabity -

ather these judgements may ocour by experts offitie at a centralized operational location,

.
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10845] As such, one or more embodiments of the bavention offer the ability to
send and receive 360-degree video m the cloud, 3 user intorface to annotate and mark-up
mages with added information, a collaboration layer to allow multiple users to view, edit,
and contribute to a contrally hosted digital file, antomatic appending of valaable property,
castomer, pro and job attributes to the digitad file, and ability 1o send, share and update across

mauhiiple devices.

jotde] While the preferred embodiment of the mvention has been Hlustrated and
described, as noted above, many changes can be made without departing from the spirit and
scope of the invention.  Accordingly, the scope of the nvention is wot hmited by the
discloswre of the proforred combodiment. Instead, the ivvention should b determined entively

by reference to the claims that follow.

~Hi-
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What s clammedis:

1. At least one computer~readable mediim on which are stored instructions
that, when executed by one or more proeessing devices, enable the one or more processing

devices o perform a method, the method comprising the steps of
recetving from a user a 360-degree image of a property;

performing on the image an image recogmtion routine, the image recognition routine

identifving one or more defects in the property;

determiming from the image measurements of ong or more abjects associated with the

one or more defocts i the property; and

cstimating a fype and quantity of material necessary to remedy the identified one or

more defects.

2 The modim of claim 2, wherein the method finther comprises identifving

at least one measured dimension of the one or mote detects.

) The mediion of claim 2, wherein the method further comprises gooerating

an estimate of 3 type and quantity of material necessary to remedy the identified one or more

defects based on the at least one measured dimnension of the one or more defects.

4, At least one computer-readable medium on which are stored instructions

that, when exccuted by one or more processing devices, enable the one or more processing

2>

devices to porform a method, the methed comprising the steps off
receiving from a user a 360-degree tmage of a structure;

perfornung on the wage a first image recogmtion routing, the first image recognition

routine wdentifving in the image a first object of which the structire is comprised,

-1l
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performing on the image a2 second mmage recognition rowting, the sccond image

=

recognition routine wWentifving in the image one or more defeets in the first object; and

generating an estimate of a type and quantity of material necessary to remedy the

identificd one or more defects.

S The mediom of claim 4, wherein the fust image recogiition routine
identifics in the image a second object.

&, The medium of clains §, wherein the method further comprises identifving
at least one measured disnension of the second object.

7 The mednmm of clanm &, wherein the generated esiimate s based on the at

{east one measured dimension of the second object.
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