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METHOD AND SYSTEM FOR DISPLAYING 
ANOMALIES IN TIME SERIES DATA 

PRIORITY 

0001. This application claims priority under 35 U.S.C. 
119(e) to U.S. Provisional Patent Application 61/253,472 
filed Oct. 20, 2009, which is hereby incorporated by reference 
in its entirety. 

TECHNICAL FIELD 

0002 The disclosed embodiments relate generally to web 
analytics data mining, and in particular, to a system and 
method for detecting and displaying events of potential inter 
est in time series data. 

BACKGROUND 

0003 Web analytics is the measurement, collection, 
analysis and reporting of the traffic data of a web site for 
purposes Such as understanding and optimizing web site 
usage. The traffic data is typically organized in the form of 
one or more multidimensional datasets whose metadata may 
include multiple dimensions and metric attributes (also 
known as "measures'). Conventional approaches typically 
generate multiple (sometimes hundreds of) reports by focus 
ing on the factual aspects of the web traffic, e.g., by visualiz 
ing different subsets of a multidimensional dataset defined by 
various configurations of dimensions and metric attributes. 
From examining the visualized traffic data, a web analyst may 
be able to discover useful information for improving the 
quality and volume of the traffic to the web site. But this 
exercise of searching for useful information within the mul 
tidimensional dataset is non-trivial especially if the volume of 
the traffic data is significant or the metadata includes a large 
number of dimensions and metric attributes that may corre 
spond to hundreds or even thousands of configurations. 
Because different configurations correspond to different fac 
tual aspects of the dataset, it is difficult to rank the configu 
rations by their respective importance to the web analyst 
based on a well-accepted Standard. 

SUMMARY 

0004. In accordance with some embodiments described 
below, a computer-implemented method for detecting 
anomalies in time series data at a server system is disclosed. 
The server system is connected to one or more client devices 
through a network. The server system stores time series data 
for a data source. The time series data comprises a plurality of 
time-value pairs, each pair including a value of one or more 
attributes associated with the data source and a time associ 
ated with the value. For a particular attribute, the server sys 
tem generates a plurality of forecasting models for character 
izing the time-value pairs in a respective Subset of the time 
series data, each forecasting model including an estimated 
attribute value and an associated error-variance. For a respec 
tive time-value pair associated with the particular attribute, 
the server system determines whether the value of the time 
value pair is within the error-variance of the corresponding 
estimated attribute value and tags the time-value pair as an 
anomaly if the value of the time-value pair is outside the error 
variance for at least a first Subset of the forecasting models. In 
response to a request from a client application for analytics 
information for the data source, the server system reports to 
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the client application at least a Subset of the time-value pairs 
tagged as anomalies for one or more of the attributes. 
0005. In accordance with some embodiments described 
below, a server system for identifying anomalies in time 
series data is disclosed. The server System is connected to one 
or more client devices through a network. The server system 
includes one or more processors for executing programs and 
memory to store data and to store one or more programs to be 
executed by the one or more processors. The one or more 
programs including instructions for: Storing time series data 
for a data source, wherein the time series data comprises a 
plurality of time-value pairs, each pair including a value of 
one or more attributes associated with the data source and a 
time associated with the value; for a particular attribute, gen 
erating a plurality of forecasting models for characterizing 
the time-value pairs in a respective subset of the time series 
data, each model including an estimated attribute value and an 
associated error-variance; for a respective time-value pair 
associated with the particular attribute: determining whether 
the value of the time-value pair is within the error-variance of 
the corresponding estimated attribute value; and tagging the 
time-value pair as an anomaly if the value of the time-value 
pair is outside the error variance for at least a first subset of the 
forecasting models; and in response to a request from a client 
application for analytics information for the data source, 
reporting to the client application at least a Subset of the 
time-value pairs tagged as anomalies for one or more of the 
attributes. 

0006. In accordance with some embodiments described 
below, a computer readable-storage medium stores one or 
more programs for execution by one or more processors of a 
server system. The server system is connected to one or more 
client devices through a network. The one or more programs 
include instructions for: Storing time series data for a data 
Source, wherein the time series data comprises a plurality of 
time-value pairs, each pair including a value of one or more 
attributes associated with the data source and a time associ 
ated with the value; for a particular attribute, generating a 
plurality of forecasting models for characterizing the time 
value pairs in a respective Subset of the time series data, each 
model including an estimated attribute value and an associ 
ated error-variance; for a respective time-value pair associ 
ated with the particular attribute: determining whether the 
value of the time-value pair is within the error-variance of the 
corresponding estimated attribute value; and tagging the 
time-value pair as an anomaly if the value of the time-value 
pair is outside the error variance for at least a first subset of the 
forecasting models; and in response to a request from a client 
application for analytics information for the data source, 
reporting to the client application at least a Subset of the 
time-value pairs tagged as anomalies for one or more of the 
attributes. 

0007. In accordance with some embodiments described 
below, a graphical user interface is disclosed for presenting 
time series data and anomalies for a data source on a display 
of a client computer having a user input device. The graphical 
user interface includes a first window and a second window 
below the first window on the display. The first window on the 
display includes: a graph of time series data values for a first 
attribute for the data source, the graph having a time axis 
corresponding to a time range and a dependent data value 
axis, and a histogram of anomalies for the data source, each of 
the anomalies corresponding to a value of an attribute that is 
substantially different from an expected value of the attribute, 
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the histogram having the same time axis Scale as the graph 
and a dependent total anomalies axis. The height of a respec 
tive bar along the total anomalies axis represents a total num 
ber of anomalies for the data source at a corresponding time 
on the time axis. The second window on the display includes 
a list of automatic alerts characterizing a set of anomalies for 
the data source at a particular time on the time axis. The 
particular time is designated by a user via interaction with the 
graph through the user input device and each item of the list of 
automatic alerts corresponds to an anomaly associated with a 
respective attribute for the data source. 

BRIEF DESCRIPTION OF DRAWINGS 

0008. The aforementioned embodiment of the invention 
as well as additional embodiments will be more clearly under 
stood as a result of the following detailed description of the 
various aspects of the invention when taken in conjunction 
with the drawings. Like reference numerals refer to corre 
sponding parts throughout the several views of the drawings. 
0009 FIG. 1A is an overview block diagram of an analyt 
ics system for collecting web traffic data and performing web 
analytics on the data in accordance with some embodiments. 
0010 FIG. 1B is an overview block diagram of the ana 
lytics system for preparing and providing user-requested web 
analytics results to the users at different clients accordance 
with some embodiments. 
0011 FIG. 2 is a block diagram of a data structure used in 
the hits database 155 to store sessionized web traffic data at 
different web sites in accordance with some embodiments 
0012 FIG. 3 is a block diagram of a data structure used in 
the aggregates database 165 to store aggregated web traffic 
data at different web sites in accordance with some embodi 
mentS. 

0013 FIG. 4 is a block diagram of a data structure used in 
the time series database 175 to store time series data extracted 
from the aggregated web traffic data in accordance with some 
embodiments. 
0014 FIG. 5 is a block diagram of a data structure used in 
the events database 185 to store events of potential interest 
detected in the time series data in accordance with some 
embodiments. 
0015 FIG. 6A is a flow chart of a process for updating the 
time series data using the aggregated data updates in accor 
dance with Some embodiments. 
0016 FIG. 6B is a block diagram of an exemplary process 
for updating a time series on a weekly basis in accordance 
with some embodiments. 
0017 FIGS. 7A and 7B are flow charts of a model-based 
process for detecting events of potential interest in a time 
series in accordance with some embodiments. 
0018 FIG. 7C is a flow chart of a rule-based process for 
detecting events of potential interest in a time series in accor 
dance with Some embodiments. 
0019 FIGS. 8A and 8Bareflow charts illustrating how the 
analytics system prepares and serves a report of events of 
interest in response to a user request in accordance with some 
embodiments. 
0020 FIG. 9 is a block diagram of a client device for 
requesting and rendering web analytics reports in accordance 
with some embodiments. 
0021 FIG.10 is a block diagram of an analytics system for 
processing web traffic data, identifying events of potential 
interest therein, and serving web analytics reports in response 
to user requests in accordance with some embodiments. 
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0022 FIGS. 11A to 11C are screenshots of graphical user 
interfaces that display daily, weekly, and monthly events of 
potential interest, respectively, in accordance with some 
embodiments. 

0023 FIGS. 12A to 12E are screenshots of graphical user 
interfaces that displays information relating to events of 
potential interest in accordance with some embodiments. 
0024 FIGS. 13A to 13C are screenshots of graphical user 
interfaces that display different numbers of events of poten 
tial interest based on a respective user-specified sensitivity 
threshold in accordance with Some embodiments. 

0025 FIGS. 14A and 14B are screenshots of graphical 
user interfaces that display events of potential interest based 
on a respective user-specified organization manner in accor 
dance with some embodiments. 

(0026 FIGS. 15A and 15B depict a flow chart of a method 
for identifying anomalies in time series data in accordance 
with some embodiments. 

(0027 FIGS. 16A and 16B depict another flow chart of a 
method for identifying anomalies in time series data imple 
mented by different components of a server system with a 
processor and memory in accordance with some embodi 
mentS. 

(0028 FIGS. 17A to 17C depict another flow chart of a 
method for detecting anomalies in web analytics data imple 
mented at a server system in accordance with some embodi 
mentS. 

DESCRIPTION OF EMBODIMENTS 

0029 Reference will now be made in detail to embodi 
ments, examples of which are illustrated in the accompanying 
drawings. While the invention will be described in conjunc 
tion with the embodiments, it will be understood that the 
invention is not limited to these particular embodiments. For 
example, although the embodiments below use web analytics 
for illustrative purposes. It will be apparent to those skilled in 
the art that the inventions disclosed in this application can be 
used to analyze almost any type of time series data regardless 
of whether the time series data is web-related or not. On the 
contrary, the invention includes alternatives, modifications 
and equivalents that are within the spirit and scope of the 
appended claims. Numerous specific details are set forth in 
order to provide a thorough understanding of the Subject 
matter presented herein. But it will be apparent to one of 
ordinary skill in the art that the subject matter may be prac 
ticed without these specific details. In other instances, well 
known methods, procedures, components, and circuits have 
not been described in detailso as not to unnecessarily obscure 
aspects of the embodiments. 
0030 FIG. 1A illustrates a distributed computer system 
100 in accordance with some embodiments. The distributed 
system 100 includes one or more web servers 120 that host 
web sites and serve web pages upon receiving requests from 
clients 110. In some embodiments, the web servers 120 col 
lect web traffic data in logfiles 130. In some other embodi 
ments, the web pages hosted by the web servers 120 include 
one or more embedded computer programs such as JavaScript 
codes for capturing the web traffic data. When a user requests 
and downloads the web pages to a client 110, the embedded 
computer programs also reside in the client 110 and monitor 
the user's activities on the web pages. This approach can 
avoid some web caching-related issues and is sometimes 
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referred to as “page tagging.” In some embodiments, a web 
server 120 may employ both mechanisms for gathering web 
traffic data. 

0031. The distributed system 100 includes an analytics 
system 140 that includes a log processor 150 for extracting 
web page hit data from the logfiles 130 or receiving web page 
hit data captured by the embedded computer programs from 
the clients 110 and storing the hit data in a hits database 155. 
One or more aggregation servers 160 process the hit data and 
generate aggregated web analytics data that is stored in aggre 
gates database 165. The time series gathering servers 170 
extract or receive newly aggregated data from the aggregates 
database 165 and create or update a plurality of time series for 
each web site, which are stored in the time series database 
175. In some embodiments, the time series gathering servers 
170 also extract web analytics data from the hits database 
155. One or more event detection servers 180 process the time 
series in the database 175 at regular time interval (e.g., 
nightly, weekly or monthly) to detect events of potential 
interest therein and store the events in the events database 
185. In some embodiments, the event detection process is a 
rule-based one in which the event detection servers 180 
extract user-specified alert rules from the alert rules database 
195. The analytics system 140 includes a query processor 190 
for accessing the aggregates database 165, the time series 
database 175, and the events database 185, and returning the 
query results as web analytics reports to users of the analytics 
system 140 (who use the analytics system to track the visitors 
activities at one or more of their web sites). If the user 
requested data has not been aggregated, the query processor 
180 reads the raw hits data in real time and computes the 
desired aggregates from it. 
0032. In some embodiments, the analytics system 140 
processes and returns a set of the web analytics reports that 
correspond to a desired data view specified by a user. In some 
embodiments, the analytics system 140 identifies those hits in 
the hits database 155 that are context-insensitive and pro 
cesses these hits to incrementally update a first plurality of 
aggregate tables in the aggregates database 165. The analytics 
system 140 identifies those hits in the hits database 155 that 
are context-sensitive and processes these hits to incremen 
tally update a second plurality of aggregate tables using the 
second context-sensitive entries, but only, at the end of the 
specified period of time. Such as at the end of the day. Doing 
so speeds up the incremental updates to more than 90% of the 
data, as discussed below. 
0033. The distributed system 100 also includes a plurality 
of data servers 106 that store one or more data structures, such 
as tables, that may be used by the analytics system 140 for 
storage. In some embodiments, the data servers 106 store the 
logfiles 130, the hit data 155, the aggregate data 165, the time 
series data 175, and/or the events data 185. In some embodi 
ments, data servers 106 are clustered in a data center or in two 
or more interconnected data centers. In some embodiments, 
the distributed system 100 includes as many as 1000 data 
servers or more. The various components of the distributed 
system 100 are interconnected by a network 102. The network 
102 may be any suitable network, including but not limited to 
a local area network (LAN), a wide-area network (WAN), the 
Internet, an Ethernet network, a virtual private network 
(VPN), or any combination of such networks. The network 
102 can be wired or wireless. In some embodiments, the 
network 102 uses the HyperText Transport Protocol (HTTP) 
and the Transmission Control Protocol/Internet Protocol 
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(TCP/IP) to transport information between different net 
works. The HTTP permits client devices to access various 
information items available on the Internet via the network 
102. The various embodiments of the invention, however, are 
not limited to the use of any particular protocol. 
0034) Typically, where an individual visitor directly 
accesses a web page served by a web server 120, the log data 
entry (stored in one or more databases represented by logfiles 
130 or captured by the computer program embedded in the 
web page) records multiple variables about the visits, typi 
cally including the IP address, the user agent, the web page 
viewed, the time and date that the web page was accessed and 
a status field. Each data entry in a log file represents a single 
"hit' on a file hosted by a web server 120, and consists of a 
number offields (explained below in connection with FIG. 2). 
Any server request is considered a hit. For example, when a 
visitor calls up a web page with six images, that is seven 
hits—one for the page, and six for the images. 
0035. In other circumstances, the visitor may have 
employed a query in a search engine and the web-site under 
scrutiny was turned up in the search results. In Such case, the 
corresponding entry in the log data may reveal a “reference' 
and the “search term' entered by the visitor. In some circum 
stances, the visitor is not an individual, but rather a software 
process Such as an Internet robot, web crawler or spider, link 
checker, mirror agent, hacker, or other such entity used to 
systematically peruse vast amounts of data available via the 
network 102. The log data entry corresponding to Such 
accesses may display an IP address, host name and/or user 
agent that may be associated with Such entities. 
0036) Another type of data that may be recorded in a log 

file 130 is a session identifier or session ID, which is a unique 
identifier (such as, a fixed-length alphanumeric string) that a 
web server assigns to a specific user for the duration of that 
user's visit and that identifies the user's session (maybe a 
series of related message exchanges). Session identifiers 
become necessary in cases where the communications infra 
structure uses a stateless protocol such as HTTP. For example, 
a buyer who visits a seller's web site wants to collect a number 
of articles in a virtual shopping cart and then finalize the 
shopping transaction by going to the site's checkout page. 
This typically involves an ongoing communication including 
several web pages requested by the client 110 and sent back 
by the server 120. In such a situation, it is vital to keep track 
of the current state of the shopper's cart, and a session ID is 
one way to achieve that goal. 
0037. A session ID is typically granted to a visitor on his 

first visit to a web site. It is different from a user ID because 
sessions are typically short-lived (they expire after a preset 
time of inactivity which may be minutes or hours) and may 
become invalid after a certain goal has been met (for example, 
once the buyer has finalized his order, he can not use the same 
session ID to add more items). 
0038 FIG. 1B illustrates the distributed system 100 with 
an emphasis on the client-server interactions in accordance 
with some embodiments. A client 110 (also known as a “client 
device') may be any computer or similar device through 
which a user of the client 110 can submit data access requests 
to and receive results or other services from the analytics 
system 140. Examples include, without limitation, desktop 
computers, laptop computers, tablet computers, mobile 
devices such as mobile phones, personal digital assistants, 
set-top boxes, or any combination of the above. A respective 
client 110 may contain at least one client application 112 for 
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Submitting requests to the analytics system 140. For example, 
the client application 112 can be a web browser or other type 
of application that permits a user to access the services pro 
vided by the analytics system 140. 
0039. In some embodiments, the client application 112 
includes one or more client assistants 114. A client assistant 
114 can be a software application that performs tasks related 
to assisting a user's activities with respect to the client appli 
cation 112 and/or otherapplications. In some embodiments, a 
client assistant 114 includes a local copy of the executable 
version of the embedded computer programs for collecting 
web analytics data relating to web pages from a particular 
web site. For example, the client assistant 114 may assist a 
user at the client 110 with browsing information (e.g., web 
pages), processing information (e.g., query results) received 
from the analytics system 140, and monitoring the user's 
activities on the query results. In some embodiments, the 
client assistant 114 is embedded in a web page (e.g., a query 
results web page) or other documents downloaded from the 
analytics system 140. In some embodiments, the client assis 
tant 114 is a part of the client application 112 (e.g., a plug-in 
application of a web browser). The client 110 further includes 
a communication interface 118 to support the communication 
between the client 110 and other devices (e.g., the analytics 
system 140 or another client 110). 
0040. In some embodiments, the query processor 190 
includes a web interface 192 (sometimes referred to as a 
"front-end server') and a server application 194 (sometimes 
referred to as a “mid-tier server” or “mid-tier API). The web 
interface 192 receives data access requests from client 
devices 110 and forwards the requests to the server applica 
tion 194. In response to receiving the requests, the server 
application 194 processes the requests including generating 
database queries associated with a request, applying the que 
ries to different databases for data requested by the client, and 
returning the query results to the requesting clients 110. After 
receiving a result, the client application 112 at a particular 
client 110 displays the result to the user who submits the 
original request. 
0041. In some embodiments, each of the databases shown 
in FIGS. 1A and 1B is effectively a database management 
system including a database server that is configured to man 
age a large number of data records stored in the corresponding 
database. In response to a query Submitted by the server 
application 194, the database server identifies Zero or more 
data records that satisfy the query and returns the data records 
to the server application 194 for further processing. In some 
embodiments, the analytics system 140 is an application ser 
vice provider (ASP) that provides web analytics services to its 
customers (e.g., a web site owner) by visualizing the web 
traffic data generated at a web site in accordance with various 
user requests. 
0042 FIG. 2 is a block diagram of a data structure used in 
the hits database 155 to store sessionized web traffic data at 
different web sites in accordance with some embodiments. 
The web traffic data stored in the data structure 200 have a 
hierarchical structure. The top level of the hierarchy corre 
sponds to different web sites 200A, 200B (i.e., different web 
servers). For a respective web site, the traffic data is grouped 
into multiple sessions 210A, 210B, and each session having a 
unique session ID 220. A session ID uniquely identifies a 
user's session with the web site 200A for the duration of that 
user's visit. Within a session 210A, other session-level 
attributes include the operating system 220B (i.e., the oper 
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ating system the computer runs on from which the user 
accesses the web site), the browser name 220C (i.e., the web 
browser application used by the user for accessing the web 
site) and the browser version 220D, geographical information 
of the computer such as the country 220E and the city 220F, 
etc. 

0043. For convenience and custom, the web traffic data 
within a user session (or a visit) is further divided into one or 
more hits 230A to 230N. Note that the terms “session and 
“visit” are used interchangeably throughout this application. 
In the context of web traffic, a hit typically corresponds to a 
request to a web server for a document Such as a web page, an 
image, a JavaScript file, a Cascading Style Sheet (CSS) file, 
etc. Each hit 230A may be characterized by attributes such as 
the type of hit 240A (e.g., transaction hit, etc.), the referral 
URL 240B (i.e., the web page the visitor was on when the hit 
was generated), the timestamp 240C that indicates when the 
hit occurs and so on. Note that the session-level and hit-level 
attributes as shown in FIG. 2 are listed for illustrative pur 
poses only. As will be shown in the examples below, a session 
or a hit of web traffic data may include many other attributes 
that either exist in the raw traffic data (e.g., the timestamp) or 
can be derived from the raw traffic data by the analytics 
system 150 (e.g., the average pageviews per session). 
0044 As noted above in connection with FIG. 1A, the 
aggregation servers 160 is responsible for aggregating the 
data records in the hits database 155 at a regular time interval 
(e.g., per day or per hour) based on their respective session 
IDs and other dimension or metric attributes. For example, 
the aggregation servers 160 may determine the total number 
of visits to a web site during one day by counting the number 
of sessions associated with the web site for the same day. The 
aggregation servers 160 may also determine the total number 
of visits to a web site using a particular type or even version of 
web browser during one day by counting the number of 
sessions associated with the web site for the same day that 
have the specified type or even version of web browser. In 
Some embodiments, the aggregation servers 160 determine 
values for hundreds or eventhousands of predefined attributes 
based on the hits data records and store the determined values 
and their associated attributes in a data structure like the one 
shown in FIG. 3 in accordance with some embodiments. 

0045. In some embodiments, the aggregated data stored in 
the data structure 300 also has a hierarchical structure. The 
top level of the hierarchy corresponds to different sources 
300A, 300B (e.g., different web sites), each source having a 
unique source ID310A. For each source, there are at least two 
types of aggregated data. The aggregated metrics 310B 
include those attributes and associated values that are deter 
mined from the hits data for a predefined period of time 
without applying any restrictions. For example, if the pre 
defined period of time is one day, the visits attribute 320A 
may be associated with one or more pairs of (time, value) 
330A in which the time represents a specific day such as Oct. 
16, 2009 and the value represents the total number of visits (or 
sessions) during the same day regardless of, e.g., which coun 
try or city each visit is from. Similarly, the pageview attribute 
320B is also associated with one or more pairs of (time, value) 
330B in which the time represents a specific day and the value 
represents the total number of pageviews during the same day 
regardless of e.g., what web browser is used for each page 
V1eW. 

0046. In some embodiments, a breakdown of a lump sum 
metric value (e.g., the visits 320A) into multiple values 
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defined by different conditions is desired because it can pro 
vide more information to a web analyst about the web traffic. 
For example, the conditions 310C limit the aggregation of 
web traffic data for a particular web site to sessions whose 
country is China. In this case, the aggregation servers 160 
generate another set of aggregated metrics 320C by skipping 
any session whose country is not China. Similarly, the con 
ditions 310D focuses only on the sessions that use Firefox as 
the web browser. Accordingly, the aggregated metrics 320D 
should not take into account of any session that uses Internet 
Explorer. Note that some of the condition-free aggregated 
metrics 310B may be derived from the conditioned aggre 
gated metrics 320C, 320D. In some embodiments, the aggre 
gate servers 160 typically pre-compute values for many hun 
dreds of aggregated metrics with or without conditions and 
store those values in the aggregates database 165 for future 
US 

0047 One use of the aggregates database 165 is to detect 
events of potential interest in the web analytics data and 
present them to a web analyst in an intuitive manner. An event 
of potential interest (also referred to as an alert oran anomaly 
in this application) is something that might be valuable to the 
web analyst but is hidden in the vast amount of web traffic 
data and difficult to identify. For example, after posting an 
advertisement on a web site, a market analyst is very inter 
ested in learning the advertisement’s effectiveness in terms of 
whether there is any traffic increase at the web site during a 
predefined time period, from what source it sees the largest 
traffic increase or decrease, and how much of the increased 
web traffic is related to the advertisement (e.g., as measured 
by the click-through rate). As another example, a webmaster 
concerned with the security of a web site is interested in 
learning about abnormal web traffic patterns as early as pos 
sible to prevent serious attacks. 
0048. Without the support by the features as described in 

this application, it may take many hours or even days of effort 
for a web analyst to "plow through the massive amount of 
web analytics data and track down some useful information. 
This approach not only wastes human resources but also 
reduces the value of the information due to the time lapse. 
One aspect of the present application is to develop a system 
that can automatically detect those events of potential interest 
from the web analytics data with no or minimal user effort and 
present the detection result to the web analyst in an efficient 
and user-friendly manner to help the web analyst’s decision 
making process. 
0049 According to some embodiments, the process of 
identifying any events of potential interest in the web analyt 
ics data begins with deriving a number of time series or time 
sequences from the aggregated web analytics data stored in 
the data structure shown in FIG.3 and store the time series in 
another data structure for further processing. As will be 
described below, at least two ways of detecting events of 
potential interest are disclosed in the present application: (i) 
model-based event detection; and (ii) rule-based event detec 
tion. 

0050 Generally, the model-based event detection method 
described herein applies one or more statistical models to a 
time series to forecast or predict or estimate one or more 
values for a future time period and then compares the pre 
dicted values with the actual value when available. If the 
differences between the predicted values and the actual value 
meet a predefined condition, an event of potential interest or 
an anomaly is identified for the corresponding time period. To 
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Some extent, the rule-based approach combines the prediction 
models and the predefined condition of the model-based 
approach into a user-specified alert rule. For example, one 
alert rule may specify that an event of potential interest is 
detected if the revenue metric attribute of a website at a 
particular date drops at least 15% than the revenue metric 
attribute of the same website at the same date of the previous 
year. 

0051. In some embodiments, the model-based or rule 
based event detection method can also be performed on a 
collection of time series data, e.g., in a batch mode, to not only 
predict anomalies in the future (which is typically the current 
day, week, or month) but also identify anomalies in the past. 
In some embodiments, the anomaly prediction for the current 
time period (e.g., today, this week or month) may only involve 
the data samples collected in the past and not include any data 
samples collected during the current time period. In this case, 
the prediction for the current time period may start right after 
the time series update with the data samples of the immedi 
ately previous time period. In some other embodiments, the 
anomaly prediction for the current time period uses the data 
samples from the current time period as well. 
0.052 FIG. 4 is a block diagram of a data structure that 
stores time series data extracted from the aggregated web 
traffic data in accordance with Some embodiments. In some 
embodiments, the time series data stored in the data structure 
400 has a hierarchical structure. The top level of the hierarchy 
corresponds to different sources 400A, 400B (e.g., different 
web sites), each source having a unique source ID 410A. Note 
that the source ID 410A may be the same as the source ID 
310A for the same source. Like the multiple aggregated met 
rics 310B, 320C, 320D stored in the data structure 300, each 
source in the data structure 400 may be associated with a 
plurality of time series, each time series having a unique 
combination of metric and condition. 

0053 For example, the metric 410B is the number of new 
visits to a website during a day and the condition 410C is that 
only new visits that come from Paris should be considered. In 
this case, the time series 410D includes a time series ID 420A 
and one or more time series updates 420B, 420C and each 
time series update includes one or more pairs of (time, value) 
430A wherein the “time’ parameter corresponds to a particu 
lar day and the “value' parameter corresponds to a particular 
number of new visits from Paris during that day. A more 
detailed example of a time series including multiple updates 
is provided below in connection with FIG. 6B. 
0054 Generally, each source may be characterized by 
hundreds of metric and dimension attributes in the hits data 
base 155. Different combination schemes of the metric and 
dimension attributes may produce thousands of possible time 
series. From a web analyst's perspective, not every possible 
time series is important enough to justify a spot in the time 
series database 175. Although a bit arbitrary, each (condition 
free or conditioned) time series stored in the time series 
database 175 is generated because it may carry information of 
interest to many web analysts. In some embodiments, a web 
master of a website is allowed to define his or her own new 
metric or dimension attributes or customize the existing met 
ric or dimension attributes to have a better characterization of 
the traffic to the website. In this case, the new or customized 
attributes are additional sources for generating time series 
data for event detection using the invention disclosed in this 
application. A more detailed description of how to define new 
or customize existing attributes can be found in a pending 
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application entitled “Extensible custom variables for tracking 
user traffic' (attorney docket number 060963-5420-US) filed 
Oct. 20, 2009, which is hereby incorporated by reference in 
its entirety. 
0055. In some embodiments, the time series in the data 
structure 400 are derived from the aggregated data in the data 
structure 300 of FIG. 3. If a time series corresponds to the 
aggregated metrics of an entire source free of any precondi 
tion, the condition for this time series in the data structure 400 
does not exist or is none. In this case, the time series is also 
referred to as a “condition-free” time series. If a time series 
corresponds to the aggregated metrics of the Source with one 
or more conditions, the same conditions used for aggregating 
the web traffic data are also the conditions in the data structure 
400 for the corresponding time series. In this case, the time 
series is also referred to as a “conditioned' time series. In 
Some embodiments, a Source has a number (e.g., 10) of con 
dition-free time series including the metrics like visits, page 
views, bounce rate, pages/visit, new visits, and average time 
on site, etc. In addition, the source may have more (e.g., 100) 
conditioned time series, each having a unique set of condi 
tions for filtering out data that does not meet any of the 
predefined conditions. 
0056. In some embodiments, if the definition of a time 
series does not have any corresponding entry in the aggre 
gates database 165, the time series gathering servers 170 may 
need to access the hits database 155 to build the time series 
directly on top of the hits data or even the raw web traffic data 
from the logfiles 130 or the Javascript code of a client assis 
tance 114 that monitors the user activities at a web page. In 
Some other embodiments, the time series gathering servers 
170 can send a request to the aggregation servers 160 for 
aggregating the hits data according to the time series defini 
tion and return the aggregated data to the time series gathering 
Servers 170. 

0057 Although the time series database 175 does not 
include every possible time series that can be derived from a 
website's hits data, it is a challenge for the time series data 
base 175 to host so many time series related to different 
Sources. In some embodiments, some data quantization and 
compression techniques may be employed to keep the time 
series storage relatively Small. For example, a value in the 
time series database 175 is rounded and stored in the form of 
an expression like a*2", where the parameter “a” is encoded 
with a small number (e.g., 5) of bits and the parameter “b' can 
have more bits such that the difference between the value and 
the expression is as Small as possible. This data quantization 
scheme is acceptable as long as the loss of precision does not 
defeat the purpose of detecting those events of potential inter 
eSt. 

0058 For a given time series (e.g., the number of daily 
visits during a month), each value at a particular date may be 
a very large number (e.g., three or four digits) but the differ 
ence between two consecutive dates may be much smaller 
(e.g., only two digits). Instead of storing the actual values like 
V, V, Vs, etc., one way of Saving the storage space in this 
situation is to calculate the difference between two consecu 
tive values and store the differences like V-V, V-V, etc. in 
the time series database 175 as long as the base value v is 
available for reconstructing the actual values when needed. 
0059 FIG. 5 is a block diagram of a data structure that 
stores events of potential interest detected in the time series 
data in accordance with some embodiments. The events data 
stored in the data structure 500 also has a hierarchical struc 
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ture. The top level of the hierarchy corresponds to different 
sources 500A, 500B (e.g., different web sites), each source 
having a unique source ID 510A. Note that the source ID 
510A may be the same as the source ID 310A in the aggre 
gates database 165 and the source ID 410A in the time series 
database 175 for the same source. Each event 510B is asso 
ciated with an event ID 510C, a metric 520A, one or more 
conditions 520B, a pair of (time, value) 520C wherein the 
value is the actual value for that time period, a pair of (mini 
mum, maximum) 520D wherein the minimum and maximum 
values are usually determined through one or more statistical 
models, a significance factor 520E that indicates the interest 
level of this event to a web analyst, etc. A more detailed 
description of the (minimum, maximum) pair and the signifi 
cance factor is provided below in connection with FIGS. 7A 
and 7B. 

0060 Having described the data structures of the time 
series database 175 and the events database 185, we now 
discuss the process performed by the time series gathering 
servers 170 for updating the time series database 175 and the 
process performed by the event detection servers 180 for 
updating the events database 185. For convenience, it is 
assumed that that the initial setup of the analytics system 140 
is completed and different components within the system 140 
are in a normal operation mode. 
0061 FIG. 6A is a flow chart of a process for updating the 
time series data using the aggregated data updates in accor 
dance with some embodiments. 

0062. At a regular time interval (e.g., every few hours or 
every night), the time series gathering servers 170 receive one 
or more aggregated data updates (610). In some embodi 
ments, an aggregated data update provides information about 
the user activities at one or more websites during the recent 
predefined time interval. For example, the update may 
include a number of visits to a particular website or any other 
aggregated metrics that have been collected in the time series 
database 175. It should be noted that, as explained earlier, the 
invention of this application is not limited to web traffic data. 
In fact, it can be used to identify or predict anomalies in 
almost any type of time series data. In some embodiments, the 
updates are pulled out of the aggregates database 165 by the 
time series gathering server 170. In some other embodiments, 
the aggregation servers 160 push the updates to the time series 
gathering servers 170 for further processing. 
0063 For each update, the time series gathering servers 
170 identify the time series in the database 175 for updating 
(620). As noted above, the time series data in the time series 
database 175 are organized under different sources as differ 
ent sets of metrics and conditions. At a predefined time (e.g., 
every night), the time series gathering servers 170 collect the 
aggregated data updates corresponding to different time 
series and then apply each of them to a corresponding time 
series in the database 175. In some embodiments, the metric 
and dimension attributes associated with different updates are 
part of the key for identifying the corresponding time series in 
the database 175. In some embodiments, the data structure of 
the aggregated data updates is similar to the data structure 300 
in FIG. 3. For each source ID in the update, the time series 
gathering servers 170 find the corresponding entry in the data 
structure 400 in FIG. 4 that has the same source ID. Next, the 
time series gathering servers 170 update the identified time 
series using the data entries in the update (630) and consoli 
dates the time series updates if predefined conditions are met 
(640). 



US 2011/01 19100 A1 

0064 FIG. 6B is a block diagram of an exemplary process 
for updating a time series on a weekly basis in accordance 
with Some embodiments. In this example, it is assumed that 
the updates to the time series database 175 happen on a daily 
basis and a time series consolidation process occurs every 
week. 

0065. On Sunday, the time series 650 includes only one 
time series update 650-0. The time series update 650-0 
includes a plurality of (time, value) pairs, one pair per day and 
each value corresponding to an actual value for that day. In 
some embodiments, the oldest entry of these (time, value) 
pairs may be dated a long time (e.g., two years) back and the 
newest entry (T. V.) is generated this Sunday. As will be 
explained below in detail, each time series is used for predict 
ing one or more values at a future time under different pre 
diction models. In some embodiments, the daily time series 
are Summed on a weekly basis to form a weekly time series, 
which may be further summed on a monthly basis to a 
monthly time series. Note that this Summation operation is 
similar to a low-pass filter of the data samples. As a result, 
both the weekly time series and the monthly time series are 
typically smoother than the corresponding daily time series 
during the same time period. As shown in FIGS. 11A to 11C, 
this could result that an anomaly identified in the daily time 
series does not have an anomaly in the corresponding week of 
the weekly time series or the corresponding month of the 
monthly time series. 
0066. On Monday, the time series gathering servers 170 
receive a time series update 650-1. In some embodiments, this 
update is stored as a separate time series update entry 420C in 
the data structure 400 without being combined with the time 
series update 650-0. By doing so, it is convenient for the 
servers 170 to add and access new entries into the data struc 
ture 400. This process repeats every day and a new time series 
update 650-2 to 650-6 are added to the time series 650 until 
the next Sunday. 
0067. Upon receiving a new update entry (T7, VA) on 
the next Sunday, the time series gathering servers 170 deter 
mine that it is time to consolidate the time series updates 
accumulated during the past week. In some embodiments, the 
time series gathering servers 170 follows the first-in-first-out 
(FIFO) rule by eliminating the oldest seven (time, value) pairs 
ranging from (TV) to (TV) from the time series 650 and 
combining the newest seven (time, value) pairs ranging from 
(T. V. ) to (T7, VA,) with the time series 650 to form 
a new time series 655 that includes only one time series 
update 655-0. By repeating this process on a regular basis, the 
time series gathering servers 170 maintain a sliding time 
window on a fixed length of time series data when determin 
ing the existence of any events of potential interest. It should 
be noted that the method of updating time series as described 
above in connection with FIG. 6B is for illustrative purposes. 
There are many other ways of managing the time series that 
are known in the art. 

0068. In some embodiments, an event of potential interest 
has a practical, meaningful value only if the corresponding 
web site has received a sufficient number of visits from a 
broad scope of visitors for a certain time period. For example, 
ifa website only receives a handful (e.g., less than 10) of visits 
per day, a small, insignificant variation of user activities (e.g., 
an increase of daily visits from 10 to 30) could result in a 
false-alarm-like event of potential interest being detected by 
the event detection servers 180. Too many false-alarm-like 
events of potential interest would likely make the actual 
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events of interestless visible to the web analyst. To solve this 
problem, the time series gathering servers 170 may set a 
threshold such that no time series is generated for a website 
until the website's associated web analytics data reaches the 
threshold. For example, the threshold can be that a website 
receives at least 100 visits per day or 50 visits from distinct IP 
addresses. This lower-bound on the generation of time series 
reduces not only the statistical noise level of the detected 
events of potential interest but also the storage needed for 
storing the time series. 
0069. For a given set of times series associated with a 
particular source, the event detection servers 180 are respon 
sible for identifying events of potential interest therein and 
populating the identified events in the events database 185. As 
noted above, there are at least (i) model-based and (ii) rule 
based two different ways of detecting events, which will be 
described in more detail below. 

0070 FIGS. 7A and 7B are flow charts of a model-based 
process for detecting events of potential interest in a time 
series in accordance with some embodiments. In some 
embodiments, this process occurs periodically (e.g., every 
night). In some other embodiments, this process is performed 
in response to a user request from a client 110. For simplicity, 
it is assumed in the example below that the event detection 
servers 180 work on the time series at a predefined time. After 
identifying and extracting a time series and its recent update 
from the time series database 175 (710), the event detection 
servers 180 make predictions for the time series using a 
plurality of prediction models. 
0071. For example, assume that the event detection servers 
180 have a time series of the last N days of numbers of visits 
to a website and the number of visits for the current day. 
Whether the number of visits for the current day is high or low 
enough to be qualified as an event of potential interest, the 
event detection servers 180 need to determine the trend of the 
number of visits at the website and use the trend to estimate a 
predicted number of visits for the current day using the time 
series of the last N days of numbers of visits (note that the 
value of N may vary for different forecasting models). 
Although many statistical models can be used to making the 
prediction. Two types of modeling techniques are described 
herein for illustration: (i) linear regression; and (ii) Holt 
Winters exponential Smoothing. 
0072 Generally, linear regression is an approach of mod 
eling a linear relationship between a dependent variabley and 
one or more independent variables X, X ..., X, such that the 
linear model's unknown parameters can be estimated from 
the observed data. Assuming that the relationship between the 
number of visits (v.) and the corresponding date (t) is linear, 
this relationship can be mathematically expressed as follows: 

v, -Ctifs, 

where t1,2,..., Nor (in the form of matrix) 

0073. A numerical solution to the matrix of linear equa 
tions (e.g., using the well-known least-squares algorithm) can 
determine the two parameters C. and B. Using the estimated C. 



US 2011/01 19100 A1 

and B, it is possible to predict the number of visits (V) at any 
given date in the future (t) as follows: 

v, -Clti-f. 
0.074. From the time series of the actual numbers of visits 
at different dates, it is also possible to determine a variance for 
the predicted number of visits at the given date using well 
known statistics theory. As a result, an estimated range of the 
number of visits at a given date using linear regression can be 
expressed as follows: 

where s, represents the variance of the prediction using linear 
regreSS1On. 
0075. Unlike the linear regression that gives the past 
observations equal weight, exponential regression is an 
approach that assigns exponentially decreasing weights to the 
past observations as they get older. Assuming that the 
sequence of observations begins at time t-O, one form of 
exponential Smoothing (i.e., single exponential Smoothing) is 
given by the following formulas: 

Wovo, 

0076. The parameter helps to define the amount of 
weight given to a past observation. Generally, the weight 
given to the observation at the k, day in the past from the 
current date is expressed as: 

(1-) 
0077. In some embodiments, another form of exponential 
Smoothing (i.e., double exponential Smoothing) is used for 
making the forecasting to capture a trend in the time series, if 
there is any. Double exponential Smoothing is given by the 
following formulas: 

where 0sysC.s 1. 
0078. In some embodiments, the parametery is set to be no 
greater than the parameter C. In some embodiments, other 
non-linear statistical modeling schemes Such as the triple 
exponential Smoothing may be used to take care of the sea 
Sonality (also known as periodicity) in the time series data, 
which feature is typically prominent when a long time series 
is used for forecasting and the time series itself demonstrates 
Some cyclic patterns. For example, some websites Such as a 
weather forecasting website usually receive more traffic 
every Friday of each week because many visitors are inter 
ested in learning the weather condition during the weekend. 
In this case, the number of visits to the website may show a 
fluctuating pattern on a weekly basis and the triply exponen 
tial Smoothing may be more appropriate for capturing the 
trend accurately. 
0079. In either modeling technique, the number of past 
observations or actual data samples used for predicting the 
future value affects the predicted value's sensitivity to the 
recent changes of the actual data samples. In some embodi 
ments, three time-window lengths, i.e., 4 days, 21 days, and 
56 days, are chosen as the numbers of past observations used 
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for making separate predictions so as to capture both the 
recent changes of the actual samples and the long-term trends 
using different predictions if the predicted values are daily 
based or weekly-based. If the predicted values are monthly 
based, the three time-window lengths are respectively, 0.5 
month, 3 months, and 8 months according to some embodi 
ments. Note that the length of a time window used for pre 
dicting a value at a future time, to Some extent, determines 
whether the predicted value is more or less likely to be 
affected by a recent fluctuation in the time series. A prediction 
model that uses a longer time window considers more data 
samples into the past for forecasting a value in the future. This 
effect is similar to a low-pass filter such that the predicted 
outcome is less sensitive to the recent fluctuation in the time 
series and it is more likely to capture the trend in the time 
series. By contrast, a prediction model based on a short time 
window uses fewer data samples to make the prediction and 
the predicted result is usually more sensitive to the recent 
fluctuation in the time series. A combination of the predicted 
values based on the different lengths of time series may result 
in a more reliable prediction that takes into account both the 
long-term and short-term features in the time series. 
0080. In some embodiments, the event detection servers 
180 make nine predictions using the two modeling techniques 
and the three different lengths of time windows. For conve 
nience, the nine predictions are expressed as: 

M, e. 

where i=1, 2, 3, 4, 5, 6, 7, 8, 9; 
0081 M, represents the is predicted metric value at the 
current date; and 

I0082 e, represents the variance of the it, prediction at the 
current date. 

I0083. In particular, three out of the nine forecasted models 
are derived from linear regression and the other six models are 
from double exponential Smoothing because three possible 
values {x1, x2, x}, which are ranked in a monotonically 
increasing order, are candidates for each of the two param 
eters C. and Y. As noted above, Y is set to be no greater than C. 
Therefore, the three possible values {x1, x2, x} produce six 
different combinations that correspond to the six models as 
follows: 

I0084 With the multiple predictions in hand, the event 
detection servers 180 compare the actual value of the current 
date with each of the six predictions (720). Based on the 
comparison result, the event detection servers 180 determine 
whether an event of potential interest is detected or not (740). 
For each determined event, the event detection servers 180 
also give it a significance factor that indicates how unlikely 
the event is (750) and stores the event in the events database 
185 (760). In general, the more unlikely the eventis, the more 
interested the web analyst may be. For example, if there is an 
event indicating a significant jump in the number of visits at 
a particular day when compared with the trend in the past, the 
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web analyst would probably like to investigate the cause 
behind this jump and find out, e.g., whether it relates to a 
potential hacker's attack or a successful commercial promo 
tion that immediately preceded the event. Note that not every 
event identified by the analytics system 140 may deserve an 
increased level of user attention. But by displaying a number 
of events or anomalies for each day or week or month, the 
analytics system 140 presents to a user Such as a web analyst 
a highly-reliable “roadmap,” with which the web analyst can 
quickly "plow through a large amount of web traffic data and 
derive information valuable for improving the quality of ser 
vice offered by the website. 
0085 Assume that: 
I0086 the time series being analyzed is the total number 
of daily visits to a website during a particular date; 

I0087 the six predictions are 344, 15,500, 154,402, 
23,389, 73,588, 112, and 693, 87; and 

0088 the actual number of visits is 618. 
0089. As shown in FIG. 7B, the event detection servers 
180 select the first predicted model (720-1) and determines 
that the estimate and variance are 344, 15 (720-2). A com 
parison of the actual number 618 with the predicted model 
indicates that the actual number is not within the scope 
defined by the model (730-1, no). In this case, the event 
detection servers 180 further determine a significance factor 
for the first model. In some embodiments, the significance 
factoris determined by calculating the extent of stretching the 
variance of the model to include the actual number within the 
stretched scope of the first model. For example, the signifi 
cance factor for the first model can be (618-344)/15=18.3. 
0090 Since there are still five models left for comparison 
(730-3, no), the event detection servers 180 then return to 
select the second model, 500, 154. This time, the compari 
son indicates that the actual number 618 is within the scope of 
the second model (730-1, yes) and the event detection servers 
180 then go ahead working the next model under the last 
model is processed (730-3, yes). In this example, three out of 
the six models, i.e., 500, 154,588, 112, and 693, 87 are 
satisfied by the actual number 618 and three other models, 
i.e., 344, 15,402, 23, and 389, 73 are not satisfied by the 
actual number 618. Assuming that the threshold for detecting 
an event is that at least half of the models are not satisfied 
(740-1), the event detection servers 180 then determine that 
the actual number of visits 618 is an event of potential interest 
(740-2) and chooses a significance factor for the event (740 
3). 
0091. In some embodiments, the significance factor of an 
event is the significance factor of one of the unsatisfied pre 
diction models such that (i) the actual number is more likely 
to satisfy this prediction model than any other unsatisfied 
prediction models and (ii) the actual number would satisfy 
more than half of all the prediction models by satisfying this 
prediction model and therefore no longer qualify as an event. 
In the example above, the significance factor of the prediction 
model 389, 73), i.e., (618-389)/73–3.1, is chosen to be the 
event's significance factor. As will be explained below in 
connection with FIG. 8B, this significance factor is used for 
determining whether the event should be displayed to a user 
Or not. 

0092. In some embodiments, the event detection servers 
180 also use the models to predict the minimum and maxi 
mum of the expected value for that particular time period 
(740-4). This value gives a user a range of a normal value for 
that time period had there been no anomalous user activities. 
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In some embodiments, the predicted metric values according 
to different models are ordered by their magnitudes. For 
example, 10 models result in a sequence of 10 predicted 
values. Among the 10 predicted values, the second to the 
lowest value is chosen to be the minimum of the expected 
value and the second to the highest value is chosen to be the 
maximum of the expected value if the actual value is outside 
the range defined by the pair of (minimum, maximum). Oth 
erwise, no minimum or maximum values are available for the 
corresponding event. 
0093 Compared with the model-based event detection 
that requires little user interaction, the rule-based event detec 
tion described below provides an end user with more control 
on what kind of user activities may be potentially “interest 
ing’ or valuable. Since these two approaches are often com 
plimentary to each other, they may provide better outcomes if 
used in combination. 

(0094 FIG. 7C is a flow chart of a rule-based process for 
detecting events of potential interest in a time series in accor 
dance with some embodiments. 

0.095 For a data source (e.g., a web site), the event detec 
tion servers 180 identify one or more alert rules (770) in the 
alert rules database 195. In some embodiments, the event 
detection servers 180 query the alert rules database 195 for 
any alert rules that may be applicable to the time series asso 
ciated with the data source. The alert rules database 195 stores 
a plurality of user-specified event triggering conditions that 
different users enter through a graphical user interface at a 
client 110, an example of which is described below in con 
nection with FIG. 12E. In some embodiments, the alert rules 
may be stored in the same database as the dataset segment 
schemes Supported by the analytics system 140. 
0096. The event detection servers 180 select one of the 
identified alert rules (772) and apply the alert rule to the time 
series database 175 to identify those time series, if any, that 
satisfy the alert rule (774) and store them in the events data 
base 195 as trigging events (778). For example, if the time 
series is a sequence of numbers of visits from visitors in 
China, the application of an alert rule that triggers an event if 
the visits from China increase by 10% would be appropriate 
(although the time series may fail to trigger Such event if the 
recent time series update does not show at least 10% increase 
of visits). In contrast, another alert rule that triggers an event 
if the visits from Brazil drop 5% would not be applicable. 
(0097. The event detector servers 180 repeat the aforemen 
tioned process until the last alert rule associated with the data 
source has been processed (780, yes). In some embodiments, 
these triggering events will be shown to a user through a 
graphical user interface per the user's request. In some other 
embodiments, the analytics system 140 also notifies the user 
of the triggering event through other communication chan 
nels such as email, text messaging, Voicemail, etc. 
0098. The aforementioned description focuses primarily 
on how the analytics system 140 detects events of potential 
interest in the collected web analytics data through data 
aggregation and time series data analysis. The following 
description shifts its focus on how the events of potential 
interest are served to the users of the analytics system 140 in 
a client-server environment like the one shown in FIG. 1B. 

(0099 FIGS. 8A and 8Bareflow charts illustrating how the 
analytics system prepares and serves a report of events of 
interest in response to a user request in accordance with some 
embodiments. 
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0100. At a client 110, a user submits a request for viewing 
an event report for a particular web site. Upon receipt of the 
user request (802), the client 110 generates a request for the 
event report to the analytics system 140 (804). In some 
embodiments, the client request is an HTTP request. Upon 
receiving the client request (806), the query processor 190 in 
the analytics system 140 transforms the client request into 
one or more queries to the events database 185 and submits 
them to the database (810). For each of the database queries 
received from the query processor 190 (812), the events data 
base 185 identifies the corresponding events data records (if 
any) (814) and returns them to the query processor 190 for 
preparing a response to the client request (816). 
0101. As shown in FIG.8B, the request from the client 110 
includes a range of dates and a sensitivity level for querying 
the events database (814-1). After determining the dates and 
the sensitivity threshold (814-1), the events database 185 
chooses one of the dates for further processing (814-2). The 
further processing includes retrieving events associated with 
the chosen date (814-3); identifying and counting the events 
whose respective significance factors are at least equal to or 
higher than the user-specified sensitivity threshold (814-4); 
and generating a dataset segment scheme for event identified 
event (814-5). After looping through all the dates (814-6, 
yes), the events database 185 returns the information about 
the identified events to the query processor 190. 
0102 Back to the side of the query processor 190, it com 
piles an event report using the events information returned 
from the events database 185 (818) and then returns the report 
to the client 110 (820). Upon receiving the event report (822), 
the client 110 displays the report to the user (824). Exemplary 
screenshots of the graphical user interface for displaying the 
event reports are described below in connection with FIGS. 
11A to 11C. 

0103 FIG. 9 is a block diagram of a client device used by, 
e.g., a web analyst, for requesting and rendering web analyt 
ics reports in accordance with some embodiments. The client 
110 generally includes one or more processing units (CPUs) 
902, one or more network or other communications interfaces 
904, memory 912, and one or more communication buses 914 
for interconnecting these components. The communication 
buses 914 may include circuitry (sometimes called a chipset) 
that interconnects and controls communications between 
components. The client 110 may optionally include a user 
interface 905, for instance, a display 906, a keyboard and/or 
mouse 908, and a touch-sensitive surface 909. Memory 912 
may include high speed random access memory, such as 
DRAM, SRAM, DDR RAM or other random access solid 
state memory devices; and may also include non-volatile 
memory, such as one or more magnetic disk storage devices, 
optical disk storage devices, flash memory devices, or other 
non-volatile solid state storage devices. Memory 912 may 
include mass storage that is remotely located from the central 
processing unit(s) 902. Memory 912, or alternately the non 
volatile memory device(s) within memory 912, comprises a 
computer readable storage medium. Memory 912 or the com 
puter readable storage medium of memory 912 stores the 
following elements, or a Subset of these elements, and may 
also include additional elements: 

0104 an operating system 916 that includes procedures 
for handling various basic system services and for per 
forming hardware dependent tasks: 

0105 a network communication module 918 that is 
used for connecting the client 110 to other servers or 
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computers including the analytics system 140 via one or 
more communication network interfaces 904 (wired or 
wireless). Such as the Internet, other wide area networks, 
local area networks, and metropolitan area networks and 
So on; 

0106 a client application 112 (e.g., a web browser), 
including one or more client assistants 114 (e.g., toolbar, 
browser plug-in) for monitoring the activities of a user; 
in some embodiments, the client assistant 114, or a por 
tion thereof, may include a web application manager 520 
for managing the user interactions with the web browser, 
a data renderer 922 for supporting the visualization of an 
analytics report, and a request dispatcher 924 for Sub 
mitting user requests for new analytics reports; and 

0.107 a user interface module 926, including a view 
module 928 and a controller module 930, for detecting 
user instructions to control the visualization of the ana 
lytics reports. In some embodiments, the user interface 
module 926 further includes a segmentation module 932 
for displaying a segmentation/filter definition template 
and receiving user instructions for building a dataset 
segment Scheme using the template and an alert module 
934 for displaying an alert definition template and 
receiving user instructions for building an alert rule 
using the template (see, e.g., descriptions below in con 
nection with FIGS. 12D and 12E). 

0.108 FIG. 10 is a block diagram of an analytics system for 
processing web traffic data, identifying events of potential 
interest therein, and serving web analytics reports in response 
to user requests in accordance with some embodiments. The 
analytics system 140 generally includes one or more process 
ing units (CPU's) 1002, one or more network or other com 
munications interfaces 1004, memory 1012, and one or more 
communication buses 1014 for interconnecting these compo 
nents. The analytics system 140 may optionally include a user 
interface 1005 comprising a display device 1006 and a key 
board 1008. Memory 1012 includes high-speed random 
access memory, such as DRAM, SRAM, DDR RAM or other 
random access Solid state memory devices; and may include 
non-volatile memory, such as one or more magnetic disk 
storage devices, optical disk storage devices, flash memory 
devices, or other non-volatile solid state storage devices. 
Memory 1012 may optionally include one or more storage 
devices remotely located from the CPU(s) 1002. Memory 
1012, or alternately the non-volatile memory device(s) within 
memory 1012, comprises a computer readable storage 
medium. Memory 1012 or the computer readable storage 
medium of memory 1012 stores the following elements, or a 
Subset of these elements, and may also include additional 
elements: 

0.109 an operating system 1016 that includes proce 
dures for handling various basic system services and for 
performing hardware dependent tasks: 

0110 a network communication module 1018 that is 
used for connecting the analytics system 140 to other 
computers such as the clients 110 (used by the web 
analyst or a regular website user) and the web servers 
120 via the communication network interfaces 1004 
(wired or wireless) and one or more communication 
networks. Such as the Internet, other wide area networks, 
local area networks, metropolitan area networks, and so 
On; 
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0111 one or more log processors 150 for processing the 
web traffic data received from the web servers 120 and 
the clients 110 into sessionized data records stored in the 
hits database 155: 

0112 one or more aggregation servers 160 for aggre 
gating the different metrics of the sessionized data into 
the aggregated data in the aggregates database 165; 

0113 one or more time series gathering servers 170 for 
organizing the different aggregated metrics data in the 
aggregates database 165 into time series in the time 
series database 175; in some embodiments, the time 
series gathering servers 170 include a time series update 
module 1020 for updating the time series with the aggre 
gated data updates received from the aggregates data 
base 165: 

0114 one or more event detection servers 180 for 
detecting events of potential interest in the time series 
stored in the time series database 175; in some embodi 
ments, the event detection servers 180 include an event 
detection module 1022, a model prediction module 1024 
for making predictions based on the time series, and an 
alert detection module 1026 for identifying events in the 
time series that triggers one or more alert rules in the 
alert rules database 195; in some embodiments, the 
model prediction module 1024 further includes one or 
more parameters 1024-1 such as C. Y in the double expo 
nential Smoothing, a linear regression Sub-module 1024 
2, a Holt-Winters exponential smoothing sub-module 
1024-3, as well as other models 1024-4, 

0115 a query processor 190 for querying the databases 
associated with the analytics system 140 in response to 
user requests from clients 110 and providing analytics 
reports to the clients 110 based on the query results; in 
some embodiments, the query processor 190 further 
includes a server application 194 that includes a query 
module 1030 for converting client requests into one or 
more queries or data filters and a response module 1032 
for preparing analytics reports based on the response 
from the different databases; 

0116 a hits database 155 for storing sessionized web 
analytics data; 

0117 an aggregates database 165 for storing the aggre ggreg 9. 99. 
gated metric data and their associated conditions; 

0118 a time series database 175 for storing the time 
series extracted from the aggregates database 165; 

0119 an events database 185 for storing the events of 
potential interest identified in the time series; and 

I0120 an alert rules database 195 for storing user-speci 
fied alert definitions; in some embodiments, the alert 
rules database 195 includes one or more alert rule defi 
nitions such as the alert rule A 1034-1 including the 
associated metric(s) 1034-2 and the condition(s) 1034 
3, the alert rule B 1034-4, etc. 

0121 Each of the above-identified elements may be stored 
in one or more of the previously mentioned memory devices, 
and corresponds to a set of instructions for performing a 
function described above. The above identified modules or 
programs (i.e., sets of instructions) need not be implemented 
as separate Software programs, procedures or modules, and 
thus various subsets of these modules may be combined or 
otherwise re-arranged in various embodiments. In some 
embodiments, memory 912 and 1012 may store a subset of 
the modules and data structures identified above. Further 
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more, memory 912 and 1012 may store additional modules 
and data structures not described above. 

0.122 FIGS. 9 and 10 are intended more as functional 
descriptions of the various features of a client device and 
analytics system rather than a structural schematic of the 
embodiments described herein. In practice, and as recognized 
by those of ordinary skill in the art, items shown separately 
could be combined and some items could be separated. For 
example, some items shown separately in FIG. 10 like the 
query processor 190 and the server application 194 as well as 
items like the databases 155 to 195 could be implemented by 
one or more servers. The actual number of server computers 
used to implement the analytics system 140, and how features 
are allocated among them will vary from one implementation 
to another, and may depend in part on the amount of data 
traffic that the system must handle during peak usage periods 
as well as during average usage periods. 
I0123 FIGS. 11A to 11C are screenshots of graphical user 
interfaces that display daily, weekly, and monthly events of 
potential interest, respectively, in accordance with some 
embodiments. 
0.124. In particular, FIG. 11A depicts a daily alerts graphi 
cal user interface 1102 during a 30-day period from Sep. 15, 
2009 to Oct. 15, 2009. To access this user interface, a user 
clicks the “Intelligence” entry 1100 on the left side of the 
interface. There are three levels of alerts in the “Intelligence' 
entry 1100, “Daily Alerts.” “Weekly Alerts.” and “Monthly 
Alerts.” In some embodiments, the user interface by default 
displays the daily alerts when the user clicks the entry 1100. 
Below the daily visits curve 1101 is a bar chart 1104 illustrat 
ing the respective total number of events of potential interest 
during the 30-day period, each day occupying one clickable 
spot in the bar chart 1104. In some embodiments, the user 
interface automatically focuses on the entry on the far right of 
the bar chart, which corresponds to the current date, Oct. 15, 
2009. But a user can click on other parts of the bar chart 1104 
to investigate the alert information for any other day within 
the last 30 days. Note that, at the current sensitivity level 
1112, the total number of events 1106 for the date of Oct. 15, 
2009 (referred to as “alerts' in the figure) is zero. In other 
words, the analytics system 140 does not identify any anoma 
lous user activity patterns for that day under the current sen 
sitivity level 1112. As a result, the custom alerts region 1108, 
which is associated with the “Custom Alerts' checkbox 1103 
and used for displaying those alert rule-based events, and the 
automatic alerts region 1110, which is associated with the 
“Automatic Alerts' checkbox 1105 and used for displaying 
those model-based events, are both empty. Note that a de 
Selection of either checkboxes 1103 or 1105 removes the 
corresponding alert regions 1108 or 1110 from the graphical 
user interface. 
0.125 FIG. 11B depicts a weekly alerts graphical user 
interface 1120 for the past five weeks from Sep. 13, 2009 to 
Oct. 15, 2009, e.g., after a user selection of the “Weekly 
Alerts' link 1124 on the left of the user interface. By default, 
the current week of Oct. 11-15, 2009 is highlighted in the user 
interface. A user can click on the bar chart below the curve 
1122 to select another week of data. Note that there is no alert 
for the current week including Oct. 15, 2009 because it is not 
over yet and the forecasting of the present application is for 
the most recently completed week. Compared with the curve 
1101 in FIG. 11A, the curve 1122, which corresponds to 
roughly the same period of time, is Smoother because, as 
explained above, the weekly summation of the daily data 
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samples acts as a low-pass filter. As a result, the number of 
weekly alerts during each week is typically smaller than the 
Sum of daily alerts during the same week. This also applies to 
the monthly alert described below in connection with FIG. 
11C. This user interface is similar to the one shown in FIG. 
11A except that the total numbers of data samples as shown in 
the curve 1122 drop from 30 (which corresponds to the last 30 
days from Sep. 15, 2009 to Oct. 15, 2009) to 5 (which corre 
sponds to the last five weeks from September 13, 2009 to 
October 15, 2009). In this example, the number of alerts for 
the week of Oct. 11-15, 2009 remains to be zero under the 
current sensitivity level. 
0126 FIG. 11C depicts a monthly alerts graphical user 
interface 1140 for the past 12 months from Oct. 1, 2008 to 
Oct. 15, 2009, after a user selection of the “Monthly Alerts” 
1144 on the left. This user interface is similar to the one shown 
in FIG. 11A except that the total numbers of data samples as 
shown in the curve 1142 drop from 30 to 12. In this example, 
the number of alerts for the month of Oct. 1-15, 2009 remains 
to be zero under the current sensitivity level. 
0127 FIGS. 12A to 12E are screenshots of graphical user 
interfaces that displays information relating to events of 
potential interest in accordance with some embodiments. 
0128 FIG. 12A depicts the same daily alerts 1102 shown 
in FIG. 11A but at a different date, Sep. 30, 2009. According 
to this daily alerts 1202, the number of alerts 1204 on Sep. 30. 
2009 at the current sensitivity level 1212 is three. Note that the 
custom alerts region 1206 is empty and all the three alerts are 
model-based automatic alerts. In particular, one of the alerts 
1208 suggests a significant (83%) drop of bounce rate for 
visits that exit from a particular web page 1209 from the 
expected range of 34.26%-39.96% to 6.29%. A visual indi 
cation 1211 of the alert's significance factor is also shown in 
the same row, indicating how unlikely this alert is under a 
normal situation. Two alerts 1210, 1214 are grouped together 
under the label “Visits.” Note that although these two alerts 
are both related to the number of visits to the website (in this 
case, www.googlestore.com), they have different conditions 
and therefore have different meanings. The alert 1210 indi 
cates that the number of visits to the website that exit the 
website from the web page www.googlestore.com/default. 
asp' during Sep. 30, 2009 increased more than 500% when 
compared with the median value derived from the multiple 
prediction models. The expected range from 0 to 458 is deter 
mined using the method described above in connection with 
FIGS. 7A and 7B. 

0129. In contrast, the alert 1214 indicates that the number 
of visits to the website that were referred to the website from 
the web page “www.google.com/intl/en/about.html during 
Sep. 30, 2009 increased more than 281% when compared 
with the median value derived from the multiple prediction 
models. This may be because that the referral web page has a 
link to the website www.goolestore.com and many users who 
visit Google's website found that link and then clicked it 
through. 
0130. In some other embodiments, the reference value 
used for measuring the percentage may be the actual value of 
the immediately preceding time period, the averaged actual 
value derived from multiple time periods in the past, the mean 
of the expected range or other reference values that are well 
known in the art. 
0131 FIG. 12B depicts a graphical user interface 1220 
when the user-selected date moves from Sep. 30, 2009 to Oct. 
14, 2009. Note that the number of alerts for the new dates 
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increases to 20. Moreover, one of the 20 alerts is a custom 
alert 1226 called “revenue decrease. A user selection of the 
edit link 1228 brings up the definition of the custom alert as 
shown in FIG. 12E. According to the definition, this alert is 
triggered when the revenue from all traffic to the website 
drops more than 10% from the same day of the previous week. 
In other words, the revenue on Oct. 14, 2009 is less than 90% 
of the revenue on Oct. 7, 2009. 
I0132 FIG. 12C depicts the same user interface after a user 
selection of the curve link 1248 next to the first automatic alert 
1244, which indicates a dramatic increase of goal conversion 
rate of the total traffic. As shown by the curve 1246, the rate 
was almost Zero for the entire month until a Sudden jump on 
Oct. 14, 2009. This curve also explains how the jump is 
detected as an alert. Using this alert as a lead, the web analyst 
can investigate the type of traffic on the same date and 
research what triggers the Sudden jump of goal conversion 
rate. 

0.133 FIG. 12D depicts a graphical user interface for 
defining a dataset segment scheme in response to a user 
selection of the “Create segment” link 1242 in FIG. 12C. A 
more detailed description of the dataset segment Scheme can 
be found in the pending U.S. patent application Ser. Nos. 
12/575,435 and 12/575,437, both of which are incorporated 
into this application by reference in their entirety. Note that 
this feature allows a user to revisit the dataset through the 
same visualization angle in the future without relying on the 
events report, which is very useful for helping a user to 
understand the dataset. 

0.134 FIGS. 13A to 13C are screenshots of graphical user 
interfaces that display different numbers of events of poten 
tial interest based on a respective user-specified sensitivity 
threshold in accordance with Some embodiments. 

I0135 FIG. 13A depicts the alerts bar chart when the sen 
sitivity level is about in the middle level 1310. FIG. 13B 
depicts the alerts bar chart when the sensitivity level reaches 
the highest level 1320. In this case, the analytics system 140 
reports not only more (12 of FIG. 13B vs. 3 of FIG. 13A) 
alerts or events of potential interest for the same date, Sep. 30. 
2009, but also one or more alerts for many other dates that 
have no alerts reported in FIG. 13A. By contrast, FIG. 13C 
depicts the alerts bar chart when the sensitivity level reaches 
the lowest level 1330. In this case, the analytics system 140 
reports Zero alert for the same date, Sep. 30, 2009. 
0.136 FIGS. 14A and 14B are screenshots of graphical 
user interfaces that display events of potential interest based 
on a respective user-specified organization manner in accor 
dance with some embodiments. In particular, FIG. 14A 
depicts a graphical user interface in which the alerts are 
displayed in an order defined by dimension 1410 such as the 
All Traffic 1412 and the Visitor 1414 and then by different 
metrics within the same dimension. FIG. 14B depicts a 
graphical user interface in which the alerts are displayed in an 
order defined by metric 1420 such as the Goal Conversion 
Rate 1422 and then by different dimensions within the same 
metric. 

I0137 FIG. 15A depicts a flow chart of a method for iden 
tifying anomalies in time series data in accordance with some 
embodiments. At a server system with a processor and 
memory, the server system stores time series data for a data 
source (1501). The time series data comprises a plurality of 
time-value pairs, each pair including a value of one or more 
attributes associated with the data source and a time associ 
ated with the value. 
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0138 For a particular attribute, the server system gener 
ates a plurality of forecasting models for characterizing the 
time-value pairs in a respective Subset of the time series data 
(1503). In some embodiments, each forecasting model 
includes an estimated attribute value and an associated error 
variance. 
0139 For a respective time-value pair associated with the 
particular attribute, the server system determines whether the 
value of the time-value pair is within the error-variance of the 
corresponding estimated attribute value and tags the time 
value pair as an anomaly if the value of the time-value pair is 
outside the error variance for at least a first subset of the 
forecasting models (1505). 
0140 Finally, in response to a request from a client appli 
cation for analytics information for the data source, the sever 
system reports to the client application at least a Subset of the 
time-value pairs tagged as anomalies for one or more of the 
attributes (1507). 
0141. In some embodiments, the respective time-value 
pair for the particular attribute is the latest time-value pair 
from the data source. The first subset of the forecasting mod 
els comprises one of a predetermined number of the fore 
casting models or a predetermined fraction of the forecasting 
models. 
0142. As shown in FIG. 15B, for the respective time-value 
pair and the particular attribute, the server system determines 
a significance factor (1511). In some embodiments, the sig 
nificance factor is chosen such that, when the error-variance 
for each of the forecasting models is multiplied by the sig 
nificance factor, the value of the time-value pair is inside the 
factored error-variance of a corresponding estimated metric 
value for at least a second Subset of the forecasting models 
and the first subset is within the second subset. 
0143. In response to the request from the client application 
for analytics information that includes a significance thresh 
old for one or more of the attributes, the server system reports 
to the client application those time-value pairs tagged as 
anomalies when the respective significance factor for each of 
the time-value pairs exceeds the significance threshold 
(1513). 
0144. In some embodiments, the forecasting models 
include at least one of a linear regression model and a Holt 
Winters exponential smoothing model. The forecast models 
include models computed from 4, 21, and 56 days of time 
series data. 

0145. In some embodiments, the time series data includes 
aggregated web analytics data, the method further compris 
ing: aggregating raw or sessionized web traffic data to gen 
erate the aggregated web analytics data for attributes of inter 
est and storing the aggregated web analytics data in addition 
to the raw or sessionized web traffic data. The time series data 
includes sessionized web analytics data, the method further 
comprising: Summarizing per session raw web traffic data to 
generate the sessionized time series data for one or more of 
the attributes storing the sessionized time series data in addi 
tion to the raw web traffic data. 

0146 FIG. 16A depicts another flow chart of a method for 
identifying anomalies in time series data implemented by 
different components of a server system with a processor and 
memory in accordance with some embodiments. 
0147 A time series data collector of the server system is 
configured to collect time series data at one or more pre 
defined time intervals from a plurality of data sources (1601). 
In some embodiments, the time series data comprises a plu 
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rality of time-value pairs, each pair including a value of one 
attribute associated with the data sources and a time when the 
value was collected. 
0.148. A time series storage module of the server system is 
configured to store the collected time series data in a com 
puter memory Such that, when a new time-value pair is col 
lected by the time series data collector, the new time-value 
pair is added to the stored time series data for a respective 
collection of time series data without disturbing the previ 
ously stored time series data for the respective collection 
(1603). 
0149 For a particular new time-value pair, an anomaly 
detection module of the server system is configured to deter 
mine whether the particular new time-value pair is an 
anomaly with reference to its associated collection of time 
series data (1605). In some embodiments, this operation fur 
ther includes: generating a plurality of forecasting models 
characterizing different subsets of the associated collection of 
time series data (1605-1), each forecasting model including 
an estimated attribute value and an associated error-variance; 
determining whether the particular new time-value pair is 
within the associated error-variance for each of the plurality 
of forecasting models (1605-3); and tagging the particular 
time-value pairasananomaly when the value of the particular 
time-value pair is outside the error-variance for at least a first 
subset of the forecasting models (1605-5). 
0150. Next, an anomaly storage module of the server sys 
tem is configured to store the time-value pairs tagged as 
anomalies such that the stored time-value pairs are ready to be 
served to a user at a client application in response to a user 
request for the anomalies. 
0151. In some embodiments shown in FIG.16B, the server 
system also includes an aggregation module configured to 
generate aggregated time series data from the collected time 
series data (1611). The aggregate time series Summarizes raw 
time series data or sessionized time series data for particular 
attributes of interest associated with the data sources, the 
aggregate data being stored by the time series storage module 
in addition to stored raw time series data or sessionized time 
series data. 
0152. In some embodiments, the anomaly detection 
mechanism operates solely on the aggregated time series data 
generated by the aggregation module. The data sources are 
web pages stored on web servers and the collected time series 
data comprises values of metrics and dimensions for the web 
pages and associated time values when the values of the 
metrics and dimensions were collected. The predefined time 
intervals are no longer than a day. 
0153. In some embodiments, the time series storage mod 
ule is further configured to quantize and compress the time 
series data before storing it so as to save more space. 
0154. In some embodiments, the collection of time series 
data includes a number of time-value pairs that is used for 
generating the plurality of forecasting models and the fore 
casting models include at least one of a linear regression 
model and a Holt-Winters exponential smoothing model. 
(O155 FIG. 17A depicts another flow chart of a method for 
detecting anomalies in web analytics data implemented at a 
server system in accordance with some embodiments. 
0156 The server system stores web analytics data for a 
web page in a device (1701). In some embodiments, the web 
analytics data comprises a plurality of prior time-value pairs, 
each time-value pair including a value of one of a plurality of 
attributes associated with the web page and a time associated 
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with the value. The server system collects a new time-value 
pair for the particular attribute (1703). The new time-value 
pair includes a new value associated with the web page and a 
new time when the value was determined. 
(O157 For each of the set of predicted values, the server 
system estimates a set of predicted values for the attribute and 
associated error-variances at the new time by applying a 
plurality of forecasting models to the plurality of prior time 
value pairs in respective Subsets of the web analytics data 
(1705). 
0158 Finally, the server system tags the collected new 
time-value pair as an anomaly when the value of the new 
time-value pair is outside the error variance of each of a first 
subset of the forecasting models for the particular attribute 
(1707). 
0159 FIG. 17B depicts that the server system adds to the 
collected web analytics data for the web page the new time 
value pair (1711). The time-value pair includes a tag indicat 
ing whether the new value is an anomaly and a significance 
factor if the new value is an anomaly. 
0160 FIG. 17C depicts that the server system storing the 
web analytics data for a fixed time window into the past 
(1721). After estimating the set of predicted values and asso 
ciated error-variances for the attribute at the new time, the 
server system deletes one or older time-value pairs from 
previously collected time series data (1723) and appends the 
new time-value pair to the end of the collected web analytics 
data (1725). 
01.61. In some embodiments, the attributes comprise a plu 

rality of metrics and dimensions associated with the web site. 
0162. As shown in FIGS. 11A to 11C, the graphical user 
interface for presenting time series data and anomalies for a 
data source includes a first window and a second window 
below the first window. 
0163. In some embodiments, the first window includes a 
graph of time series data values for a first attribute for the data 
Source, the graph having a time axis corresponding to a time 
range and a dependent data value axis, and a histogram of 
anomalies for the data source, with the same time axis scale as 
the graph and a dependent total anomalies axis. Note that the 
height of a respective bar along the total anomalies axis in the 
histogram represents the total number of anomalies for the 
web site at a particular day. 
0164. The second window includes a list of items charac 
terizing a set of anomalies at aparticular time on the time axis, 
each item corresponding to an anomaly associated with a 
respective attribute for the data source, a value of the respec 
tive attribute at the particular time, and a significance factor of 
the anomaly, and a user-interactive object for adjusting a 
sensitivity threshold associated with the first window and the 
second window. 
(0165. As further depicted in FIGS. 13 A to 13C, in 
response to a user adjustment of the sensitivity threshold 
through the user-interactive object, a new histogram of 
anomalies for the data source is rendered to replace the exist 
ing histogram of anomalies for the data source in the first 
window. In addition, a new list of items characterizing a new 
set of anomalies at the particular time is rendered to replace 
the existing list of items. 
0166 Although some of the various drawings illustrate a 
number of logical stages in a particular order, stages which 
are not order dependent may be reordered and other stages 
may be combined or broken out. While some reordering or 
other groupings are specifically mentioned, others will be 
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obvious to those of ordinary skill in the art and so do not 
present an exhaustive list of alternatives. Moreover, it should 
be recognized that the stages could be implemented in hard 
ware, firmware, Software or any combination thereof. 
0167. The foregoing description, for purpose of explana 
tion, has been described with reference to specific embodi 
ments. However, the illustrative discussions above are not 
intended to be exhaustive or to limit the invention to the 
precise forms disclosed. Many modifications and variations 
are possible in view of the above teachings. The embodiments 
were chosen and described in order to best explain the prin 
ciples of the invention and its practical applications, to 
thereby enable others skilled in the art to best utilize the 
invention and various embodiments with various modifica 
tions as are Suited to the particular use contemplated. 
What is claimed is: 
1. A graphical user interface for presenting time series data 

and anomalies associated with a data source on a display of a 
client computer having a user input device, comprising: 

a first window on the display that includes: 
a graph of time series data values for a respective 

attribute of the data source, the graph having a time 
axis corresponding to a time range and a dependent 
data value axis, and 

a histogram of anomalies of the data source, each of the 
anomalies corresponding to a value of a respective 
attribute that is substantially different from an 
expected value of the attribute, the histogram having 
the same time axis Scale as the graph and a dependent 
total anomalies axis, wherein the height of a respec 
tive bar along the total anomalies axis represents a 
total number of anomalies of the data source for a 
corresponding time on the time axis; and 

a second window on the display that includes: 
a list of automatic alerts characterizing a set of anoma 

lies of the data source at a particular time on the time 
axis, the particular time being designated by a user via 
interaction with the graph through the user input 
device, each item in the list of automatic alerts corre 
sponding to an anomaly associated with a respective 
attribute for the data source. 

2. The graphical user interface of claim 1, wherein each 
item in the list of automatic alerts includes a representation of 
a significance factor of a respective anomaly, the significance 
factor indicating an extent to which the value of an attribute is 
different from the expected value of the attribute. 

3. The graphical user interface of claim 2, wherein each of 
the significance factors is determined in accordance with 
error-variances of a plurality of forecasting models as applied 
to the associated time series data and the value of the attribute. 

4. The graphical user interface of claim 1, wherein each 
item in the list of automatic alerts further includes a repre 
sentation of an expected range of an attribute at a particular 
time and a percentage difference between the value of the 
attribute and the expected value of the attribute at the particu 
lar time. 

5. The graphical user interface of claim 1, wherein each 
item in the list of automatic alerts includes a user selectable 
link that enables a user to initiate creation of an analytics 
segment for future analysis of time series data of the data 
Source based on a corresponding attribute. 

6. The graphical user interface of claim 1, wherein the 
second window further includes a list of custom alerts, each of 
the custom alerts indicating when a user-provided condition 
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relating to a respective attribute of the data source has 
occurred at a particular time, each of the custom alerts includ 
ing an identifier of the custom alert and a value of the respec 
tive attribute at the particular time. 

7. The graphical user interface of claim 6, further compris 
ing display control elements that enable a user to control 
display of the custom alerts and/or the automatic alerts. 

8. The graphical user interface of claim 1, wherein each of 
the anomalies is associated with a significance factor indicat 
ing a degree to which a value of an associated attribute is 
substantially different from an expected value of the associ 
ated attribute, further comprising: 

a user-interactive object for adjusting a sensitivity thresh 
old associated with the first window and the second 
window; 

wherein: 
in response to a user adjustment of the sensitivity threshold 

through the user-interactive object: 
a new histogram of anomalies for the data source is 

rendered to replace the existing histogram of anoma 
lies for the data source in the first window; and 

a new list of items characterizing a new set of anomalies 
at the particular time is rendered to replace the exist 
ing list of items; 

the new histogram and the new list including informa 
tion for only those anomalies whose associated sig 
nificance factors are consistent with the user-adjusted 
sensitivity threshold. 

9. The graphical user interface of claim 8, wherein the new 
set of anomalies includes fewer items in response to user 
selection of lower sensitivity thresholds and more items in 
response to user selection of higher sensitivity thresholds. 

10. The graphical user interface of claim 1, wherein the 
time axis scale is one of day, week or month. 

11. The graphical user interface of claim 1, wherein the 
automatic alerts are grouped in relation to a respective mea 
sure of the data source that is related to the values of the 
associated attributes. 

12. The graphical user interface of claim 1, wherein the 
respective measure is one of conversion rate, visits/sessions, 
visitors, bounce rate, page views, revenue or time. 

13. A computer-implemented method for presenting on a 
display time series data and anomalies associated with a data 
Source, comprising: 

displaying a graphical user interface, the graphical user 
interface including: 
a first window on the display that includes: 

a graph of time series data values for a respective 
attribute of the data source, the graph having a time 
axis corresponding to a time range and a dependent 
data value axis, and 

a histogram of anomalies of the data source, each of 
the anomalies corresponding to a value of a respec 
tive attribute that is substantially different from an 
expected value of the attribute, the histogram hav 
ing the same time axis scale as the graph and a 
dependent total anomalies axis, wherein the height 
of a respective bar along the total anomalies axis 
represents a total number of anomalies of the data 
Source for a corresponding time on the time axis; 
and 

a second window on the display that includes: 
a list of automatic alerts characterizing a set of 

anomalies of the data source at a particular time on 
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the time axis, the particular time being designated 
by a user via interaction with the graph through the 
user input device, each item in the list of automatic 
alerts corresponding to an anomaly associated with 
a respective attribute for the data source; and 

a user-interactive object for adjusting a sensitivity 
threshold associated with the first window and the 
second window; 

in response to a user adjustment of the sensitivity threshold 
through the user-interactive object, 
replacing the existing histogram of anomalies for the 

data source in the first window with a new histogram 
of anomalies for the data source in the first window; 
and 

replacing the existing list of items with a new list of 
items characterizing a new set of anomalies at the 
particular time in the second window. 

14. The computer-implemented method of claim 13, 
wherein the new histogram and the new list include informa 
tion for only those anomalies whose associated significance 
factors are consistent with the adjusted sensitivity threshold. 

15. The computer-implemented method of claim 13, 
wherein each item in the list of automatic alerts includes a 
representation of a significance factor of the respective 
anomaly, the significance factor indicating an extent to which 
the value of the associated attribute is different from the 
expected value of the attribute. 

16. The computer-implemented method of claim 15. 
wherein each of the significance factors is determined in 
accordance with variances of a plurality of forecasting mod 
els as applied to the associated time series data and the value 
of the associated attribute. 

17. The computer-implemented method of claim 13, 
wherein each item in the list of automatic alerts further 
includes a representation of an expected range of an attribute 
at the particular time and a percentage difference between the 
value of the attribute and the expected value of the attribute at 
the particular time. 

18. The computer-implemented method of claim 13, 
wherein each item in the list of automatic alerts includes a 
user selectable link that enables a user to initiate creation of an 
analytics segment for future analysis of time series data for 
the data source based on a corresponding attribute. 

19. The computer-implemented method of claim 13, 
wherein the second window further comprises a list of custom 
alerts, each of the custom alerts indicating when a user-pro 
vided condition relating to a respective attribute of the data 
Source has occurred at a particular time, each of the custom 
alerts including an identifier of the custom alert and a value of 
the respective attribute at the particular time. 

20. The computer-implemented method of claim 19, 
wherein the new set of anomalies includes fewer items in 
response to user selection of lower sensitivity thresholds and 
more items in response to user selection of higher sensitivity 
thresholds. 

21. The computer-implemented method of claim 13, 
wherein the time axis scale is one of: 

day, week or month. 
22. The computer-implemented method of claim 13, 

wherein the automatic alerts are grouped in relation to a 
respective measure of the data source that is related to the 
values associated with the associated attributes. 
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23. The computer-implemented method of claim 13, 
wherein the respective measure is one of conversion rate, 
visits/sessions, visitors, bounce rate, page views, revenue or 
time. 

24. A computer readable-storage medium storing one or 
more programs for execution by one or more processors of a 
computer for displaying anomalies in time series data, the one 
or more programs comprising instructions for: 

displaying a graphical user interface, the graphical user 
interface including: 
a first window on the display that includes: 

a graph of time series data values for a respective 
attribute of the data source, the graph having a time 
axis corresponding to a time range and a dependent 
data value axis, and 

a histogram of anomalies of the data source, each of 
the anomalies corresponding to a value of a respec 
tive attribute that is substantially different from an 
expected value of the attribute, the histogram hav 
ing the same time axis scale as the graph and a 
dependent total anomalies axis, wherein the height 
of a respective bar along the total anomalies axis 
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represents a total number of anomalies of the data 
Source for a corresponding time on the time axis; 
and 

a second window on the display that includes: 
a list of automatic alerts characterizing a set of 

anomalies of the data source at a particular time on 
the time axis, the particular time being designated 
by a user via interaction with the graph through the 
user input device, each item in the list of automatic 
alerts corresponding to an anomaly associated with 
a respective attribute for the data source; and 

a user-interactive object for adjusting a sensitivity 
threshold associated with the first window and the 
second window; 

in response to a user adjustment of the sensitivity threshold 
through the user-interactive object, 
replacing the existing histogram of anomalies for the 

data source in the first window with a new histogram 
of anomalies for the data source in the first window; 
and 

replacing the existing list of items with a new list of 
items characterizing a new set of anomalies at the 
particular time in the second window. 

c c c c c 


