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(57) ABSTRACT 

A method for returning a logical Volume which is part of a 
redundant data Storage System to on-line Status following a 
disk failure within the logical volume during the time when 
another of that volume's disks is unavailable as a result of 
having its firmware updated, as an example. Data which 
would otherwise be changed in the logical volume due to 
host write requests is directed to a logging facility within the 
data Storage System, but outside of the logical volume 
undergoing upgrade. 
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DATA STORAGE SYSTEM RECOVERY FROM 
DISK FAILURE DURING SYSTEM OFF-LINE 

CONDITION 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. The present patent application hereby incorporates 
by reference herein the entire contents of U.S. patent appli 
cation Ser. No. 10/660,888 for “Storage Recovery Using a 
Delta Log,” attorney docket number LSI.81 US01 (03 
1502), by Charles Nichols et al. which was filed on Sep. 12, 
2003, for all this patent application teaches and discloses. 

FIELD OF THE INVENTION 

0002 The present invention relates generally to redun 
dant data Storage Systems and, more particularly, to the 
restoration of the availability and the consistency of logical 
Volume data following an unrelated disk failure which 
occurs during temporary off-line Status of a chosen disk in 
the volume. 

BACKGROUND OF THE INVENTION 

0003. Upgrading disk drive firmware for devices that are 
part of a RAID subsystem is often a costly and time 
consuming process. During the firmware upgrade process, 
which may take up to one minute, disk drives are generally 
unable to respond to other I/O requests, rendering the device 
unusable to all system (including host-based) I/O. One 
approach to maintaining data availability during a firmware 
download is to place the device being upgraded into an 
unusable State within the logical volume; that is, to induce 
a degraded mode of operation. During the upgrade process, 
the changed data for the affected drive is first logged to a 
repository within the system. Following the firmware 
upgrade, the data that has been changed during the upgrade 
is copied from the repository to the drive that was upgraded. 
0004. If an unrelated drive within the same logical vol 
ume fails while the original drive is having its firmware 
upgraded, the Volume data is no longer available. The logical 
Volume is left in an off-line State, and the user must intervene 
in Some fashion in order to reestablish data availability. 
Moreover, for Volumes configured with redundancy, there is 
no guarantee that data and its associated redundant data are 
valid and consistent once recovery has been completed. 
0005 Existing solutions to this problem include: (1) 
preventing System input/output (I/O) during drive firmware 
upgrades; and (2) copying all data from the drive to be 
upgraded to a Stand-by, Spare drive in the System before the 
download is begun. The Stand-by then Serves as a replace 
ment for the original drive during the firmware download. 
The affected volume is still optimal and thus its data is 
protected from a single drive failure. At this point, the 
desired drive can have its firmware upgraded without affect 
ing data availability on the original Volume. Once the 
upgrade is complete, data can be copied from the Stand-by 
replacement to the original drive. When the copy is com 
plete, the upgraded drive can be re-integrated into the 
original Volume. 
0006. The first solution suffers from the fact that it 
requires that the Storage System be taken off-line from the 
Server's perspective. For customers that require continuous 
uptime, this Solution is unacceptable. The Second approach 
requires all of the data on the affected drive(s) to be copied 
twice; first to the Stand-by spare drive, and Subsequently to 
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the original drive. For large-capacity drives, Such copy 
processes can be time-consuming. 
0007 Accordingly, it is an object of the present invention 
to provide a method for recovering from an unrelated disk 
failure within a logical Volume during the period in which 
another of the Volume's disks is temporarily unavailable. 
0008 Another object of the invention is to provide a 
method for recovering from an unrelated disk failure within 
a logical Volume during the period in which another of the 
Volume's disks is in the process of having its firmware 
updated. 
0009 Additional objects, advantages and novel features 
of the invention will be set forth in part in the description 
which follows, and in part will become apparent to those 
skilled in the art upon examination of the following or may 
be learned by practice of the invention. The objects and 
advantages of the invention may be realized and attained by 
means of the instrumentalities and combinations particularly 
pointed out in the appended claims. 

SUMMARY OF THE INVENTION 

0010. To achieve the foregoing and other objects, and in 
accordance with the purposes of the present invention, as 
embodied and broadly described herein, the method for 
temporarily placing a data Storage unit within a redundant 
data Storage System having a plurality of data Storage units 
disposed in at least one logical volume in an off-line 
condition, includes: placing a Selected data Storage unit in an 
off-line condition for a period of time; storing data directed 
to the logical volume in which the Selected data Storage unit 
is disposed in a logging repository disposed outside of the 
logical volume during the period of time; detecting a failure 
in a data Storage unit other than the Selected data Storage unit 
in the logical volume, placing the Selected data Storage unit 
in an on-line condition following the period of time; down 
loading data Stored in the logging repository onto the 
Selected data Storage unit; allowing data directed to the 
logical Volume in which the Selected data Storage unit is 
disposed to be Stored in the logical volume; and updating 
redundant data within the logical Volume. 
0011 Benefits and advantages of the present invention 
include allowing a logical Volume that becomes unavailable 
for receiving and writing data as a result of an unrelated 
drive failure in that logical volume during a drive firmware 
download or another temporary event, to revert to an avail 
able State once the download has been completed or the 
other temporary event has been addressed. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0012. The accompanying drawings, which are incorpo 
rated in and form a part of the Specification, illustrate the 
embodiments of the present invention and, together with the 
description, Serve to explain the principles of the invention. 
In the drawings: 
0013 FIG. 1 is a schematic representation of one 
embodiment of an apparatus useful for practicing the present 
the invention. 

0014 FIG. 2 is a schematic representation illustrating the 
States of a logical volume from a perspective external to the 
Storage System in which a Selected disk drive is to be 
temporarily taken off-line. 
0015 FIG. 3 is a schematic representation illustrating of 
the State of a logical Volume as managed within the Storage 
System. 
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DETAILED DESCRIPTION 

0016 Briefly, the present invention includes a method 
and apparatus for restoring a logical Volume which is part of 
a redundant data Storage System to on-line Status as a result 
of a disk failure within the logical Volume during the time 
when another of that Volume's disks is unavailable as a 
result of having been temporarily taken out of Service to 
perform a firmware upgrade, as an example. During the 
upgrade process, data that would otherwise be changed in 
the logical volume due to host write requests is directed to 
a logging facility within the Storage System, but outside of 
the logical Volume undergoing upgrade. After the upgraded 
disk is again placed in Service data Stored on the logging 
facility is downloaded to this disk, and further write requests 
can be handled by the redundant data Storage System, even 
though another disk has failed. 
0.017. The invention finds use in computer storage sys 
tems having dual, independent RAID Storage controllers and 
a number of disk drives that are part of logical Volumes 
Supporting data redundancy. RAID levels 1, 3, and 5 are 
examples of logical Volumes Supporting data redundancy, 
and permit host access to all user data in a logical volume 
when a Single drive is removed or placed in an out-of-Service 
condition within that logical volume (degraded mode). 
When Such an event occurs, the Storage controllers present 
a set of logical Volumes, which include one or more of the 
physical disk devices, to the host System. Read requests 
directed to an out-of-Service drive can have their data 
reconstructed from redundant data on the other drives in the 
volume, while write requests directed to the out-of-service 
drive can be Satisfied by updating the appropriate redundant 
data elsewhere within the volume. 

0018 When a second, unrelated drive (a drive other than 
the selected drive, but within the same logical volume) fails 
during the period when the Selected drive is in an out-of 
Service condition, the Volume is placed in an off-line State. 
In accordance with the present invention, whatever proce 
dure is to be undertaken relative to the selected drive is 
completed, while during this time, write requests are accom 
modated by a logging facility outside of the affected logical 
Volume. Once the Selected drive is ready for operation, the 
logged write data is copied to the first drive (also while the 
Volume is still off-line), and the logical volume is again 
restored to an on-line, albeit degraded, State. This process is 
automatically achieved by the Volume/drive manager com 
ponents of the System without user interaction other than for 
Selecting the drive which is to be temporarily taken off-line. 
0019. It should be mentioned that during the period when 
data on the logging facility is downloaded onto the Selected 
disk, write requests have to be managed Such that they are 
directed to the appropriate location. This can be accom 
plished by allowing write requests occurring in the portion 
of the drive that has been recovered to be routed directly to 
the logical volume, while writes addressed to unrecovered 
regions would be directed to the logging facility. Another 
procedure would involve establishing a map or table of data 
blocks contained in the logging facility, Such that new data 
write requests which overlap with the logged data would be 
invalidated and the write request would be targeted directly 
to the logical volume. 
0020. The volume state being presented to host I/O 
requests is distinguished from the internal Volume State 
required to complete the download process. From an exter 
nal perspective, the Volume is off-line and inaccessible to all 
read/write I/O. Within the storage array, however, individual 
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disks within the volume are still available to service down 
load and repository (the logging facility used to hold the 
changed data) copy requests. Host I/OS can be Successfully 
Serviced at this point. Additionally, because all changed data 
relating to the upgraded drive was logged during the off-line 
processing, the Volume data, and its associated redundant 
data, is still valid and consistent. 
0021. Thus, whatever procedure is to be undertaken rela 
tive to a Selected drive is completed is continued even when 
its associated logical volume has been placed off-line due to 
a Second drive failure, and the log facility containing the 
changed data associated with that drive is still available 
while the logical volume is off-line. Once the drive process 
ing has been completed, the changed data from the log is 
re-written to the upgraded drive, and the Volume can be 
returned to an on-line State. 

0022. The present invention is applicable to any situation 
where it is known that a given disk will be temporarily 
off-line by reason of a transient disk failure, diagnostic tests, 
or a firmware upgrade as examples. 
0023 Reference will now be made in detail to the present 
preferred embodiments of the invention, examples of which 
are illustrated in the accompanying drawings. Turning now 
to FIG. 1, shown is a schematic representation of one 
embodiment of the apparatus of the present invention. Disk 
array controller, 10, which includes drive manager, 12, 
selects the drive for firmware downloading. Volume man 
ager, 14, in cooperation with the drive manager 12 directs 
State changes in the Volume, and cooperates with logging 
facility, 16, to ensure that the appropriate data is logged and 
retrieved from the log. The process is directed by a user from 
host-based, external management application, 18, through 
the controller's System management interface, 20. 
0024 Logical volume, 22, and logging repository, 24, are 
controlled by disk array controller 10 through drive inter 
face, 26. 
0025 FIG. 2 is a schematic representation of the states of 
a targeted logical volume from a perspective external to the 
system, where one of the disk drives is about to have its 
firmware updated, as an example. State A describes an 
optimal volume with no failed drives, whereby all data is 
available to the host computer System. Target Volume 22 
(See FIG. 1 hereof begins in state A and moves to state B 
when the drive firmware download is initiated (event #1). In 
this State, the Volume data is still completely available; 
however, the drive being upgraded is treated as having failed 
and the Volume is in a degraded State. Upon completion of 
the firmware download, the volume reverts to state A (event 
#2). 
0026. If, however, a drive within the target volume other 
than the drive undergoing the firmware download fails, the 
volume moves to state C (event #3). In this state, all volume 
data is unavailable; however, the drive firmware download 
is allowed to continue. Once the drive firmware download is 
completed, the Volume automatically becomes available to 
host I/O requests, albeit in State B, degraded mode (event 
#3). 
0027 FIG. 3 is a schematic representation of the states of 
a logical volume as managed from within the Storage 
System. The volume begins as optimal (state A), and upon 
commencement of the firmware download, transitions 
(event #1) into a Downloading/Degraded State (state C/A). 
State C, Drive FW Download, represents a volume Super 
State that can have one or more Sub-States associated with it. 
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The sub-states are referred to as Super/Sub states; for 
example, C/A represents a volume in the Drive FW Down 
load/Degraded state. In this state, the RAID controller will 
record writes directed to the downloading drive volume to 
an internal logging facility. 
0028 Clearly, the internal logging apparatus can take 
many forms, one Such apparatus being the delta log appa 
ratus described in U.S. patent application Ser. No. 10/660, 
888 for “Storage Recovery Using a Delta Log.” Read 
requests directed to the downloading drive will be treated as 
degraded and will have their data reconstructed from redun 
dant information within the logical volume. Once the down 
load is completed (event #3), the volume is automatically 
moved to state C/B, wherein the data logged for the down 
loading drive is written to the appropriate location on that 
drive. Once the process of moving the data from the logging 
facility back to the correct drive is complete (event #4), the 
Volume returns to State A. 

0029) If, however, a drive other than the downloading 
drive fails while the volume is in state C/A, the volume will 
transition to an off-line state, C/C. In this state, the download 
will be continued to the selected drive, but all volume data 
will be temporarily unavailable to all host computers. Once 
the download is completed (event #3), the RAID controller 
transitions to State C/B and any data logged while the System 
is in State C/A is copied to the appropriate location on the 
drive that was upgraded (received a firmware download). 
Once the rebuild process is complete (event #4), the volume 
data again becomes available, albeit in State B, which is a 
degraded mode. 
0030 The foregoing description of the invention has been 
presented for purposes of illustration and description and is 
not intended to be exhaustive or to limit the invention to the 
precise form disclosed, and obviously many modifications 
and variations are possible in light of the above teaching. 
The embodiments were chosen and described in order to 
best explain the principles of the invention and its practical 
application to thereby enable others skilled in the art to best 
utilize the invention in various embodiments and with 
various modifications as are Suited to the particular use 
contemplated. It is intended that the Scope of the invention 
be defined by the claims appended hereto. 

What is claimed is: 
1. A method for temporarily placing a data Storage unit 

within a redundant data Storage System having a plurality of 
data Storage units disposed in at least one logical Volume in 
an off-line condition, which comprises the Steps of 

placing a Selected data Storage unit in an off-line condition 
for a period of time, 

Storing data directed to the logical volume in which the 
Selected data Storage unit is disposed in a logging 
repository disposed outside of the logical Volume in 
which the Selected data Storage unit is disposed during 
the period of time, 

detecting a failure in a data Storage unit other than the 
Selected data Storage unit in the logical volume in 
which the Selected data Storage unit is disposed; 

placing the Selected data Storage unit in an on-line con 
dition following the period of time; 

downloading data Stored in the logging repository onto 
the Selected data Storage unit; 
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allowing data directed to the logical volume in which the 
Selected data Storage unit is disposed to be Stored in the 
logical volume in which the Selected data Storage unit 
is disposed; and 

updating redundant data within the logical Volume in 
which the Selected data Storage unit is disposed. 

2. The method of claim 1, wherein the selected data 
Storage unit is placed in an off-line condition for a period of 
time for the purpose Selected from the group consisting of 
updating firmware, diagnostic tests, unit replacement, and 
unit reset. 

3. The method of claim 1, wherein the redundant data 
Storage System is Selected from the group consisting of 
RAID 1, RAID 3 and RAID 5. 

4. The method of claim 1, wherein the logical volume 
comprises a plurality of disk drives. 

5. The method of claim 1, wherein the logging repository 
comprises a disk drive. 

6. The method of claim 1, wherein said step of the storing 
data directed to the logical Volume in which the Selected data 
Storage unit is disposed in a logging repository disposed 
outside of the logical volume in which the Selected data 
Storage unit is disposed, and Said Step of allowing data 
directed to the logical volume in which the Selected data 
Storage unit is disposed to be Stored in the logical Volume in 
which the Selected data Storage unit is disposed are achieved 
using the Volume/drive manager of Said redundant data 
Storage System. 

7. A method for updating firmware in a selected data 
Storage unit in a redundant data Storage System having a 
plurality of data Storage units disposed in at least one logical 
Volume, where a Second data Storage unit in the at least one 
logical Volume in which the Selected data Storage unit is 
disposed has failed, comprising: 

downloading firmware onto the Selected data Storage unit; 
Storing data directed to the at least one logical Volume in 

which the Selected data Storage unit is disposed in a 
logging facility outside of the at least one logical 
Volume in which the Selected data Storage unit is 
disposed during Said Step of downloading firmware; 

downloading data Stored in the logging facility onto the 
Selected data Storage unit following Said Step of down 
loading firmware; and 

updating redundant data in the at least one logical Volume 
in which the Selected data Storage unit is disposed. 

8. The method of claim 7, wherein the redundant data 
Storage System is Selected from the group consisting of 
RAID 1, RAID 3 and RAID 5. 

9. The method of claim 7, wherein the logical volume 
comprises a plurality of disk drives. 

10. The method of claim 7, wherein the logging facility 
comprises a data Storage unit adapted to Store data directed 
to the logical volume in which the Selected data Storage unit 
is disposed during Said Step of downloading firmware. 

11. An apparatus for downloading firmware on a Selected 
data Storage unit disposed in a redundant data Storage System 
having a plurality of data Storage units disposed in at least 
one logical Volume, comprising in combination: 

(a) means for downloading firmware onto a selected data 
Storage unit from Said plurality of data Storage units in 
Said at least one logical Volume; 
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(b) a logging facility for Storing data directed to said at 
least one logical volume in which said Selected data 
Storage unit is disposed during the firmware download, 
Said logging repository being located outside of Said at 
least one logical Volume; 

(c) means for detecting a failure in a data storage unit 
which has not been Selected in Said at least one logical 
Volume, 

(d) means for downloading data stored in said logging 
facility onto Said Selected data Storage unit; and 
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(e) means for updating the redundant data in Said data 
Storage System. 

12. The apparatus of claim 11, wherein Said redundant 
data Storage System is Selected from the group consisting of 
RAID 1, RAID 3 and RAID 5. 

13. The method of claim 11, wherein said logical volume 
comprises a plurality of disk drives. 

14. The method of claim 11, wherein Said logging facility 
comprises a data Storage unit adapted to Store data directed 
to Said at least one logical volume in which said Selected 
data Storage unit is disposed during the firmware download. 

k k k k k 


