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METHOD AND APPARATUS FOR UPDATING LABEL-SWITCHED PATHS

FIELD OF THE INVENTION

[0001] The present invention generally relates to label-switched paths. The invention
relates more specifically to a method and apparatus for updating label-switched paths.

BACKGROUND OF THE INVENTION
[0002] In computer networks such as the Internet, packets of data are sent from a source
to a destination via a network of elements including links (communication paths such as
telephone or optical lines) and nodes (for example, routers directing the packet along one or
more of a plurality of links connected to it) according to one of various routing protocols.
[0003] One such protocol is MPLS (Multi Protocol Label Switching). MPLS is a
protocol that is well known to the skilled reader and which is described in document “Multi
Protocol Label Switching Architecture” which is available at the time of this writing in the
file “rfc3031.txt” in the directory “rfc” of the domain “ietf.org” on the World Wide Web.
According to MPLS, a complete path for a source-destination pair is established, and values
required for forwarding a packet between adjacent routers in the path together with headers or
“labels” are pre-pended to the packet. The labels are used to direct the packet to the correct
interface and next hop. The labels precede the IP or other header allowing smaller outer
headers.
[0004] The path for the source-destination pair, termed a Label Switched Path (LSP) can
be established according to various different approaches. One such approach is Label
Distribution Protocol (LDP) in which each router in the path sends its label to the next hop
router on the path as determined from its IP routing table. Alternatively Resource
Reservation Protocol (RSVP) can be invoked in which case, for example, a network
administrator can engineer a path, providing strict source routing. In either case a Label
Forwarding Information Base (LFIB) stores both the next-hop information for the LSP,
together with the label required by the next hop.
[0005] For each LSP created, a forwarding equivalent class (FEC) is associated with the
path specifying which packets are mapped to it.
[0006] A problem in data communication networks arises upon de-activation of a
network component such as a link or a node either by component failure or by planned down
time. In either case there is a period of disruption to the delivery of traffic and packets for
destinations which were previously reached by traversing the deactivated component may be

dropped. In many time-critical applications it is not sufficient for the routers to converge on
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the adjusted network in a normal way as this takes too much time. Accordingly one known
solution in MPLS networks is to pre-compute and pre-signal a repair path using RSVP
methods. Such an approach can, however, require network administrator configuration of the
repair paths.

[0007] An alternative approach is described in “ip/ldp local protection” which is available
at the time of this writing in the file “draft-atlas-ip-local-protect-00.txt” in the directory
“pub/id” of the domain “watersprings.org” on the World Wide Web. According to the
approach described in this document, a computing node computes both a “primary next-hop”
for packets for a destination together with an “alternate next-hop”. The alternate next hop is
used in the case of failure of the primary next hop (failure either of the next-hop node or the
link to the next hop-node). The alternate next-hop can be another neighbor node whose own
shortest path to the destination does not include the computing node. In another case the
alternate next-hop is a “U-turn alternate” comprising a neighbor whose primary next hop is
the computing node. And which has as its alternate next-hop a node whose shortest path does
not include the computing node. However this approach can only redirect a packet over a
maximum of two hops.

[0008] A further approach is described in co-pending patent application Serial No.
10/976,076, filed 27 October 2004 entitled “Method and Apparatus for Forwarding Data in a
Data Communications Network” of George Swallow et al (“Swallow et al.”), the entire
contents of which are incorporated by reference for all purposes as set fourth herein and
discussed in more detail below.

[0009] According to the solution put forward in Swallow et al. a repairing node repairs
around a failed component to a target node from which data will be forwarded to its
destination. In particular a repairing node constructs an LSP to a node at the intersection of a
first set of nodes reachable from the repairing node and a second set of nodes from which the
target node is reachable without traversing the failed component.

[0010] Further solutions have also been proposed in the case of IP packets using, for
example, link state protocols.

[0011] The link state protocol relies on a routing algorithm resident at each node. Each
node on the network advertises, throughout the network, links to neighboring nodes and
provides a cost associated with each link, which can be based on any appropriate metric such
as link bandwidth or delay and is typically expressed as an integer value. A link may have an
asymmetric cost, that is, the cost in the direction AB along a link may be different from the
cost in a direction BA. Based on the advertised information in the form of a link state packet

(LSP) each node constructs a link state database (LSDB), which is a map of the entire
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network topology and from that constructs generally a single optimum route to each available
node based on an appropriate algorithm such as, for example, a shortest path first (SPF)
algorithm. As a result a “spanning tree” (SPT) is constructed, rooted at the node and showing
an optimum path including intermediate nodes to each available destination node. Because
each node has a common LSDB (other than when advertised changes are propagating around
the network) any node is able to compute the spanning tree rooted at any other node. The
results of the SPF are stored in a routing information base (RIB) and based on these results
the forwarding information base (FIB) or forwarding table is updated to control forwarding of
packets appropriately. When there is a network change an LSP representing the change is
flooded through the network, each node sending it to each adjacent node. However no
solutions are currently proposed for supporting multi-topology routing in the multi protocol
switching (MPLS) forwarding environment.

[0012] As aresult, when a data packet for a destination node arrives at a node (the “first
node”), the first node identifies the optimum route to that destination and forwards the packet
to the next node along that route. The next node repeats this step and so forth.

[0013] One such solution is described in co-pending patent application Serial No.
10/340,371, filed 9 January 2003, entitled “Method and Apparatus for Constructing a Backup
Route in a Data Communication Network” of Kevin Miles et al (“Miles et al”), the entire
contents of which are incorporated by reference for all purposes as fully set forth herein. In
this case a repairing node tunnels repair packets to a node at the intersection of the first and
second sets of nodes.

[0014] When a link or a node fails and is subsequently repaired, or there is some other
change to the network such as a change of link cost, the routers involved with the repaired
part of the network then have to re-establish convergence. This is achieved by the router(s)
advertising themselves or the change throughout the network area. However during topology
change there will be a short period of time in which LSDBs, RIBs and, critically, FIBs across
a network become inconsistent as information about a change is propagated through the
network. Routes generated during this period of inconsistency may result in routing loops,
which persist until the databases have converged (at which point there should be no loops, by
definition). As an example,‘ if a first node sends a packet to a destination node via a second
node, comprising the optimum route according to the first node’s SPF, a situation can arise
where the second node, according to it’s SPF (based on a different LSDB from that of the
first node) determines that the best route to the destination node is via the first node and sends
the packet back. The loop can happen where the first node, according to its LSDB believes

that a link cost is lower than the second node does, according to its LSDB. This can continue
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indefinitely although usually the packet will have a maximum hop count after which it will be
discarded. Such a loop can be a direct loop between two nodes or an indirect loop around a
circuit of nodes. Re-convergence will typically take several hundred milliseconds and hence
may cause disruption for periods greater than that originally caused by the failure.

[0015] Such a problem can be understood with reference to FIG. 1 and FIG. 2 which are
illustrative network diagrams showing a network in which such a problem can arise.
Referring to FIG. 1, a network designated generally 100 includes node A, B, C, E, F, G, H
and a destination node B, reference numerals 102, 104, 106, 108, 110, 112, 114 and 116
respectively. Each of the nodes excepting node D is connected in sequence, ordered node H,
G,F,E, C, A, B. Both of nodes B and H provide a route to destination node D. Each node
includes forwarding information including an LFIB for MPLS forwarding. In particular
nodes A, C, E, F, G have forwarding information shown at 118, 120, 122, 124, 126
respectively. Thus, for IP packets received at node A destined for node D, the next hop is
node B and node B’s label for D, Db is appended. For MPLS packets belonging to the FEC
for destination D the LFIB contains next hop B and, once again, B’s label Db. For example
where node A receives an MPLS packet from node C with A’s ingress label for D, Da, node
A replaces the label with Db and forwards it to next hop node B. Similarly, node C has, as
next hop, node A and label Da for IP packets destined for node D and MPLS packets in the
corresponding FEC. Node E has label D¢ and next hop C and node F has label De and next
hop node E. However the shortest route from node G to node D is via node H as a result of
which node G has next hop node H and label Dh.

[0016] Referring now to FIG. 2, which shows the network topology following failure of
node B, it will be seen that node A implements a repair path 200 to node D which can be any
appropriate repair path for example of the type described above in Swallow et al or Miles et
al. As aresult the forwarding information at node A ensures implementation of the
appropriate repair strategy for packets destined for node D. The forwarding information for
the remaining nodes remains the same such that all packets arriving at node A will be
forwarded to node D according to the repair mechanism invoked. However, once the network
converges on the revised topology it will be seen that the forwarding information for each of
nodes A, C, E, E, G, H will be to the next hop in the direction of node H as node D is now
only reachable from node H. Accordingly, if different nodes update their forwarding
information at different times then loops can arise. For example if node E updates its
forwarding information before node F then it will forward packets destined for node D
towards node F whereas node F will forward packets destined for node D to node E creating a

loop.
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[0017] A solution for avoiding loops during a routing transition is described in co-
pending patent application Serial No. 10/442,589, filed May 20, 2003, entitled “Method and
Apparatus for Constructing a Transition Route in a Data Communications Network” of
Stewart Bryant et al. (“Bryant et al”), the entire contents of which are incorporated by
reference for all purposes as if fully set forth herein. According to the solution put forward in
Bryant, when a network component fails, upstream nodes construct transition routes to
destinations which would otherwise be reachable via the failed component. The transition
routes are constructed by tunneling packets for the destination node to an intermediate node
in an intersection of a first set of nodes reachable from the repairing node without traversing
the failed component and a second set of nodes from which the destination node is reachable
without traversing the first component. Although this is a very effective solution, it requires
installation of a large number of tunnels.
[0018] Another solution is described in co-pending patent application Serial No.
10/685,622 filed 14 October 2003 entitled “Method and Apparatus for Generating Routing
Information in a Data Communication Network™ of Stefano Previdi et al (“Previdi et al)”, the
entire contents of which are incorporated by reference for all purposes as fully set forth
herein. According to the solution set forth in Previdi et al, the furthest nodes upstream of a
failed component and which are affected by the change are identified. Then updating of the
FIBs of each node can be carried out sequentially using this knowledge to ensure that tables
are updated in order from the furthest affected router such that loops do not occur. However
this approach can be complex, for example in the presence of Shared Risk Link Groups
(SRLG).

BRIEF DESCRIPTION OF THE DRAWINGS
[0019] The present invention is illustrated by way of example, and not by way of
limitation, in the figures of the accompanying drawings and in which like reference numerals
refer to similar elements and in which:
[0020] FIG. 1 is a representation of a network in relation to which the method may be
applied;
[0021] FIG. 2 is a representation of the network of FIG. 1 following a component failure;
[0022] FIG. 3 is a flow diagram illustrating the steps involved in updating label-switched
paths;
[0023] FIG. 4 is a representation of the network of FIG. 1 after a failure is notified;
[0024] FIG. 5 is a representation of the network of FIG. 1 after constructing a new label-
switched path;
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[0025] FIG. 6 is a representation of the network of FIG. 1 following switching to a new
label-switched path according to a first ordering;
[0026] FIG. 7 is a representation of the network of FIG. 1 following according to a
second ordering;
[0027] FIG. 8 is a representation of the network of FIG. 1 following updating of all
forwarding information;
[0028] FIG. 9 is a representation of the network of FIG. 1 following removal of old label-
switched paths;
[0029] FIG. 10 is a flow diagram illustrating in more detail steps involved in
implementing the present method;
[0030] FIG. 11 is a flow diagram illustrating in more detail steps involved according to an
optimization of the method;
[0031] FIG. 12 is a representation of an implementation time-line for the method of FIG.
11;
[0032] FIG. 13 is a flow diagram illustrating implementation of the method upon
introduction of a new component; and
[0033] FIG. 14 is a block diagram that illustrates a computer system upon which a
method for forwarding data may be implemented.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT
[0034] A method and apparatus for updating label-switched paths is described. In the
following description, for the purposes of explanation, numerous specific details are set forth
in order to provide a thorough understanding of the present invention. It will be apparent,
however, to one skilled in the art that the present invention may be practiced without these
specific details. In other instances, well-known structures and devices are shown in block
diagram form in order to avoid unnecessarily obscuring the present invention.
[0035] Embodiments are described herein according to the following outline:
[0036] 1.0 General Overview
[0037] 2.0 Structural and Functional Overview
[0038] 3.0 Method of updating label-switched paths
[0039] 4.0 Implementation Mechanisms—Hardware Overview
[0040] 5.0 Extensions and Alternatives

[0041] 1.0 GENERAL OVERVIEW
[0042] The needs identified in the foregoing Background, and other needs and objects

that will become apparent for the following description, are achieved in the present invention,
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which comprises, in one aspect, a method of updating label-switched paths for forwarding
data in a data communications network in response to a change in a network. The method
comprises the steps, performed at an updating node, of receiving notification of a network
change, constructing a post-change label-switched path in the changed network, and, after
termination of a first period, forwarding data using the post-change label switched path.
[0043] In other aspects, the invention encompasses a computer apparatus and a computer-
readable medium configured to carry out the foregoing steps.

[0044] 2.0 STRUCTURAL AND FUNCTIONAL OVERVIEW

[0045] The method can be understood in overview with respect to FIG. 3 which is a flow
diagram illustrating at a high level a method of updating label-switched paths. At step 300 an
updating node, that is to say a node which will or may update its forwarding information
following a topology change receives a notification of such a network topology change, for
example a component failure. This is received in the form of a preliminary notification of
such a nature that the updating node becomes aware of the topology change and can carry out
the appropriate calculations in relation to the revised topology, but will not implement revised
forwarding i.e., switch to a post-change topology label-switched path.

[0046] At step 302 the updating node commences a timer t; upon receipt of the covert
announcement and at step 304 the updating node sends out a new ingress label for the
respective FEC to its neighbors to allow construction of a post-change label-switched path.
At step 306 the updating node adds any new forwarding information to its forwarding tables
but does not yet switch to the new label-switched path. For example the updating node may
include new egress labels and associated next hops received from its neighbors in conjunction
with its own new ingress label. At step 308, after expiry of t;, which is a period or epoch
calculated to ensure that all affected nodes, that is to say, all nodes which have to make a
change to their forwarding information, will have been able to add the new paths into their
forwarding information, the updating node switches to the updated forwarding information
and hence starts using the post-change topology. The updating node also retains the
forwarding information for the old topology but starts a timer t; at step 310 upon termination
of t;. As step 312, after expiry of tp, which is a period long enough to ensure that all affected
nodes are now using the post-change topology forwarding information, the pre-change
forwarding information is removed from the LFIB at the node.

[0047] Because of the provision of new or additional labels, looping is avoided upon
implementation of the forwarding update. In particular this is because packets then
forwarded according to the old topology are repaired as necessary or, if the node has switched

to the new topology, assigned to the post-change topology label-switched path and with the
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corresponding new label. As all of the routers have added the new paths and corresponding
forwarding information into their forwarding base then each one will swap its ingress new
label with the correct egress new label as a result of which the packet is then locked into the
post-change label-switched path. Hence, although there may be backtracking (in which the
packet first progresses in one direction along the pre-change label-switched path and is then
sent in the opposite direction along the post-change label-switched path) there will not be
looping of the packet. The approach can be applied to incoming IP or MPLS packets and can
be carried out in relation to any network change including failure of a component, or
introduction of a component. In addition, various optimizations are available as discussed in
more detail below.

[0048] 3.0 METHOD OF UPDATING LABEL-SWITCHED PATHS

[0049] The method will be described in more detail with respect to FIG. 4 to FIG. 9
which show the network of FIG. 1 and FIG. 2 at various stages of the update process, and
FIG. 10 which is a flow diagram illustrating at a low level the method described herein.
[0050] At step 1000 an updating node receives a preliminary notification of a network
change such as a network failure. This can be, for example, in the form of a special flooded
link state packet indicating the topology change and which is recognized by the updating
node as triggering the updating process described herein. The notification will be issued,
inter alia, from the adjacent node to the failure (for example node A) which will be acting as
an updating node and repairing node, which will invoke an appropriate repair mechanisms for
example a repair mechanisms such as that described in Swallow et al or Miles et al.

[0051] At step 1002 a timer t; is started and at step 1004 the updating node establishes
whether any changes to its FIB are required. If not, then at step 1006 the process stops as the
node will be unaffected by convergence (for example node G). It will be appreciated, of
course, that step 1004 is carried out on a per-destination basis at all routers. Step 1004
therefore provides an optimization, limiting the number of nodes or routers which are
required to carry out the succeeding steps.

[0052] At step 1008 the updating node establishes whether its next hop in the old
topology comprises a downstream path, that is to say, is a node from which the path to the
destination is less than or equal to that from the updating node, i.e., it is closer to the
destination. If that is the case then at step 1010 the updating node can update its FIB
immediately. This can be understood with reference to FIG. 1 compared to FIG. 3. In the
pre-change topology shown in FIG. 1, node F has, as its next hop for destination D, node E.
However in the post-change topology its next hop will be node G. In the pre-change

topology node G’s next hop for destination D is node H, that is to say, node Gis a
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downstream path (DSP) for node F. As a result, as shown in Fig. 4, node F is able
immediately to update its FIB such that all packets for destination D whether IP or MPLS are
forwarded to node G as next hop with G as labeled Dg and does not need to advertise a new
label. Because node G is a downstream path in the pre-change topology and the next hop in
the post-change topology it cannot loop packets back. It will be appreciated that an updating
node can calculate whether a neighbor comprises a downstream path simply by running an
SPF based on their (common) network topology information, but rooted at the neighbor node.
[0053] At step 1012, if the new topology next hop is not an old topology downstream
path then the updating node sends out its new label for the new topology. Referring once
again to FIG. 4, for example, node A sends its new label Da’ to node C. Node C sends its
label De’ to nodes A and E and node E sends out its new label De’ to nodes C and F. In an
optimization, each node only sends its new labels to update capable routers, that is to say,
routers configured to implement the method described herein.

[0054] At step 1014 each node adds the post-change new topology path to its forwarding
information, that is to say adding the new ingress and egress labels and corresponding next
hop to its LFIB allowing MPLS label translation. However the updating node does not yet
remove the old label and does not yet use the new label to forward packets. Accordingly the
updating node prepares to forward using the new label on the new path, but does not yet use
it. Any packets received continue to be forwarded according to the pre-change topology,
using the pre-change labels, towards the repair. Referring to FIG. 5, therefore, node A retains
its repair forwarding instruction for destination D and ingress label Da, but adds a new
forwarding instruction for packets with ingress label Da’ which will be swapped with C’s
label Dc’, next hop C. Similarly node C adds a forwarding instruction next hop E, egress
label De’ for ingress label Dc’ and node E adds an instruction next hop F, egress label Df for
ingress label De’. It will be noted that node E uses node F’s old label as node F did not need
to send out a new label as described above.

[0055] At step 1016, after expiry of timer t; the updating node, that was delaying
converging, switches to its new path for both the new and the old labels. In particular each
node updates its forwarding instruction for packets to use the received new labels as egress
labels for incoming packets with the old labels, or, in the case of IP packets, with the
corresponding destination.

[0056] It will be seen that even if, at this stage, only node C has changed over to the post-
change topology, looping will not take place. For example if node C receives a packet from

node E with ingress label Dc, then node C will backtrack the packet to node E with egress
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label De’. However node E will then forward the packet to node F swapping ingress label
De’ with egress label Df,

[0057] Furthermore, as can be seen from FIG. 7, the switch to the new topology label-
switched path can be implemented in any order. For example if node A is the first node to
update its label-switched path, forwarding IP packets destined for D to node C with label D¢’
and packets with ingress label Da to node C also with egress label D¢’, then even if nodes E
and C have not correspondingly updated their forwarding information, looping does not
occur. Hence where node E sends a packet for destination D with egress label De¢ to node C
and node C swaps the ingress label Dc to Da and forwards to node A, then node A will
simply backtrack the packet to node C with label D¢’ and node C will forward the packet to
node E with label De’. Node E swaps to egress label Df” and forwards to F after which the
packet proceeds to D via nodes G and H.

[0058] The duration of epoch time t; must be equal to or greater than the longest period
for any router in the network to receive the preliminary announcement and update its label-
switched path. For example this can be derived by taking the greatest expected times for each
of those steps and adding a small additional error factor. Alternatively the epoch can be
terminated in other manners. For example node A may issue a second, subsequent
announcement acting as a termination signal on expiry of a timer at that node. This approach
will apply equally as long as the subsequent announcement is only issued once all routers can
be expected to have carried out all changes required by the preliminary announcement.
[0059] At step 1018, therefore, the updated node updates its FIB and LFIB and, because
the new label-switched path was installed during the preliminary phase, packets reach their
destination via the appropriate mechanism without looping. If the packets do not go via any
node using a new label they go via the repairing node and the repair path (that is node A and
its repair path). However if the packets need a router that is exclusively using the new labels
then they are marked with the new labels and reach their destination using the new path, into
which they are locked, backtracking if necessary.

[0060] At step 1020, a further timer t, is started upon termination of t; and at step 1022,
after expiry of the timer t,, then at step 1024 the updating node removes the pre-change
topology forwarding information. In particular, as shown in FIG. 8, during period t,, all of
the nodes update their forwarding tables appropriately. As shown in FIG. 9, at the expiry of
the period t,, the nodes remove the old label-switched paths. Accordingly node A removes
the forwarding instructions for ingress label Da, node C for ingress label D¢ and node E for

ingress label De. It will be appreciated that, as an alternative each node can assign its old
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labels to the new path and update its forwarding table appropriately, although this requires
additional LFIB updating steps.

[0061] As discussed above, in an optimization, if a node identifies its new next hop as a
downstream path in the old topology it can update its FIB immediately. It will be seen that
this approach can be extended, for example to identify whether a next-next hop is a
downstream path.

[0062] Referring to FIG. 11, which is a flow diagram illustrating operation of such an
optimization, in step 1100 an updating router receives notification of a network change and at
step 1102 the router checks whether its new next hop is a downstream path in which case, as
discussed above, at step 1104 the node updates its FIB immediately. Otherwise, at step 1106
a timer t3 is started and at step 1108 the updating router computes whether its new next-next
hop that is to say a node in its post-change path to a given destination once removed from the
next hop comprises a downstream path for example by running an SPF rooted at the next-next
hop. Ifnot, then in step 1110 the method described above is implemented to ensure there is
no looping during converging. However if the updating node’s next-next hop is a
downstream path then, at step 1112, after expiry of timer t3, the updating node updates its
forwarding table and starts sending packets destined for the destination to its next hop. As its
next hop will have already been forwarding packets to its downstream path node, looping will
not occur. For example, referring to FIG. 4, node F has begun forwarding packets destined
for node D to node G, having identified it as a downstream path. Node E identifies node G as
a next-next hop comprising a downstream path in the new topology and so can forward
packets to node F. However to avoid looping, node E must wait an appropriate period until
node F has changed over its FIB (see FIG. 10, step 410), introducing a further epoch as
discussed below.

[0063] As a result it can be seen that neither node E nor node F needs to send new labels
in these circumstances nor remove old labels from their forwarding tables although there is an
additional computational burden in running further SPFs per-destination. It will further be
seen that this approach can be extended, with appropriate additional timing epochs to more
remote next hops as appropriate although in practice it is found that a very significant
proportion of nodes during a topology change have a downstream route within two hops.
[0064] It will further be appreciated that this repair approach extends beyond MPLS
configurations to any approach where packets are locked, in a locked-in state, into a topology
and corresponding path during a locked-in period of a transition, for example in the form of

tunnels or using Multi Topology Routing (MTR) techniques.
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[0065] The epochs applied using this further optimization can be further understood with
reference to FIG. 12 which is a timing diagram showing, on the x-axis, time tand on the y-
axis propagation through a network. At a time t,, reference number 1200, a preliminary
announcement is issued by a repairing router (for example node A in FIG. 1) and propagation
of this announcement through the network is shown generally by time line 1202. At a time t3
designated 1204 updating nodes, having identified a new next-next hop as a downstream path
can begin forwarding packets to their next hop as described with reference to FIG. 11. Time
t; may correspond to a time t; as discussed with reference to FIG. 10 comprising a time after
which all nodes can be expected to have added the relevant new paths to their LFIBs, or it
may be a different period. For the sake of example, time t; is shown in FIG. 12 at 1206 as
occurring later than time t; and corresponds to the point at which a router begins assigning
packets to the new label-switched path. As discussed above, time t; may in fact represent
receipt of a notification from the repairing node as an alternative. Finally at a time t;, 1208,
updating nodes remove old path information from their forwarding tables as described above
with reference to FIG. 10. Generally it will be appreciated that timers can be implemented at
each node, or that, after receipt of the preliminary notification, each epoch may be terminated
commenced by a signal received from, for example, the original notification issuing node.
[0066] It will be recognized that the approaches described herein can be applied to other
network changes than component failures. For example the method can be applied in the case
of “good news” for example where a new component is introduced or a component cost
decreases. It will be seen that the approach described above can be applied in this manner as
well although in a time-reverse way. Operation in this case can be understood with reference
to FIG. 13 which is a flow diagram illustrating the method applied.

[0067] At step 1300 a new node is introduced: for example node B can be reintroduced in
the example described above. The new node acquires its topology information, issues its new
labels and receives the labels issued by its neighbors to construct its FIB such that it is ready
to start forwarding but has not yet announced itself and therefore is receiving no packets.
[0068] At step 1302 the new node sends a preliminary announcement to the other nodes
in the network that it is part of the topology. At step 1304 each updating node starts a timer t,
and adds the new paths to its FIBs but does not yet switch to them. At step 1306, upon expiry
of t; all of the updating nodes switch to their new paths. Of course this can, alternatively, be
on receipt of a subsequent notification from the new node B. Once again, because the new
label paths are fully installed before the subsequent announcement or expiry of timer t;,
routers can change to the new path from the old path in any order without looping. At step

1308, after expiry of the further timer t,, the updating nodes purge their FIBs of the old path
12
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information as discussed above. It will be seen that the optimizations discussed above can be
applied as appropriate. For example if a node identifies that its new next hop is also a
downstream path in the new topology it can begin forwarding immediately in the same
manner as discussed above without looping. Furthermore, nodes adjacent to the newly
introduced node can change to the new path immediately or when other nodes change. Yet
further nodes can identify next-next hop downstream paths and so forth as discussed above.
[0069] It will be see that in the case of legacy routers, i.e., routers without update
capability, the preliminary notification may take the form of a “covert” announcement not
recognizable by the legacy routers. Legacy routers may be treated in any appropriate
maneuver, for example by tunneling the packets using IP or MPLS tunneling, around them.
[0070] It will be seen that, as a result of the approaches described above, loop free
convergence is provided in a simple and rapid manner requiring as few as two epochs and
applicable both for removal and introduction of components.

[0071] The mechanisms by which the method and optimizations discussed above are
implemented will be well known to the skilled reader and do not require detailed discussion
here. For example the manner in which the repa}r paths are computed, the MPLS labels
pushed and exchanged, the preliminary notification issued and recognized, epochs observed
and LFIBs updated can be implemented in any appropriate manner such as hardware or
software and using for example micro-code.

[0072] The approach can be used in any MPLS/LDP router for both spontaneous network
changes (for example network failures) as well as loop-free transition during network
management operation.

[0073] 4.0 IMPLEMENTATION MECHANISMS - - HARDWARE OVERVIEW
[0074] FIG. 14 is a block diagram that illustrates a computer system 40 upon which the
method may be implemented. The method is implemented using one or more computer
programs running on a network element such as a router device. Thus, in this embodiment,
the computer system 140 is a router.

[0075] Computer system 140 includes a bus 142 or other communication mechanism for
communicating information, and a processor 144 coupled with bus 142 for processing
information. Computer system 140 also includes a main memory 146, such as a random
access memory (RAM), flash memory, or other dynamic storage device, coupled to bus 142
for storing information and instructions to be executed by processor 144. Main memory 146
may also be used for storing temporary variables or other intermediate information during
execution of instructions to be executed by processor 144. Computer system 140 further

includes a read only memory (ROM) 148 or other static storage device coupled to bus 142 for
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storing static information and instructions for processor 144. A storage device 150, such as a
magnetic disk, flash memory or optical disk, is provided and coupled to bus 142 for storing
information and instructions.

[0076] A communication interface 158 may be coupled to bus 142 for communicating
information and command selections to processor 144. Interface 158 is a conventional serial
interface such as an RS-232 or RS-422 interface. An external terminal 152 or other computer
system connects to the computer system 140 and provides commands to it using the interface
158. Firmware or software running in the computer system 140 provides a terminal interface
or character-based command interface so that external commands can be given to the
computer system.

[0077] A switching system 156 is coupled to bus 142 and has an input interface and a
respective output interface (commonly designated 159) to external network elements. The
external network elements may include a plurality of additional routers 160 or a local network
coupled to one or more hosts or routers, or a global network such as the Internet having one
or more servers. The switching system 156 switches information traffic arriving on the input
interface to output interface 159 according to pre-determined protocols and conventions that
are well known. For example, switching system 156, in cooperation with processor 144, can
determine a destination of a packet of data arriving on the input interface and send it to the
correct destination using the output interface. The destinations may include a host, server,
other end stations, or other routing and switching devices in a local network or Internet.
[0078] The computer system 140 implements as an updating or repairing node the above
described method of forwarding data. The implementation is provided by computer system
140 in response to processor 144 executing one or more sequences of one or more
instructions contained in main memory 146. Such instructions may be read into main
memory 146 from another computer-readable medium, such as storage device 150.
Execution of the sequences of instructions contained in main memory 146 causes processor
144 to perform the process steps described herein. One or more processors in a multi-
processing arrangement may also be employed to execute the sequences of instructions
contained in main memory 146. In alternative embodiments, hard-wired circuitry may be
used in place of or in combination with software instructions to implement the method. Thus,
embodiments are not limited to any specific combination of hardware circuitry and software.
[0079] The term “computer-readable medium” as used herein refers to any medium that
participates in providing instructions to processor 144 for execution. Such a medium may
take many forms, including but not limited to, non-volatile media, volatile media, and

transmission media. Non-volatile media includes, for example, optical or magnetic disks,
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such as storage device 150. Volatile media includes dynamic memory, such as main memory
146. Transmission media includes coaxial cables, copper wire and fiber optics, including the
wires that comprise bus 142. Transmission media can also take the form of wireless links
such as acoustic or electromagnetic waves, such as those generated during radio wave and
infrared data communications.

[0080] Common forms of computer-readable media include, for example, a floppy disk, a
flexible disk, hard disk, magnetic tape, or any other magnetic medium, a CD-ROM, any other
optical medium, punch cards, paper tape, any other physical medium with patterns of holes, a
RAM, a PROM, and EPROM, a FLASH-EPROM, any other memory chip or cartridge, a
carrier wave as described hereinafter, or any other medium from which a computer can read.
[0081] Various forms of computer readable media may be involved in carrying one or
more sequences of one or more instructions to processor 144 for execution. For example, the
instructions may initially be carried on a magnetic disk of a remote computer. The remote
computer can load the instructions into its dynamic memory and send the instructions over a
telephone line using a modem. A modem local to computer system 140 can receive the data
on the telephone line and use an infrared transmitter to convert the data to an infrared signal.
An infrared detector coupled to bus 142 can receive the data carried in the infrared signal and
place the data on bus 142. Bus 142 carries the data to main memory 146, from which
processor 144 retrieves and executes the instructions. The instructions received by main
memory 146 may optionally be stored on storage device 150 either before or after execution
by processor 144.

[0082] Interface 159 also provides a two-way data communication coupling to a network
link that is connected to a local network. For example, the interface 159 may be an integrated
services digital network (ISDN) card or a modem to provide a data communication
connection to a corresponding type of telephone line. As another example, the interface 159
may be a local area network (LAN) card to provide a data communication connection to a
compatible LAN. Wireless links may also be implemented. In any such implementation, the
interface 159 sends and receives electrical, electromagnetic or optical signals that carry digital
data streams representing various types of information.

[0083] The network link typically provides data communication through one or more
networks to other data devices. For example, the network link may provide a connection
through a local network to a host computer or to data equipment operated by an Internet
Service Provider (ISP). The ISP in turn provides data communication services through the
worldwide packet data communication network now commonly referred to as the “Internet”.

The local network and the Internet both use electrical, electromagnetic or optical signals that
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carry digital data streams. The signals through the various networks and the signals on the
network link and through the interface 159, which carry the digital data to and from computer
system 140, are exemplary forms of carrier waves transporting the information.

[0084] Computer system 140 can send messages and receive data, including program
code, through the network(s), network link and interface 159. In the Internet example, a
server might transmit a requested code for an application program through the Internet, ISP,
local network and communication interface 158. One such downloaded application provides
for the method as described herein.

[0085] The received code may be executed by processor 144 as it is received, and/or
stored in storage device 150, or other non-volatile storage for later execution. In this manner,
computer system 140 may obtain application code in the form of a carrier wave.

[0086] 5.0 EXTENSIONS AND ALTERNATIVES

[0087] In the foregoing specification, the invention has been described with reference to
specific embodiments thereof, It will, however, be evident that various modifications and
changes may be made thereto without departing from the broader spirit and scope of the
invention. The specification and drawings are, accordingly, to be regarded in an illustrative
rather than a restrictive sense.

[0088] Any appropriate routing protocol and mechanism can be adopted to implement the
invention. The method steps set out can be carried out in any appropriate order and aspects
from the examples and embodiments described juxtaposed or interchanged as appropriate.
[0089] Any appropriate implementation of MPLS and any appropriate label distribution
protocol can be adopted to implement the invention. Similarly, where required, any
appropriate link state protocol such as intermediate system-intermediate system (IS-IS) or
open shortest path first (OSPF) can be implemented. Link state protocols of this type are well
understood by the skilled reader and well documented in pre-existing documentation, and
therefore are not described in detail here. Similarly any appropriate network can provide the
platform for implementation of the method.

[0090] It will be appreciated that the various epochs can be driven by timing mechanisms

within each router, global timing mechanism or signaling as appropriate.
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What is claimed is:

1. A method of updating label-switched paths for forwarding data in a data
communications network in response to a change in a network comprising the steps,
performed at an updating node of:

receiving notification of a network change;

constructing a post-change label-switched path in the changed network; and

after termination of a first period, forwarding data using the post-change label-

switched path.

2. A method as claimed in claim 1 further comprising, after termination of a second
period subsequent to termination of the first period, removing the pre-change label-switched

paths.

3. A method as claimed in claim 1 further comprising the step of identifying whether a
next hop node in the post-change network is a downstream path and, if so, forwarding data on

as though the first period is terminated.

4. A method as claimed in claim 3 further comprising identifying whether a next hop of

a next hop comprises a downstream path.

5. A method as claimed in claim 1 in which termination of the first period occurs upon

termination of a timer at the updating node.

6. A method as claimed in claim 1 in which termination of the first period occurs upon

receipt by the updating node of a termination signal.

7. A method as claimed in claim 1 in which the step of constructing a post-change label-

switched path comprises assigning a post-change label to the post-change path.

8. A method as claimed in claim 1 in which the network change comprises one of a

network component failure or introduction of a network component.

9. A method as claimed in claim 1 in which data to be forwarded comprises one of an IP

or MPLS data packet.
10. A method as claimed in claim 1 further comprising the step of forwarding data.

11. A method of forwarding data during a change between a pre- and post-change
topology in a data communications network in which one of the pre- and post-change
topologies comprises a locked-in topology such that data is entered in a locked-in state to said

topology during a locked-in period and cannot exit said topology, the method comprising the
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steps performed at a forwarding node of establishing whether a node in one of a pre- or post-
change path provides a downstream path and, if so forwarding data in a non-locked-in state

along said path.

12. The method as claimed in claim 11 in which the network change comprises a failed
component and the forwarding node establishes whether a node in a pre-change topology path

provides a downstream path.

13. A method as claimed in claim 11 in which the network change comprises
introduction or cost decrease of a component and the forwarding component establishes

whether a node in a post-change topology path provides a downstream path.

14.  An apparatus for updating a label switch path comprising means for updating a label-
switched path for forwarding data in a data communications network in response to a change
in a network, comprising:

means for receiving notification of a network change;

means for constructing a post-change label-switched path in the changed network; and

means for forwarding data using the post-change label-switched paths after

termination of a first period.

15. The apparatus of claim 14 further comprising means for removing the pre-change
label-switched paths after termination of a second period subsequent to termination of the

first period.

16.  The apparatus of claim 14 further comprising means for identifying whether a next
hop node in the post-change network is a downstream path and for forwarding data on as

though the first period is terminated.

17.  The apparatus of claim 16 further comprising means for identifying whether a next

hop of a next hop comprises a downstream path.

18.  The apparatus of claim 14 comprising means for forwarding data using the post-
change label-switched paths after termination of the first period upon termination of a timer at

the updating node.

19.  The apparatus of claim 14 comprising means for forwarding data using the post-
change label-switched paths after termination of the first period upon receipt by the updating

node of a termination signal.

20.  The apparatus of claim 14 in which the means for constructing a post-change label-

switched path comprises means for assigning a post-change label to the post-change path.
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21.  The apparatus of claim 14 in which the network change comprises one of a network

component failure or introduction of a network component.

22.  The apparatus of claim 14 in which the data to be forwarded comprises one of an IP or
MPLS data packet.

23.  The apparatus of claim 14 further comprising means for forwarding data.

24.  An apparatus for updating a label-switched path comprising:

One Or more Processors;

a network interface communicatively coupled to the one or more processors and
configured to communicate to one or more packet flows among the one or
more processors in a network; and

a computer readable medium comprising one or more sequences of instructions for
updating a label-switched path in a data communications network in response
to a change in a network, which instructions, when executed by one or more
processors, cause the one or more processors to perform:
receiving notification of a network change;
constructing a post-change label-switched path in the changed network; and
forwarding data using the post-change label-switched paths after termination

of a first period.

25.  The apparatus of claim 24 further comprising instructions which when executed cause
performing removing the pre-change label-switched paths after termination of a second

period subsequent to termination of the first period.

26.  The apparatus of claim 24 further comprising instructions which when executed cause
performing identifying whether a next hop node in the post-change network is a downstream

path and for forwarding data on as though the first period is terminated.

27.  The apparatus of claim 26 further comprising instructions which when executed cause

performing identifying whether a next hop of a next hop comprises a downstream path.

28.  The apparatus of claim 24 comprising instructions which when executed cause
performing forwarding data using the post-change label-switched paths after termination of

the first period upon termination of a timer at the updating node.

29.  The apparatus of claim 24 comprising instructions which when executed cause
performing forwarding data using the post-change label-switched paths after termination of

the first period upon receipt by the updating node of a termination signal.
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30.  The apparatus of claim 24 in which the instructions for constructing a post-change
label-switched path comprise instructions which when executed cause performing assigning a

post-change label to the post-change path.

31.  The apparatus of claim 24 in which the network change comprises one of a network

component failure or introduction of a network component.

32.  The apparatus of claim 24 in which data to be forwarded comprises one of an IP or
MPLS data packet.

33.  The apparatus of claim 24 further comprising instructions which when executed cause

performing forwarding data.

20



WO 2007/013935 PCT/US2006/028083

113

O~>Th, 5

Dg-=Dh, H 126 b




WO 2007/013935 PCT/US2006/028083

2113

A,ﬂ"‘ Dﬁl D->Bepair f_]-_]-_ﬂ_:;

Da->Bepair

1

D—-=Da, &
Diz—>=Da, & Egj

D=0, O
el _];1_;’_}

De—>Dae,

L-=De, E 124
DE-»De K _d_ﬁ—-'}




WO 2007/013935

3/13

300
RECEIVE PRELIMINARY ANNOUNCEMENT

302
START t1

304
SEND OUT NEW LABELS

306
ADD PATHS

308
AFTER t1 SWITCH TO NEW PATH,

310
START t2

312
AT END OF t2 PURGE OLD PATHS

FIG. 3

PCT/US2006/028083



WO 2007/013935 PCT/US2006/028083

4/13




WO 2007/013935 PCT/US2006/028083

5/13

104\3

| D-»Hepair
f* Dﬁ De—»Reapair

118
lﬂﬁ @ Dig” —=Do” o ,_—~—>
\k R

yFl.& D —=>0E r F

D->Dg, & 1724
DE-=Dhg, = _J__J

110 \

DTk, H

Dig—>D, B 135}




WO 2007/013935 PCT/US2006/028083

6/13

D-*D= B
Dio->0a’ | E 120
Dt —-=De’ E "_J_’j

O—=0g, O
T _1_1_;;

De'-=0f, F

FIG. 6

n->Dg, & | 124
DE->Dg, & ,ﬂ—»}




WO 2007/013935 PCT/US2006/028083

73

O=%T’ , 12

iDa—m.. LG 118
Da'=»Dg" £ Ff—Ffb




WO 2007/013935

8/13

il L e
Da->Do" , C
Da’ —=0e" O

D-=D=  E
Do—-=De &
Dz’ —=Oe" B

G e I
mom 1
= 1 W

o |

L = i B

PCT/US2006/028083




WO 2007/013935 PCT/US2006/028083

9/13




WO 2007/013935

10/13

1000
RECEIVE PRELIMINARY ANNOUNCEMENT

1002
START t1

1004
FIB CHANGE?

PCT/US2006/028083

FIG. 10

1006
END

1010
SWITCH TO NEW
PATH

1012
SEND OUT NEW LABELS

1014
ADD PATH

1016
AFTER t1

1018
UPDATE FIB

1020
START t2

1022
AFTER t2

1024
PURGE OLD PATHS




WO 2007/013935

11/13

1100
RECEIVE PRELIMINARY ANNOUNCEMENT

NEXT HOP=DSP?

1106
START ¢3

NEXT NEXT HOP=DSP?

PCT/US2006/028083

1102 N

1104
SWITCH TO NEW
PATH

1108 —

1110
IMPLEMENT LOOP
FREE

1112
AFTER t3 SWITCH TO NEW PATH

FIG. 11

1200




WO 2007/013935 PCT/US2006/028083

12/13

1300
NEW NODE ENTERS

I
1302
NEW NODE SENDS COVERT NOTIFICATION

[
1304
START t1 AND ADD NEW PATHS

1306
END t1 AND SWITCH TO NEW PATHS

1308
AT t2 PURGE OLD PATHS

FIG. 13



PCT/US2006/028083

WO 2007/013935

13/13

091

091

651

ﬁmmﬁ

B hite s s e e e . i et e e e v . T . o e At s e — — — ot ———— . — — — — — . ——

9¢t
WHISAS
DNIHD.LIMS

(=

|

i

w1 snd
0CI -~ ov1

IOIAAA NOY AMOWAN

ADVIOILS NIVIN

=
O
Yo
=
zs1
TYNDAEAL
81
2!
FOV LN
NOLLVOINAAINOD dOSSHEO0Ud

01



	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - claims
	Page 20 - claims
	Page 21 - claims
	Page 22 - claims
	Page 23 - drawings
	Page 24 - drawings
	Page 25 - drawings
	Page 26 - drawings
	Page 27 - drawings
	Page 28 - drawings
	Page 29 - drawings
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings

