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(57) ABSTRACT 

A multiple camera tracking system for interfacing with an 
application program running on a computer is provided. The 
tracking system includes two or more video cameras 
arranged to provide different viewpoints of a region of 
interest, and are operable to produce a series of video 
images. A processor is operable to receive the series of video 
images and detect objects appearing in the region of interest. 
The processor executes a process to generate a background 
data set from the video images, generate an image data set 
for each received video image, compare each image data set 
to the background-data set to produce a difference map for 
each image data set, detect a relative position of an object of 
interest within each difference map, and produce an absolute 
position of the object of interest from the relative positions 
of the object of interest and map the absolute position to a 
position indicator associated with the application program. 
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MULTIPLE CAMERA CONTROL SYSTEM 

CROSS REFERENCE TO RELATED 
APPLICATION 

0001. This application is a continuation of U.S. applica 
tion Ser. No. 11/304,000, filed Dec. 19.2005, which is a 
continuation of U.S. application Ser. No. 09/962,612, filed 
Sep. 26, 2001, which claims the benefit of U.S. Provisional 
Application No. 60/237,187, filed Oct. 3, 2000. All of these 
applications are incorporated by reference in their entirety. 

TECHNICAL FIELD 

0002 This invention relates to an object tracking system, 
and more particularly to a video camera based object track 
ing and interface control system. 

BACKGROUND 

0003) A variety of operating systems are currently avail 
able for interacting with and controlling a computer system. 
Many of these operating systems use standardized interface 
functions based on commonly accepted graphical user inter 
face (GUI) functions and control techniques. As a result, 
different computer platforms and user applications can be 
easily controlled by a user who is relatively unfamiliar with 
the platform and/or application, as the functions and control 
techniques are generally common from one GUI to another. 
0004 One commonly accepted control technique is the 
use of a mouse or trackball style pointing device to move a 
cursor over Screen objects. An action, such as clicking 
(single or double) on the object, executes a GUI function. 
However, for someone who is unfamiliar with operating a 
computer mouse, selecting GUI functions may present a 
challenge that prevents them from interfacing with the 
computer system. There also exist situations where it 
becomes impractical to provide access to a computer mouse 
or trackball. Such as in front of a department store display 
window on a city street, or while standing in front of a large 
presentation screen to lecture before a group of people. 

SUMMARY 

0005. In one general aspect, a method of tracking an 
object of interest is disclosed. The method includes acquir 
ing a first image and a second image representing different 
viewpoints of the object of interest, and processing the first 
image into a first image data set and the second image into 
a second, image data set. The method further includes 
processing the first image data set and the second image data 
set to generate a background data set associated with a 
background, and generating a first difference map by deter 
mining differences between the first image data set and the 
background data set, and a second difference map by deter 
mining differences between the second image data set and 
the background data set. The method also includes detecting 
a first relative position of the object of interest in the first 
difference map and a second relative position of the object 
of interest in the second difference map, and producing an 
absolute position of the object of interest from the first and 
second relative positions of the object of interest. 
0006 The step of processing the first image into the first 
image data set and the second image into the second image 
data set may include determining an active image region for 
each of the first and second images, and extracting an active 
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image data set from the first and second images contained 
within the active image region. The step of extracting the 
active image data set may include one or more techniques of 
cropping the first and second images, rotating the first and 
second images, or shearing the first and second images. 
0007. In one implementation, the step of extracting the 
active image data set may include arranging the active image 
data set into an image pixel array having rows and columns. 
The step of extracting further may include identifying the 
maximum pixel value within each column of the image pixel 
array, and generating data sets having one row wherein the 
identified maximum pixel value for each column represents 
that column. 

0008 Processing the first image into a first image data set 
and the second image into a second image data set also may 
include filtering the first and second images. Filtering may 
include extracting the edges in the first and second images. 
Filtering further may include processing the first image data 
set and the second image data set to emphasize differences 
between the first image data set and the background data set, 
and to emphasize differences between the second image data 
set and the background data set. 
0009 Processing the first image data set and the second 
image data set to generate the background data set may 
include generating a first set of one or more background data 
sets associated with the first image data set, and generating 
a second set of one or more background data sets associated 
with the second image data set. 
0010 Generating the first set of one or more background 
data sets may include generating a first background set 
representing a maximum value of data within the first image 
data set representative of the background, and generating the 
second set of one or more background data sets includes 
generating a second background set representing a maxi 
mum value of data within the second image data set repre 
sentative of the background. Generating further may 
include, for the first and second background sets represent 
ing the maximum value of data representative of the back 
ground, increasing the values contained within the first and 
second background sets by a predetermined value. 
0011 Generating the first set of one or more background 
data sets may include generating a first background set 
representing a minimum value of data within the first image 
data set representative of the background, and generating the 
second set of one or more background data sets may include 
generating a second background set representing a minimum 
value of data within the second image data set representative 
of the background. Generating further may include, for the 
first and second background sets representing the minimum 
value of data representative of the background, decreasing 
the values contained within the first and second background 
sets by a predetermined value. 
0012 Generating the first set of background data sets 
may include sampling the first image data set, and generat 
ing the second set of background data sets may include 
sampling the second image data set. Sampling may occur 
automatically at predefined time intervals, where each 
sample may include data that is not associated with the 
background. 

0013 Generating the first set of one or more background 
data sets may include maintaining multiple samples of the 
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first image data set within each background data set, and 
generating the second set of one or more background data 
sets may include maintaining multiple samples of the second 
image data set within each background data set. 
0014 Generating each first background data set may 
include selecting from the multiple samples one value that is 
representative of the background for each element within the 
first image data set, and generating each second background 
data set may include selecting from the multiple samples one 
value that is representative of the background for each, 
element within the second image data set. Selecting may 
include selecting the median value from all sample values in 
each of the background data sets. 
0015. In other implementations, generating may include 
comparing the first image data set to a Subset of the 
background data set, and comparing the second image data 
set to a Subset of the background data set. 
0016. In other implementations generating a first differ 
ence map further may include representing each element in 
the first image data set as one of two states, and generating 
a second difference map further may include representing 
each element in the second image data set as one of two 
states, where the two states represent whether the value is 
consistent with the background. 
0017. In still other implementations, detecting may 
include identifying a cluster in each of the first and second 
difference maps, where each cluster has elements whose 
state within its associated difference map indicates that the 
elements are inconsistent with the background. 
0018) Identifying the cluster further may include reduc 
ing the difference map to one row by counting the elements 
within a column that are inconsistent with the background. 
Identifying the cluster further may include identifying the 
column as being within the cluster and classifying nearby 
columns as being within the cluster. Identifying the column 
as being within the cluster also may; include identifying the 
median column. 

0.019 Identifying the cluster further may include identi 
fying a position associated with the cluster. Identifying the 
position associated with the cluster may include calculating 
the weighted mean of elements within the cluster. 
0020 Detecting further may include classifying the clus 
ter as the object of interest. Classifying the cluster further 
may include counting the elements within the cluster and 
classifying the cluster as the object of interest only if that 
count exceeds a predefined threshold. Classifying the cluster 
further may include counting the elements within the cluster 
and counting a total number of elements classified as incon 
sistent within the background within the difference map, and 
classifying the cluster as the object of interest only if the 
ratio of the count of elements within the cluster over the total 
number of elements exceeds a predefined threshold. 
0021. The step of detecting further may include identi 
fying a Sub-cluster within the cluster that represents a 
pointing end of the object of interest and identifying a 
position of the sub-cluster. 
0022. In the above implementations, the object of interest 
may be a users hand, and the method may include control 
ling, an application program using the absolute position of 
the object of interest. 
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0023 The above implementations further may include 
acquiring a third image and a fourth image representing 
different viewpoints of the object of interest, processing the 
third image into a third image data set and the fourth image 
into a fourth image data set, and processing the third image 
data set and the fourth image data set to generate the 
background data set associated with the background. The 
method also may include generating a third difference map 
by determining differences between the third image data set 
(and the background data set, and a fourth difference map by 
determining differences between the fourth image data set 
and the background data set, and detecting a third relative 
position of the object of interest in the third difference map 
and a fourth relative position of the object of interest in the 
fourth difference map. The absolute position of the object of 
interest may be produced from the first, second, third and 
fourth relative positions of the object of interest. 
0024. As part of this implementation, the object of inter 
est may be a users hand, and also may include controlling 
an application program using the absolute position of the 
object of interest. 
0025. In another aspect, a method of tracking an object of 
interest controlled by a user to interface with a computer is 
disclosed. The method includes acquiring images from at 
least two viewpoints, processing the acquired images to 
produce an image data set for each acquired image, and 
comparing each image data set to one or more background 
data sets to produce a difference map for each acquired 
image. The method also includes detecting a relative posi 
tion of an object of interest within each difference map. 
producing an absolute position of the object of interest from 
the relative positions of the object of interest, and using the 
absolute position to allow the user to interact with a com 
puter application. 
0026. Additionally, this method may include mapping the 
absolute position of the object of interest to screen coordi 
nates associated with the computer application, and using 
the mapped position to interface with the computer appli 
cation. This method also may include recognizing a gesture 
associated with the object of interest by analyzing changes 
in the absolute position of the object of interest, and com 
bining the absolute position and the gesture to interface with 
the computer application. 
0027. In another aspect, a multiple camera tracking sys 
tem for interfacing with an application program running on 
a computer is disclosed. The multiple camera tracking 
system includes two or more video cameras arranged to 
provide different viewpoints of a region of interest and are 
operable to produce a series of video images. A processor is 
operable to receive the series of video images and detect 
objects appearing in the region of interest. The processor 
executes-a process to generate a background data set from 
the video images, generate an image data set for each 
received video image and compare each image data set to the 
background data set to produce a difference map for each 
image data set, detect a relative position of an object of 
interest within each difference map, and produce an absolute 
position of the object of interest from the relative positions 
of the object of interest and map the absolute position to a 
position indicator associated with the application program. 
0028. In the above implementation, the object of interest 
may be a human hand. Additionally, the region of interest 
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may be defined to be in front of a video display associated 
with the computer. The processor may be operable to map 
the absolute position of the object of interest to the position 
indicator Such that the location of the position indicator on 
the video display is aligned with the object of interest. 
0029. The region of interest may be defined to be any 
distance in front of a video display associated with the 
computer, and the processor may be operable to map the 
absolute position of the object of interest to the position 
indicator Such that the location of the position indicator on 
the video display is aligned to a position pointed to by the 
object of interest. Alternatively, the region of interest may be 
defined to be any distance in front of a video display 
associated with the computer, and the processor may be 
operable to map the absolute position of the object of interest 
to the position indicator such that movements of the object 
of interest are scaled to larger movements of the location of 
the position indicator on the video display. 
0030 The processor may be configured to emulate a 
computer mouse function. This may include configuring the 
processor to emulate controlling buttons of a computer 
mouse using gestures derived from the motion of the object 
of interest. A sustained position of the object of interest for 
a predetermined time period may trigger a selection action 
within the application program. 

0031. The processor may be configured to emulate con 
trolling buttons of a computer mouse based on a Sustained 
position of the object of interest for a predetermined time 
period. Sustaining a position of the object of interest within 
the bounds of an interactive display region for a predeter 
mined time period may trigger a selection action within the 
application program. 

0032. The processor may be configured to emulate con 
trolling buttons of a computer mouse based on a Sustained 
position of the position indicator within the bounds of an 
interactive display region for a predetermined time period. 

0033. In the above aspects, the background data set may 
include data points representing at least a portion of a 
stationary structure. In this implementation, at least a portion 
of the stationary structure may include a patterned surface 
that is visible to the video cameras. The stationary structure 
may be a window frame. Alternatively, the stationary struc 
ture may include a strip of light. 
0034. In another aspect, a multiple camera tracking sys 
tem for interfacing with an application program running on 
a computer is disclosed. The system includes two or more 
Video cameras arranged to provide different viewpoints of a 
region of interest and are operable to produce a series of 
Video images. A processor is operable to receive the series 
of video images and detect objects appearing in the region 
of interest. The processor executes a process to generate a 
background data set from the video images, generate an 
image data set for each received video image, compare each 
image data set to the background data set to produce a 
difference map for each image data set, detect a relative 
position of an object of interest within each difference map. 
produce an absolute position of the object of interest from 
the relative positions of the object of interest, define sub 
regions within the region of interest, identify a Sub region 
occupied by the object of interest, associate an action with 
the identified sub region that is activated when the object of 
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interest occupies the identified Sub region, and apply the 
action to interface with the application program. 
0035) In the above implementation, the object of interest 
may be a human hand. Additionally, the action associated 
with the identified sub region may emulate the activation of 
keys of a keyboard associated with the application program. 
In a related implementation, Sustaining a position of the 
object of interest in any Sub region for a predetermined time 
period may trigger the action. 

0036) The details of one or more implementations are set 
forth in the accompanying drawings and the description 
below. Other features and advantages will be apparent from 
the description and drawings, and from the claims. 

DESCRIPTION OF DRAWINGS 

0037 FIG. 1 shows the hardware components of a typical 
implementation of the multicamera control system, and their 
typical physical layout. 

0038 FIG. 2A shows the typical geometric relationship 
between the cameras and various image regions of FIG. 1. 
0039 FIG. 2B shows a typical image captured by one of 
the cameras of FIG. 1. 

0040 FIG. 3 is a low diagram showing the processes that 
are performed, typically within a microcomputer program 
associated with the multicamera control system. 
0041 FIG. 4 is a flow diagram showing a portion of the 
process shown in FIG. 3 in greater detail, and in particular, 
the processes involved in detecting an object and extracting 
its position from the image signals captured by the cameras. 
0042 FIG. 5A shows sample image data, presented as a 
gray-scale bitmap image, acquired by a camera and gener 
ated by part of the process shown in FIG. 4. 
0043 FIG. 5B shows sample image data, presented as a 
gray-scale bitmap image, generated by part of the process 
shown in FIG. 4. 

0044 FIG. 5C shows sample image data, presented as a 
gray-scale bitmap image, generated by part of the process 
shown in FIG. 4. 

0045 FIG. 5D shows sample image data, presented as a 
gray-scale bitmap image, generated by part of the process 
shown in FIG. 4. 

0046 FIG. 5E shows sample data, presented as a binary 
bitmap image, identifying those pixels that likely belong to 
the object that is being tracked in the sample, generated by 
part of the process shown in FIG. 4. 
0047 FIG. 6 is a flow diagram showing a portion of the 
process described in FIG. 4 in greater detail, and in particu 
lar, the processes involved in classifying and identifying the 
object given a map of pixels that have been identified as 
likely to belong to the object that is being tracked, for 
example given the data shown in FIG. 5E. 
0048 FIG. 7A shows the sample data presented in FIG. 
5E, presented as a binary bitmap image, with the identifi 
cation of those data samples that the processes shown in 
FIG. 6 have selected as belonging to the object in this 
sample. 



US 2008/0056536 A1 

0049 FIG. 7B shows the sample data presented in FIG. 
5E, presented as a bar graph, with the identification of those 
data samples that the processes outlined in FIG. 6 have 
selected as belonging to the object, with specific points in 
the graph being identified. 
0050 FIG. 7C shows a difference set of sample data, 
presented as a binary bitmap image, with the identification 
of those data samples that the processes shown in FIG. 6 
have selected as belonging to the object and key parts of the 
object in this sample. 
0051 FIG. 8S is a flow diagram that shows a part of the 
process shown in FIG. 4 in greater detail, and in particular, 
the processes involved in generating and maintaining a 
description of the background region over which the object 
occludes. 

0.052 FIG. 9A shows the geometry on which Eq. 3 is 
based, that is, an angle defining the position of the object 
within the camera's field of view, given the location on the 
image plane where the object has been sensed. 
0053 FIG.9B shows the geometry on which Eq. 4, 5 and 
6 are based, that is, the relationship between the positions of 
the cameras and the object that is being tracked. 
0054 FIG. 10 is a graph illustrating Eq. 8, that is, the 
amount of dampening that may be applied to coordinates 
given the change in position of the object to refine the 
positions. 
0.055 FIG. 11A is an example of an application program 
that is controlled by the system, where the object of interest 
controls a screen pointer in two dimensions. 
0056 FIG. 11B shows the mapping between real-world 
coordinates and screen coordinates used by the application 
program in FIG. 11A. 
0057 FIGS. 12A and 12B are examples of an application 
program that is controlled by the multicamera control sys 
tem, where the object of interest controls a screen pointer in 
a three dimensional virtual reality environment. 
0.058 FIG. 13A shows the division of the region of 
interest into detection planes used by a gesture detection 
method to identify a gesture that may be associated with the 
intention to activate. 

0059 FIG. 13B shows the division of the region of 
interest into detection boxes used by a gesture detection 
method to identify a gesture that may be associated with 
selecting a cursor direction. 
0060 FIG. 13C shows an alternate division of the region 
of interest into direction detection boxes used by a gesture 
detection method to identify a gesture that may be associated 
with selecting a cursor direction. 
0061 FIG. 13D illustrates in greater detail the relation 
ship of neighboring divisions of FIG. 13C. 
0062. Like reference symbols in the various drawings 
indicate like elements. 

DETAILED DESCRIPTION 

0063 FIG. 1 shows a multicamera motion tracking and 
control system 100 interfaced with an image viewing sys 
tem. In this implementation two cameras 101 and 102 scan 
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a region of interest 103. A controlled or known background 
104 surrounds the region of interest 103. An object of 
interest 105 is tracked by the system when it enters the 
region of interest 103. The object of interest 105 may be any 
generic object inserted into the region of interest 103, and is 
typically a hand or finger of a system user. The object of 
interest 105 also may be a selection device such as a pointer. 

0064. The series of video images acquired from the 
cameras 101 and 102 are conveyed to a computing device or 
image processor 106. In this implementation, the computing 
device is a general-purpose computer that runs additional 
software that provides feedback to the user on a video 
display 107. 

0065 FIG. 2A illustrates a typical implementation of the 
multicamera control system 100. The two cameras 101 and 
102 are positioned outside of the region of interest 103. The 
cameras are oriented so that the intersection 204 of their field 
of views (205 for camera 101, 206 for camera 102) com 
pletely encompasses the region of interest 103. The orien 
tation is such that the cameras 101, 102 are rotated on axes: 
that are approximately parallel. In this example, a floor or 
window ledge and sidewalls provide a controlled back 
ground 104 having distinct edges. The corresponding view 
captured by camera 101 is shown in FIG. 2B. While not 
shown, it should be understood that the view captured by 
camera 102 is a mirror image of the view captured by 
camera 101. The controlled background 104 may not cover 
the camera's entire field of view 205. For each camera, an 
active image region 208 is found that is entirely contained 
within the controlled background 104, and also contains the 
entire region of interest 103. The background 104 is con 
trolled so that a characteristic of the background can be 
modeled, and the object of interest 105, either in part or in 
whole, differs from the background 104 in that characteris 
tic. When the object, of interest 105 appears within the 
region of interest 103, the object 105 will occlude a portion 
of the controlled background 104 within the active image 
region 208 of each camera 101, 102. In the location of the 
occlusion, either as a whole or in parts, the captured images 
will, in terms of the selected characteristic, be inconsistent 
with the model of the controlled background 104. 
0066. In summary, the object of interest 105 is identified 
and, if found, its position within the active image region 208 
of both cameras is calculated. Using the position data of 
each camera 101, 102, as well as the positions of the cameras 
relative to the region of interest 103, and parameters describ 
ing the cameras, the position of the object of interest 105 
within the region of interest 103 is calculated. 
0067. The processes performed by the image processor 
106 (FIG. 1), which may be implemented through a software 
process, or alternatively through hardware, are generally 
shown in FIG. 3. The camera images are simultaneously 
conveyed from the cameras 101, 102 and captured by image 
acquisition modules 304, 305 (respectively) into image 
buffers 306, 307 (respectively) within the image processor 
106. Image detection modules 308,309 independently detect 
the object of interest 105 in each image, and determine its 
position relative to the camera view. The relative position 
information 310, 311 from both camera views is combined 
by a combination module 312 and optionally refined, by a 
position refinement module 313, to determine at block 314, 
the global presence and position of the object of interest 105 
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within the region of interest 103. Optionally, specific ges 
tures performed by the user may be detected in a gesture 
detection module 315. The results of the gesture detection 
process are then conveyed to another process or application 
316, either on the same image processor 106 or to another 
processing device. The process of gesture detection is 
described in greater detail below. 

0068 Image detection modules 308 and 309 are identical 
in the processes that they execute. An implementation of 
these image detection modules 308, 309 is shown in FIG. 4. 
In block 402, the image processor 106 extracts, from the 
captured image data stored in the image buffers 306 or 307, 
the image data that corresponds to the active image region 
208 (of FIG. 2B). The image may be filtered in a filtering 
process 403 to emphasize or extract the aspects or charac 
teristics of the image where the background 104 and object 
of interest 105 differ, but are otherwise invariant within the 
background 104 over time. In some implementations, the 
data representing the active image region may also be 
reduced by a scaling module 404 in order to reduce the 
amount of computations required in later processing steps. 
Using the resulting data, the background 104 is modeled by 
one or more instances of a background model process at 
block 405 to produce one or more descriptions represented 
as background model data 406 of the controlled background 
104. Therefore the background 104 is modeled in terms of 
the desired aspects or characteristics of the image. The 
background model(s) 406 are converted into a set of criteria 
in process 407. In a comparison process 408, the filtered 
(from process 403) and/or reduced (from module 404) image 
data is compared to those criteria (from process 407), and 
the locations where the current data is inconsistent with the 
background model data 406, that is where the criteria is not 
satisfied, are stored in an image or difference map 409. In 
detection module 410, the difference map 409 is analyzed to 
determine if any such inconsistencies qualify as a possible 
indication of an object of interest 105 and, if these criteria 
are satisfied, its position within the camera view (205 or 
206) is determined. The position of the object 105 may be 
further refined (optionally) at block 411, which produces a 
camera-relative presence and position output 310 or 311 
associated with the object of interest 105 (as described 
above with respect to FIG. 3). 

0069. In block 402 of FIG. 4, image processor 106 
extracts the image data that corresponds to the active image 
region 208 (of FIG. 2B). The image data may be extracted 
by cropping, shearing, rotating, or otherwise transforming 
the captured image data. Cropping extracts only the portion 
of the overall image that is within the active image region 
208. Bounds are defined, and any pixels inside the bounds 
are copied, unmodified, to a new buffer, while pixels outside 
of the bounds are ignored. The active image region 208 may 
be of arbitrary shape. Shearing and rotation reorder the data 
into an order that is more convenient for further processing, 
Such as a rectangular shape so that it may be addressed in 
terms of rows and columns of pixels. 

0070 Rotation causes the contents of an image to appear 
as if the image has been rotated. Rotation reorders the 
position of pixels from (x,y) to (x,y) according to the 
following equation: 
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x' cosé -siné Olx 

y' = siné cosé Oy 
1 O O 1 || 1 

0071 where 0 is the angle that the image is to be 
rotated. 

0072) If the cameras 101 and 102 are correctly mounted 
with respect to the region of interest 103, the desired angle 
of rotation will typically be small. If the desired angle of 
rotation is Small, shearing may be used to provide an 
approximation that is computationally simpler than rotation. 
Shearing distorts the shape of an image such that the 
transformed shape appears as if the rows and columns have 
been caused to slide over and under each other. Shearing 
reorders the position of pixels according to the following 
equations: 

where she represents the amount of horizontal shear within 
the image, and shy represents the amount of vertical shear 
within the image. 
0073. An implementation of the multicamera control 
system 100 applies in scenarios where the object of interest 
105, either in whole or in part, is likely to have either higher 
or lower luminance than the controlled background 104. For 
example, the background 104 may be illuminated to create 
this scenario. A filtering block 403 passes through the 
luminance information associated with the image data. A 
single background model 406 represents the expected lumi 
nance of the background 104. In practice, the luminance of 
the controlled background 104 may vary within the active 
image region 208, therefore the background model 406 may 
store the value of the expected luminance for every pixel 
within the active image region 208. The comparison criteria 
generation process 407 accounts for signal noise (above that 
which may be accounted for within the background model) 
and minor variability of the luminance of the controlled 
background 104 by modifying each luminance value from 
the background model 406, thus producing the minimal 
luminance value that may be classified as being consistent 
with the background model 406. For example, if the lumi 
nance of the controlled background 104 is higher than the 
luminance of the object of interest 105, then processes block 
407 decreases the luminance value of each pixel by an 
amount greater than the expected magnitude of signal noise 
and variability of luminance. 
0074. In some implementations of system 100, the region 
of interest 103 is sufficiently narrow such that it may to be 
modeled as a region of a plane. The orientation of that plane 
is parallel to the front and rear faces of the dotted cube that 
represents the region of interest 103 in FIG. 1. The active 
image region 208 may be reduced to a single row of pixels 
in the optional scaling module 404 if two conditions are 
satisfied: 1) the object of interest 105, when it is to be 
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detected, will occlude the background 104 in all rows of 
Some columns of the active image region 208, and 2) a single 
set of values in the background model 406 sufficiently 
characterizes an entire column of pixels in the active image 
region 208. The first condition is usually satisfied if the 
active image region 208 is thinner than the object of interest 
105. The second condition is satisfied by the implementation 
of blocks 403, 405, 406 and 407 described above. Applica 
tion of the scaling module 404 reduces the complexity of 
processing that is required to be performed in later pro 
cesses, as well as reducing the storage requirements of the 
background model(s) 406. 
0075. The particular implementation of the scaling mod 
ule 404 depends on the specifics of processing blocks 403, 
405, 406 and 407. If the luminance of the controlled back 
ground 104 is expected to be higher than that of the object 
of interest 105, as described above, one implementation of 
the scaling module 404 is to represent each column by the 
luminance of greatest magnitude within that column. That is 
to say, for each column, the highest value in that column is 
copied to a new array. This process has the added benefit that 
the high-luminance part of the controlled background 104 
need not fill the entire controlled background 104. 
0.076 An alternative implementation applies in scenarios 
where the controlled background 104 is static that is, con 
tains no motion, but is not otherwise limited in luminance. 
A sample source image is included in FIG. 5A as an 
example. In this case, the object of interest, as sensed by the 
camera, may contain, or be close in magnitude to, the 
luminance values that are also found within the controlled 
background 104. In practice, the variability of luminance of 
the controlled background 104 (for example, caused by a 
user moving in front of the apparatus thereby blocking some 
ambient light) may be significant in magnitude relative to 
the difference between the controlled background 104 and 
the object of interest 105. Therefore, a specific type of filter 
may be applied in the filtering process 403 that produces 
results that are invariant to or de-emphasize variability in 
global luminance, while emphasizing parts of the object of 
interest 105. A 3x3 Prewitt filter is typically used in the 
filtering process 403. FIG. 5B shows the result of this 3x3 
Prewitt filter on the image in FIG. 5A. In this implementa 
tion, two background models 406 may be maintained, one 
representing each of the high and low values, and together 
representing the range of values expected for each filtered 
pixel. The comparison criteria generation process 407 then 
decreases the low-value and increases the high-value by an 
amount greater than the expected magnitude of signal noise 
and variability of luminance. The result is a set of criterion, 
an example of which, for the low-value, is shown in FIG. 
5C, and an example of which, for the high-value, is shown 
in FIG. 5D. These modified images are passed to the 
comparison process 408, which classifies pixels as being 
inconsistent to the controlled background 104 if their value 
is either lower than the low-value criterion (FIG. 5C) or 
higher than the high-value criterion (FIG. 5D). The result is 
a binary difference map 409, of which example correspond 
ing to FIG. 5B is shown in FIG. 5E. 
0077. The preceding implementation allows the use of 
many existing Surfaces, walls or window frames, for 
example, as the controlled background 104 where those 
Surfaces may have arbitrary luminance, textures, edges, or 
even a light strip secured to the surface of the controlled 
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background 104. The above implementation also allows the 
use of a controlled background 104 that contains a prede 
termined pattern or texture, a stripe for example, where the 
above processes detect the lack of the pattern in the area 
where the object of interest 105 occludes the controlled 
background 104. 

0078. The difference map 409 stores the positions of all 
pixels that are found to be inconsistent with the background 
104 by the above methods. In this implementation, the 
difference map 409 may be represented as a binary image, 
where each pixel may be in one of two states. Those pixels 
that are inconsistent with the background 104 are identified 
or "tagged' by setting the pixel in the corresponding row and 
column of the difference map to one of those states. Other 
wise, the corresponding pixel is set to the other state. 

0079 An implementation of the detection module 410. 
which detects an object of interest 105 in the difference map 
409, shown in FIG. 6. Another scaling module at block 603 
provides an additional opportunity to reduce the data to a 
single dimensional array of data, and may optionally be 
applied to scenarios where the orientation of the object of 
interest 105 does not have a significant effect on the overall 
bounds of the object of interest 105 within the difference 
map 409. In practice, this applies to many scenarios where 
the number of rows is less than or similar to the typical 
number of columns that the object of interest 105 occupies. 
When applied, the scaling module at block 603 reduces the 
difference map 409 into a map of one row, that is, a single 
dimensional array of values. In this implementation, the 
Scaling module 603 may count the number of tagged pixels 
in each column of the difference map 409. As an example, 
the difference map 409 of FIG. 7A is reduced in this manner 
and depicted as a graph 709 in FIG. 7B. Applying this 
optional processing step reduces the processing require 
ments and simplifies some of the calculations that follow. 
0080 Continuing with this implementation of the detec 
tion module 410, it is observed that the pixels tagged in the 
difference map (409 in example FIG. 7A) that are associated 
with the object of interest 105 will generally form a cluster 
701, however the cluster is not necessarily connected. A 
cluster identification process 604 classifies pixels (or, if the 
Scaling module 603 has been applied, classifies columns) as 
to whether they are members of the cluster 701. A variety of 
methods of finding clusters of samples exist and may be 
applied, and the following methods have been selected on 
the basis of processing simplicity. It is noted that, when the 
object of interest 105 is present, it is likely that the count of 
correctly tagged pixels will exceed the number of false 
positives. Therefore, the median position is expected to fall 
somewhere within the object of interest 105. Part of this 
implementation of the cluster identification process 604, 
when applied to a map of one row (for example, where the 
scaling module at block 603 or 404 has been applied), is to 
calculate the median column 702 and tag columns as part of 
the cluster 701 (FIG. 7B) if they are within a predetermined 
distance 703 that corresponds to the maximum number of 
columns expected to be occupied. Part of this implementa 
tion of the cluster identification process 604, when applied 
to a map of multiple rows, is to add tagged pixels to the 
cluster 703 if they meet a neighbor-distance criterion. 

0081. In this implementation, a set of criteria is received 
by a cluster classification process 605 and is then imposed 
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onto the cluster 701 to verify that the cluster has qualities 
consistent with those expected of the object of interest 105. 
Thus, process 605 determines whether the cluster 701 
should be classified as belonging to the object of interest 
105. Part of this implementation of the cluster classification 
process 605 is to calculate a count of the tagged pixels 
within the cluster 701 and to calculate a count of all tagged 
pixels. The count within the cluster 701 is compared to a 
threshold, eliminating false matches in clusters having too 
few tagged pixels to be considered as an object of interest 
105. Also, the ratio of the count of pixels within the cluster 
701 relative to the total count is compared to a threshold, 
further reducing false matches. 
0082 If the cluster 701 passes these criteria, a description 
of the cluster is refined in process block 606 by calculating 
the center of gravity associated with the cluster 701 in 
process 607. Although the median position found by the 
scaling module 603 is likely to be within the bounds defining 
the object of interest 105, it is not necessarily at the objects 
center. The weighted mean 710, or center of gravity, pro 
vides a better measure of the cluster's position and is 
optionally calculated within process 606, as Sub-process 
607. The weighted mean 710 is calculated by the following 
equation: 

XE Cx 

0.083 where: x is the mean 

0084 c is the number of columns 
0085 CX is the count of tagged pixels in column X. 

0.086 The cluster's bounds 704 may also be optionally 
calculated within process 606, shown as process 608. The 
cluster 703 may include some false-positive outliers, so as 
part of this implementation, the bounds may be defined as 
those that encompass a predetermined percentile of the 
tagged pixels, or, in scenarios where relatively few pixels are 
expected to be tagged, encompasses those tagged pixels (or 
columns, if scaling module 603 is applied) that form tight 
Sub-clusters, that is those tagged pixels (or columns) that 
have neighbors that are also tagged. 

0087. In addition to the middle and bound coordinates, 
the orientation of the object of interest 105 may optionally 
be inferred by calculation of the moments of the cluster. This 
calculation is represented by a cluster orientation calculation 
process at sub-process 609 within process 606. 
0088. In some applications of the system 100, the object 
of interest 105 is used as a pointer. In this case, the “pointing 
end of the object 105 is desired and may also be determined 
by a pointing end calculation Sub-process within process 606 
if the region of interest 103 contains a sufficient-number of 
rows and the number of rows has not been reduced. An 
example is depicted in FIG. 7C. The object of interest 105 
will typically enter, or be constrained to enter, the active 
image region 208 from a known border of that region. The 
pointing end 705 (for example the user's fingertip) of the 
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object of interest 105 is likely to be the portion of the cluster 
701 that is furthest from the region of entry 706 into the 
active image region 208. The cluster 701 may include some 
false-positive outliers. As such, the pointing end 705 may be 
defined as the region 707 within the cluster 701 that encom 
passes multiple tagged pixels near the furthestbounding side 
of the cluster 701, or, in scenarios where relatively few 
pixels are expected to be tagged, encompasses the furthest 
tagged pixels that form a tight Sub-cluster, that is those 
tagged pixels that have neighbors that are also tagged. This 
Sub-cluster is identified by a sub-cluster pointing end pro 
cess 610, and the position of the sub-cluster is found in 
process 611. 

0089 Continuing with this implementation, a process 
implemented by a Smoothing module 612 may optionally be 
applied to any or all of the positions found in process 606. 
Smoothing is a process of combining the results with those 
Solved previously so they move in a steady manner from 
frame to frame. The weighted mean coordinate 710, found 
by the center of gravity determination process 607, is 
dependent on many samples and therefore is inherently 
steady. The bound 704, found by the cluster bounding 
dimension determination process 608, and pointing end 705, 
found by 611, coordinates are dependent on relatively fewer 
members of the cluster, and the state of a single pixel may 
have a significant effect. Since the size of the region occu 
pied by the object of interest 105 is expected to remain 
relatively steady, Smoothing may be applied to the distance 
between the bounds 704 measured relative to the cluster's 
weighted mean coordinate 710. Since the shape and orien 
tation of the object of interest 105 is expected to changeless 
rapidly than the overall position object of interest 105, 
Smoothing may be applied to the distance of the pointing end 
705 measured relative to the cluster's weighted mean coor 
dinate 710. 

0090. A process used in the center of gravity process 607 
is Eq. 1 as follows: 

In Eq. 1, the Smoothed value at time t (S(t)) is equal to one 
minus the scalar value (C) multiplied by the smoothed value 
at time minus one (t-1). This amount is added to the raw 
value at time t (r(t)) multiplied by a scalar (C) that is between 
Zero and one. 

0091 Referring to FIG. 8, implementations of system 
100 make use of, as described above, one or more back 
ground models 406 (FIG. 4). An implementation of the 
background model process or component 405 that generates 
the background model data 406 is shown in FIG. 8. This 
implementation of the background model component 405 
automatically generates and dynamically updates the back 
ground model, allowing unattended operation of the system. 

0092. Input data 802 is provided by the output of scaling 
module 404 for this implementation of the background 
model component 405. Input is available every frame, and is 
sampled in a sampling process 803. The sample may contain 
the object of interest 105 occluding part of the controlled 
background 104. For each pixel, a range of values may be a 
better representative of the background 104 than a single 
value. By including the effects of this range in the back 
ground model, the expansion in process 407 may be made 
tighter. Contributing multiple frames of data to the sample 
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allows this range to be observed, but also increases the 
portion of the background 104 that is occluded by the object 
of interest 105 if the object of interest 105 is in motion while 
the frames are being sampled. The optimal number of frames 
to use is dependent on the expected motion of the object of 
interest 105 in the particular application of the system. In 
practice, for systems that are tracking a hand, 10 frames, 
representing approximately 0.33 seconds, is Sufficient to 
observe the majority of that range without allowing motion 
of the object of interest to occlude an undue portion of the 
background. If the particular background model is to be 
compared in comparison process 408 as the upper bound on 
values that are considered to be consistent with the back 
ground 104, then the maximum value of each pixel observed 
in the multiple frames may be recorded as the sample value. 
If the particular background model 406 is to be compared in 
process 408 as the lower bound on values that are considered 
to be consistent with the background 104, then the minimum 
value of each pixel observed in the multiple frames may be 
recorded as the sample value. 

0093. In this implementation of the background model 
component 405, samples from the sampling process 803 are 
added to a buffer 804 having storage locations to store n 
samples, where the oldest sample in the history is replaced. 
The history therefore contains n sampled values for each 
pixel. The span of time, d, represented in the buffer it 
dependent on the rate that new samples are acquired and 
added to the history, r, by Eq. 2, described as follows: 

0094. In this implementation, a median process block 805 
selects, for each pixel, a value that it determines is repre 
sentative of the controlled background 104 at the location 
represented by that pixel. One method of selecting a value 
representative of the controlled background 104 within 
process block 805 is to select the median value of the n 
samples of each pixel. For any pixel, a number of then 
sampled values in the buffer 804 may represent the object of 
interest 105. Duration d is selected so that it is: unlikely that 
the object of interest 105 will occlude any one pixel of the 
controlled background 104 for an accumulated duration of 
d/2 or longer within any time-span of d. Therefore, for any 
pixel, the majority of the sampled values will be represen 
tative of the background 104, and therefore the median of 
the sampled values will be a value representative of the 
background 104. 

0.095 The background model component 405 is adaptive, 
and any changes to the background 104 will be reflected in 
the output of median process block 805 once they have been 
observed for time of d/2. This system does not require that 
the entire controlled background 104 be visible when ini 
tialized, the object of interest 105 may be present when 
initialized, however it does require that samples be observed 
for time of d before providing output. Optionally, the con 
straint may be applied that the object of interest 105 must be 
absent when the system is initialized, in which case the first 
observed sample values may be copied into all in samples of 
the buffer 804, allowing the system to produce an output 
SOOC. 
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0096. The duration that any one pixel of the controlled 
background 104 will be occluded by the object of interest 
105, and therefore the duration, is dependent on the particu 
lar application of the system. The number of samples, n, can 
be scaled for the memory buffer and processing power 
available. 

0097. The preceding discussion presents one implemen 
tation of obtaining the position of the object of interest 105 
within and relative to the images acquired by the cameras 
101 and 102. If the object of interest 105 was successfully 
detected and its coordinates found in both cameras views 
205 and 206 by detection modules 308 and 309 of FIG. 3, 
then the combination of these coordinates is sufficient to 
recover the position of the object of interest 105 within the 
region of interest 103. In the implementation outlined in 
FIG. 3, the position of the object of interest 105 is calculated 
in combination module 312. 

0.098 Turning to FIGS. 9A and 9B, an implementation of 
the combination module 312 is shown. For each camera 101 
and 102, the position p 902 of the object of interest 105 on 
the cameras image plane 904 is converted to an angle 905, 
which is referred in this description as beta (B), and is 
measured on the reference plane whose normal is defined by 
the axes of the rotations of the cameras 101, 102. (In 
practice, the axes are not precisely parallel and do not 
exactly define a single plane, however the process described 
herein is tolerant of that error). By approximating the camera 
101, 102 as an ideal pinhole model of the camera, that angle 
(B), relative to the vector 906 defining the orientation of the 
camera, is approximated. 
0099 Eq. 3, as shown in FIG. 9A, illustrates an approxi 
mation calculation as follows: 

To approximate the angle beta (B), the inverse tangent is 
applied to the quantity of the focal length (f) divided by the 
position p on the image plane projected onto the intersection 
of the reference plane and the image plane. 
0.100 For maximum precision, the intrinsic camera 
parameters (location of the principal point and Scale of 
image) and radial distortion caused by the lens should be 
corrected for by converting the distorted position (as repre 
sented by the relative position information 310, 311) to the 
ideal position. More specifically, the ideal position is the 
position on the image plane 904 that the object 105 would 
be projected if the camera 101, 102 had the properties of an 
ideal pinhole camera, whereby Eq. 3 will produce the exact 
angle. One set of correction equations are presented in Z. 
Zhang, A Flexible New Technique for Camera Calibration, 
Microsoft Research, http://research.microsoft.com/~Zhang, 
which is incorporated by reference. For many applications of 
the system, the approximation has been found to provide 
sufficient precision without this correction noted above. 
0101 Continuing with the description of combination 
module 312, a reference vector 907, as illustrated in FIG. 
9B, is defined such that it passes through the positions of 
both cameras 101 and 102 on the reference plane where the 
reference plane is defined such that the axis of rotation of the 
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cameras define the normal of the reference plane. The angles 
908 that the cameras are rotated are measured relative to the 
reference vector 907. 

0102) A formula for measurement of the angles is shown 
in Eq. 4: 

Measurement of the angle alpha (C) is equal to the angle 
beta not (Bo) and the angle beta (B). 
0103 Eq. 4 is applied to measure the angles 909 of the 
object of interest 105 relative to the reference vector 907. 
That angle is referred to by the alpha (C.) symbol herein. The 
angle alpha 909 for each camera 101 and 102, and the length 
of the reference vector 907, are sufficient to find the position 
of the object of interest 105 on the reference plane, by Eq. 
5 and Eq. 6. 
0104 Eq. 5 calculates the offset of the object of interest 
(y) by the formula. 

witan(A - tana B 
y = tand. A -- tanOB 

The offset (y) is equal to the reciprocal of the tangent of the 
angle (CA) for camera A 101 and the tangent of the angle 
(C) for camera B 102 multiplied by the vector length 907 
(w), the tangent of the angle (CA) for camera A 101 and the 
tangent of the angle (C) for camera B 102. 
0105 Eq. 6 calculates the offset of the object of interest 
(XA) as follows: 

y 
XA 

tand. A 

In Eq. 6, the offset (x) is measured by the offset from Eq. 
5 (y) divided by the tangent of the angle (CA) for camera A 
101. 

0106 The position of the object 105 on the axis perpen 
dicular to, the reference plane may be found by Eq. 7, which 
is applied to the position in each image, using the distance 
of the object of interest 105 from the camera. 

0107. In Eq. 7, the position (Z) is calculated as the 
position (p) on the image plane projected onto the vector of 
the image plane perpendicular to, that use in Eq. 3 divided 
by the focal length (f) multiplied by the distance of the 
object of interest 105 from the camera (1). 
0108. These relations provide a coordinate of the object 
of interest. 105 relative to Camera A 101. Knowing the 
position and size of the region of interest 103 relative to 
Camera A 101, the coordinate may be converted so that it is 
relative to the region of interest 103, 312 of FIG. 3. 
0109 Smoothing may optionally be applied to these 
coordinates in refinement module 313 of the implementation 
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of this system shown in FIG. 3. Smoothing is a process of 
combining the results with those solved previously so that 
motion is steady from frame to frame. One method of 
Smoothing for these particular coordinate values (XA, y, Z 
found by combination module 312) is described herein. 
Each of the components of the coordinate values associated 
with the object of interest 105 that is x, y, and Z, are 
Smoothed independently and dynamically. The degree of 
dampening S is calculated by Eq. 8, where S is dynamically 
and automatically adjusted in response to the change in 
position is calculated as follows: 

SA if(Ds DA) 
D-DA 

S = { a,SR + (1 - a)SA where a = if(DA < D < D.) 
DB - DA 

SB if(D - DB) 

D = r(t) - S(t - 1) 

In Eq. 8, s(t) is the smoothed value at time t, r(t) is the raw 
value at time t, DA and D are thresholds, and SA and S 
define degrees of dampening. 

0.110) Two distance thresholds, D and D, as shown in 
FIG. 10, define three ranges of motion. A change in position 
that is less than DA, motion is heavily dampened 1001 by 
SA, thereby reducing the tendency of a value to Switch back 
and forth between two nearby values (a side effect of the 
discrete sampling of the images). A change in position 
greater than D is lightly dampened 1002 by S, or not 
dampened. This reduces or eliminates lag and vagueness that 
is introduced in Some other Smoothing procedures. The 
degree of dampening is varied for motion between DA and 
D, the region marked as 1003, so that the transition 
between light and heavy dampening is less noticeable. The 
Scalara, which is applied to Eq. 1, is found by Eq. 9 as 
follows: 

In Eq. 9, Scalar (C.) is bound Such that equal to or greater than 
Zero, and less than or equal to one, the dampening value of 
S is found by Eq. 8, and e is the elapsed time since the 
previous frame. 

0111. These coordinates 314 of the object of interest 105, 
if found, are typically conveyed to another process Such as 
a user application program 316 for use. They may be 
conveyed to another process executing on the same image 
processor 106 as the above calculations where performed, or 
to another computing device. The method in which the data 
are conveyed to the application program 316 may include 
emulation of a traditional user input device (including 
mouse and keyboard), allowing the system to provide con 
trol of existing control functions within the application 
program 316. The coordinates 314 of the object of interest 
105 may be calculated for every video frame captured by the 
cameras, where one video frame is typically captured 30 
times or more every second. This results in little latency 
between the user's actions and the application’s reactions. 
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0112 In a typical implementation of the system, the 
application program 316 provides user feedback by display 
ing to the video display 107 a visual representation of an 
indicator. The indicator is caused to move Such that its 
position and motion mimics the motion of the object of 
interest 105 (typically the user's hand). 
0113. In one variation of this form of user interface, the 
indicator, Such as a mouse pointer, is shown in front of other 
graphics, and its movements are mapped to the two dimen 
sional space defined by the surface of the screen. This form 
of control is analogous: to that provided by a computer 
mouse, such as that used with the Microsoft(R) Windows.(R) 
operating system. An example feedback image of an appli 
cation that uses this style of control is shown as 1102 in FIG. 
11A. 

0114) Referring to FIG. 11A (and briefly to FIG. 3), the 
image processor 106 also includes an optional coordinate 
re-mapping process 317 (FIG. 3). The coordinate re-map 
ping process 317 is operable to remap the global presence 
and position coordinates 314 (associated with the object of 
interest 105) into the position where the indicator 1101 (such 
as a cursor or mouse pointer) is overlaid onto the image 1102 
by way of Eq. 10 for the X coordinate, and the equivalent of 
this equation for they coordinate, as follows: 

O if xi, <b. 
awi, - b. 
b - b. 
1 if x > b, 

if by sixh a b, 

0115) In Eq. 10, x is the coordinate position 314 asso 
ciated with the object 105. X is the cursor position on the 
screen, mapped 0-1, and b and b are the positions of the left 
and right bounds of a Sub-region within the region of interest 
103. As illustrated in FIG. 11B, the entire region of the 
display 1102 is represented by a sub-region 1103 contained 
entirely within the region of interest 103. Positions (for 
example, position A 1105) within the sub-region 1103 are 
linearly mapped to positions (for example, 1106) within the 
display 1102. Positions (for example position B 1107) out 
side the sub-region 1103 but still within the region of interest 
103 are mapped to the nearest position (for example, 1108) 
on the border of the display region 1102. This reduces the 
likelihood of the user unintentionally removing the object of 
interest 105 (usually the user's hand or pointing finger) from 
the sub-region while attempting to move the indicator 1101 
to a position near a border of the display. 
0116. In scenarios where the region of interest 103 is 
immediately in front of the video display 107, the sub-region 
1103 may be defined to be aligned to the video display 107. 
so that the indicator 1101 will appear to be aligned with the 
object of interest 105. If the region of interest 103 is 
relatively thin, for example less that 5 cm, and the sub 
region 1103 is defined in this way, then the system approxi 
mates, in terms of user-interaction, a “touch-screen' without 
limitations on the size of the video display 107, and without 
requiring direct contact between the user and video displays 
107 surface (for example, the video display and user may be 
on opposite sides of a window). As will be appreciated, the 
system 100 can be used with a variety of video display sizes, 
and may include not only computer monitors (whether CRT 
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or LCD type displays), but also may include rear projection 
style television monitors, large flat screen LCD monitors, 
and forward projection style presentation systems. 
0.117) In scenarios where the region of interest 103 is not 
immediately in front of a large video display 107, and the 
active image region 208 is sufficiently deep that the orien 
tation of the object of interest is found in the orientation 
calculation process 609, a vector may be extended from the 
object of interests position to the video display 167 using 
the angle of orientation to detect the position on the video 
display that the user is “pointing to.” 
0118 Most often, however, the active image region 208 

is not sufficiently deep to accurately calculate the orientation 
in process block 609. In these scenarios, where the region of 
interest 103 is not immediately in front of a large video 
display 107 and the orientation is not calculated Eq. O may 
be applied where the sub-region 1103 is smaller than the 
Video display. The processor then maps the absolute position 
of the object of interest 105 to the position indicator such 
that movements of the object of interest 105 are scaled to 
larger movements of the location of the position indicator on 
the video display, which allows the entire area of the video 
display to be easily reached by the user (for example the sub 
region 1103 may be defined to be at most 750 mm in width 
and proportional in height, a size that is easily reached by 
most users). When setup in this way, the system still 
provides the user the feeling of “pointing to the screen.” 
0119). In another variation of this form of user interface, 
the user causes a representation of an indicator to move 
within a representation of a three dimensional virtual envi 
ronment (examples are presented in FIG. 12A and FIG. 
12B). The virtual environment may be rendered using pro 
jective transforms, so that the depths of the virtual environ 
ment are implied by the image presented on the video 
display 107. Techniques for rending this sort of virtual 
environment include OpenGL. Eq. 10 is used to remap the 
x, y, and Z coordinates (the sub-region 1103 becomes, for 
example, a cube). 
0120 Applications that are controlled by a movable on 
screen indicator (for example, FIGS. 11A, 12A, and 12B), 
whose control has been discussed, typically present graphic 
representations of data or interactive elements (for example, 
a button 1109 or an object representation 1202). The user is 
expected to cause the indicator 1101 to be positioned over 
one of these objects, or if a three-dimensional virtual envi 
ronment is presented, touches or interacts, with the object. 
For a two-dimensional interface, this condition may be 
detected by comparing the remapped indicator position 1106 
to the bounds (for example, 1110) of the graphic represen 
tation of the object, where this condition is true if the 
indicator position is within the object bounds. For the 
three-dimensional interface, this condition may be detected 
by comparing the bounds 1203 of either the entire indicator 
1101, or if finer control is required, a part of the indicator, 
with the bounds 1204 of the object 1202. The user optionally 
receives feedback indicating that the cursor is positioned 
over an object. Feedback may be of a variety of forms, 
including an audio cue and/or a change in the graphical 
representation of either or both the cursor and object. The 
user may then activate, manipulate, or move the object that 
is under the cursor. The user is expected to indicate his 
intention to activate, manipulate, or move the object by 
performing a gesture. 
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0121 The motion of the object of interest 105 may 
optionally be interpreted and classified by the gesture detec 
tion module 315 as described above with respect to FIG. 3. 
The gesture detection process 315 may utilize the data 
produced from any component of the system. The final 
coordinates 314, image coordinates 310 and 311, or a 
combination of 310, 311, and 314, may be sampled over 
time and provided as input to the gesture detection process 
315. A variety of gestures (for example, "hovering and 
"poking') have been Successfully detected using this data as 
input to a gesture detection process 315. 

0122) In scenarios where the application's state (that is, 
whether of not the indicator 1101 is over a button 1109) is 
known and is conveyed to the gesture detection module 315. 
One gesture that the user performs to indicate the intention 
to activate the object (for example screen objects 1109, 
1202) that is under the cursor 1101 is to cause the cursor to 
hover over the object (examples 1109, 1202) for longer than 
a predefined duration. This gesture performed by the user is 
detected by monitoring the application’s state and triggering 
the gesture when the application state remains unchanged 
for the predetermined duration. The application need not be 
created specifically for the multicamera control system 100, 
as techniques exist that can unobtrusively monitor an appli 
cation’s state (in the Windows operating system by setting a 
“hook” using the Windows SDK function “SetWindow 
sHookEx”) and emulating a mouse "click” (in the Windows 
operating system by using the Windows SDK function 
"Send Input'). 

0123. In some scenarios, the application state may not be 
available and may not be monitored. In this case, some 
exemplary gestures that indicate the intention to active the 
object (for example screen objects 1109, 1202) under the 
cursor 1101 are holding the hand stationary (“hovering), or 
poking the hand quickly forward and back. 

0.124. A method by which “hovering has been detected 
is by keeping a history of the position of the object of interest 
105, where that history contains all records of the position 
and state for a predefined duration of time, ending with the 
most recent sample. That duration represents the minimum 
duration that the user must hold the hand stationary. The 
minimum and maximum position, separately in each of the 
three (x,y,z) dimensions, is found within the history. If the 
object of interest 105 was present within the region of 
interest 103 in all samples of the history, and the distance 
between the minimum and maximum is within a predefined 
threshold for each of the three dimensions, then the "hov 
ering gesture is reported. Those distance thresholds repre 
sent the maximum amount that the object of interest 105 is 
allowed to move, plus the maximum amount of variation (or 
"jitter') expected to be introduced into the hand position by 
the various components of the system. The typical method in 
which this gesture is reported, where the system is emulating 
a mouse as described above, is to emulate a mouse "click.’ 
Gestures representing additional operations of the mouse, 
“double clicks, and "dragging, have also been detected 
and those operations have been emulated. 
0125. In addition, gestures that are independent of the 
position of the indicator relative to an object may optionally 
be detected and given meaning by the application that may 
or may not be dependent on the application’s state. An 
application that uses this style of interaction typically does 
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not explicitly use or display the object of interests position 
317 or other positions. These applications can be wholly or 
primarily controlled with only the interpretations of the 
positions made by this system. These applications also need 
not be created specifically for this system because the 
interpretations made by this system can be used to simulate 
an action that would be performed on a traditional user input 
device, such as a keyboard or joystick. 

0.126 Many useful interpretations depend directly on the 
absolute position of the object of interest 105 within the 
region of interest 103. (Alternately, the indicator position 
1105 within the sub-region 1103 may be used in an equiva 
lent manner). One method of making these interpretations is 
to define boxes, planes, or other shapes. A state is triggered 
on if the position (for example the position defined by block 
314, or alternately by the remapped coordinates from remap 
ping process 317) of the object of interest 105 is found to be 
within a first box (or beyond the border defined by the first 
plane), and had not been in the immediately preceding 
observation (either because it was elsewhere within the 
region of interest 103, or was not detected). This state is 
maintained until the hand position is not found to be within 
a second box (or beyond the border defined by the second 
plane), at which time the state is triggered off. The second 
box must contain the entire first box, and is typically larger. 
The use of a larger box reduces occurrences of the state 
unintentionally triggering on and off when the object of 
interest 105 is detected to be near the border of the boxes, 
where a very Small motion or minor noise in the image 
signals would otherwise cause the position 317 to otherwise 
drift in and out of the box. Typically one of three methods 
of interpreting this state is used, depending on the intended 
use of the gesture. In one method, the gesture directly 
reflects the state with an on and off trigger. When emulating 
a keyboard key or joystick fire button, it is “pressed when 
the state is triggered on, and “released' when the state is 
triggered off. In another method, the gesture is only triggered 
by the transition of the state from off to on. When emulating 
a keyboard key or joystick button, the key is "clicked.” 
Although the duration and off state are not reported to the 
application, they are maintained so that the gesture will not 
be repeated until after the state is triggered off, so that each 
instance of the gesture requires a clearly defined intent by 
the user. A third method is to trigger the gesture when by the 
transition of the state from off to on, and to periodically 
re-trigger the gesture at predefined intervals so long as the 
state remains on. This emulates that way in which, holding 
a key down on a keyboard, causes the character to repeat in 
Some applications. 

0127. One way in which boxes or planes, for the above 
techniques, may be defined within the region of interest 103 
is as follows. By defining a first plane (1501 in FIG. 13A) 
and second plane 1502 that divides the region of interest into 
“fire'1503 and “neutral'1504 regions (the gesture reported 
when the object of interest 105 is in the region 1505 between 
the planes depends on the previous positions of the object, 
as described above), the above technique can detect the 
object of interest 105 (typically a hand) “pushing forward, 
which is one gesture for emulating a fire button on a joystick, 
or causing the application to respond in a way that is 
commonly associated with the pressing of a joystick button 
(for example, the firing of a weapon in a video game). 
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0128. Another technique in which boxes or planes, for 
the above techniques, may be defined within the region of 
interest 103 is as follows. Planes of the first type 1506,1507, 
1508, 1509 are defined that separate each of the left, right, 
top and bottom portions of the region of interest 103. 
overlapping in the corner regions as illustrated in FIG. 13B. 
Planes of the second type are labeled as 1510, 1511, 1512, 
1513. Each pair of first and second planes is processed 
independently. This combination of planes emulates the four 
directional cursor keys, where a hand in a corner triggers 
two keys, commonly interpreted by many applications as the 
four secondary 45 degree (diagonal) directions. Emulating 
the keyboard cursor in this method allows a variety of 
existing applications to be controlled by system 100, includ 
ing, for example, Microsoft(R) PowerPoint(R) which responds 
to the emulated cursor keys (e.g. the up and down arrow 
keys) by advancing to the next or previous slide in a 
presentation sequence. 
0129. Another method of emulating control of discreet 
directions applies for applications that expect the four 45 
degree direction states to be explicitly represented. Boxes 
1514, 1515, 1516, 1517 are defined for each of the four 
primary (horizontal and vertical) directions, with additional 
boxes 1518, 1519, 1520, 1521 defined for each of the 
secondary 45 degree (diagonal) directions as illustrated FIG. 
13C. For clarity, only boxes of the first type are illustrated. 
A gap is placed between these boxes. FIG. 13D illustrates 
how neighboring boxes are defined. The gap between boxes 
of the first type 1522, 1523 assures that the user intentionally 
causes the object of interest 105 to enter the box, while the 
gap 1524 is filled by overlapping boxes of the second type 
1525, 1526, so that the system will report the previous 
gesture until the user was clearly intended to move the object 
of interest 105 into either a neighboring box or the central 
neutral region. This combination of buttons can be used to 
emulate an eight-directional joystick pad. 
0130. A wider class of gestures depend on motion instead 
of or in addition to position. An example is the gesture of 
“swiping the hand to the left.” This is a onegesture to convey 
to an application that it is to return to a previous page or 
state. Through emulation of a keyboard and mouse, this 
gesture may be used to control information presentation 
software, in particular Microsoft(R) PowerPoint(R), to go to 
the previous slide of a presentation sequence. Through 
emulation of a keyboard and mouse, this gesture causes a 
web browser to perform the action associated with its “back” 
button. Similarly, the gesture of “swiping the hand to the 
right' is one gesture to convey to an application that the user 
desires to go to the next page or state. For example, this 
gesture causes-presentation software to go to the next slide 
of a presentation sequence, and causes browser software to 
go to the next page. 
0131 One method for detecting “swiping the hand to the 
left” is as follows. A thin stripe along the leftmost part of the 
region of interest 103 is defined as the left-edge region. The 
position (for example the position defined by block 314, or 
alternately by the remapped coordinates from remapping 
process 317) of the object of interest 105 is represented as 
the following three states: 
0132 1. Object of interest is present and not in side the 
left-edge region 
0.133 2. Object of interest is present and inside the 
left-edge region 
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0.134 3. Object of interest is not present within the hand 
detection region. 
0.135 A transition from state 1 to state 2 above causes the 
gesture detection module 315 to enter a state whereby it 
starts a timer and waits for the next transition. If a transition 
to state 3 is observed within a predetermined duration of 
time, the “swiping the hand off to the left' gesture is reported 
to have occurred. This technique is typically duplicated for 
the right, upper, and lower edges, and, because the hand 
position is found in three dimensions, also duplicated to 
detect “pulling the hand back.” 
0.136 A variety of gesture detection techniques have been 
discussed. Still other gesture detection techniques (for 
example, Hidden Markov Layers) are described in research 
literature, and may be applied in the various implementa 
tions of the system 100 described herein. 
0.137 Referring back to FIGS. 1 and 3, another imple 
mentation of the multicamera control system 100 is 
described in further detail. While FIG. 1 shows a two camera 
system, it should be understood that the image processor 106 
can be configured to receive input from more than two 
cameras, and may for particular applications include four (4) 
or more video cameras. In the four camera implementation, 
components 304-311 of FIG. 3 are duplicated to support the 
two additional cameras. Additionally, the combination mod 
ule 312 is configured to receive four sets of camera-relative 
presence and position data (similar to data 310 and 311) 
associated with the object of interest 105 being tracked. The 
techniques and equations (in particular, Eq. 5 and Eq. 6) 
previously described can be applied to the additional pair(s) 
of cameras, where the output of the combination module 312 
is the average of all the position from each of the camera 
pairs. The gesture detection module 315 is similarly recon 
figured to receive four sets of cameral-relative presence and 
position data 310, 311 from the two additional detection 
modules (similar to 308,309) which are substantially similar 
to detection modules 310 and 311. 

0.138. The output from the image processor 106, which 
now includes processed object position coordinates and 
gesture information associated with four cameras, can be 
used by another process or user application program 316. 
The formulas and geometry (described above) used to 
calculate coordinate information associated with the object 
of interest 105 from the two additional cameras are also 
used. 

0.139. In one implementation using four cameras, the two 
additional cameras are positioned at the bottom two corners 
within the controlled background 104 and are oriented such 
that the region of interest 103 is within the field of view 205 
of each camera. The advantage of a four camera system is 
that the position of the object of interest 105 can be tracked 
with greater accuracy. Thus, the application program may 
include more screen objects with increased density on the 
Video display 107 because the increased tracking accuracy 
allows objects that are close in proximity to be correctly 
selected by small movements with the object of interest 105. 
Moreover, the two additional cameras reduce errors in 
tracking the object of interest 105 when a portion of the 
object of interest 105 is occluded within the field of view 
205 associated with one or more of the other cameras. 

0140. While a number of implementations have been 
described, it will be understood that various modifications 
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may be made. Accordingly, other implementations are 
within the scope of the following claims. 

What is claimed is: 
1. A computer-implemented method comprising: 
acquiring first and second images each capturing a dif 

ferent view of an object and a background; 
detecting, for each of the first and second images, a 

difference between a filtered luminance characteristic 
and a background model; 

determining a position of the object based on the detected 
differences; 

controlling an application based on the determined posi 
tion of the object. 

2. The method of claim 1, wherein the background is a 
controlled background. 

3. The method of claim 2, wherein the controlled back 
ground comprises a strip of light. 

4. The method of claim 2, wherein the controlled back 
ground comprises a Surface, wall or window frame having 
arbitrary luminance, textures or edges. 

5. The method of claim 2, wherein the controlled back 
ground exhibits a predetermined pattern or texture. 

6. The method of claim 5, wherein the predetermined 
pattern is a stripe pattern. 

7. The method of claim 5, wherein detecting, for each of 
the first and second images, the occlusion of the background 
further comprises: 

detecting, for each of the first and second images, a region 
that does not exhibit the predetermined pattern or 
texture; and 

outputting, for each of the first and second images, data 
associated with the region as the occlusion. 

8. The method of claim 1, wherein the first and second 
images are acquired using first and second cameras, respec 
tively, and 

wherein the determined position of the object is a relative 
position with respect to the first and second cameras, 
respectively. 

9. The method of claim 1, wherein the determined posi 
tion of the objection is an absolute position. 

10. The method of claim 1, further comprising detecting 
a gesture of the object, wherein the application is controlled 
further based on the gesture. 

11. The method of claim 1, wherein detecting, for each of 
the first and second images, the difference between the 
filtered luminance characteristic and the background model 
further comprises filtering the first and second images to 
extract the luminance characteristic of the first and second 
images where the background and the object differ, but are 
otherwise invariant within the background over time. 

12. The method of claim 1, further comprising processing 
the first and second images to exclude pixels outside bounds 
of the background. 

13. The method of claim 1, wherein the first and second 
images each comprise a single row of pixels. 

14. The method of claim 1, wherein detecting, for each of 
the first and second images, the difference between the 
luminance characteristic and the background model further 
comprises: 
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tagging a pixel of the first or second image to a first state 
if the pixel is consistent with the background model; 
and 

tagging the pixel to a second state if the pixel is incon 
sistent with the background model. 

15. The method of claim 1, further comprising providing, 
as the background, a strip of light that is capable of being 
detected in the first and second images. 

16. A device comprising: 
means for acquiring first and second images each captur 

ing a different view of an object and a background; 
means for detecting, for each of the first and second 

images, a difference between a filtered luminance char 
acteristic and a background model; 

means for determining a position of the object based on 
the detected differences; 

means for controlling an application based on the deter 
mined position of the object. 

17. A device comprising: 
a camera configured to acquire first and second images 

each capturing a different view of an object and a 
background; and 

a processor configured to: 
detect, for each of the first and second images, a 

difference between a filtered luminance characteris 
tic and a background model, 

determine a position of the object based on the detected 
differences, and 

control an application based on the determined position 
of the object. 

18. A computer program product, tangibly embodied in a 
machine-readable medium, the computer program product 
comprising instructions that, when read by a machine, 
operate to cause data processing apparatus to: 

acquire first and second images each capturing a different 
view of an object and a background; 

detect, for each of the first and second images, a difference 
between a filtered luminance characteristic and a back 
ground model; 

determine a position of the object based on the detected 
differences; and 

control an application based on the determined position of 
the object. 

19. A computer program product, tangibly embodied in a 
machine readable medium, the computer program product 
comprising instructions that, when read by a machine, 
operate to cause data processing apparatus to: 

acquire first and second images each capturing a different 
view of an object; 

filter a luminance characteristic of each of the first and 
Second images; 

determine, based on filtering the luminance characteristic, 
a position of the object; and 

control an application based on the determined position of 
the object. 
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20. A computer program product, tangibly embodied in a 
machine readable medium, the computer program product 
comprising instructions that, when read by a machine, 
operate to cause data processing apparatus to: 

acquire first and second images each capturing a different 
view of an object; 

detect a difference between the first and second images: 
determine a position of the object based on the difference; 

and 

control an application based on the determined position of 
the object. 

21. A computer program product tangibly embodied in a 
machine readable medium, the computer program product 
comprising instructions that, when read by a machine, 
operate to cause data processing apparatus to: 

acquire first and second images each capturing a different 
view of an object and a background, the background 
being oriented parallel to a reference plane; 

filter a luminance characteristic of each of the first and 
Second images; 

determine, based on filtering the luminance characteristic, 
a position of the object perpendicular to the reference 
plane; and 

control an application based on the determined position of 
the object. 

22. A computer program product, tangibly embodied in a 
machine readable medium, the computer program product 
comprising instructions that, when read by a machine, 
operate to cause data processing apparatus to: 

define first and second planes oriented parallel with a 
reference plane; 

acquire first and second images each capturing a different 
view of an object and a background; 

filter a luminance characteristic of each of the first and 
Second images; 

determine, based on filtering the luminance characteristic, 
a state of the object based on a position of the object 
perpendicular to the reference plane in relation to the 
first and second planes; and 

generate first or second user inputs to an application if the 
object is determined to be in first or second states, 
respectively. 

23. A computer program product, tangibly embodied in a 
machine readable medium, the computer program product 
comprising instructions that, when read by a machine, 
operate to cause data processing apparatus to: 

acquire an image of a view of an object; 
generate a background model, further comprising: 

adding the image to a buffer of images of the view: 
Selecting a value representative of a background for 

each portion of the view: 
outputting, as the background model, the selected val 

lues, 
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determine a position of the object based on comparing the 
acquired image with the background model; and 

control an application based on the determined position of 
the object. 

24. A computer program; product, tangibly embodied in a 
machine readable medium, the computer program product 
comprising instructions that, when read by a machine, 
operate to cause data processing apparatus to: 

acquire first through fourth images, the first and second 
images each capturing different views of an object at a 
first position, and the third and fourth images each, 
capturing different views of the object at a second 
position; 

filter a luminance characteristic of each of the first 
through fourth images; 

determine, based on filtering the luminance characteristic, 
a motion of the object; and 

control an application based on the determined motion. 
25. A computer-implemented method of tracking an 

object of interest, the method comprising: 
acquiring a first image and a second image representing 

different viewpoints of the object of interest; 
processing the first image into a first image data set and 

the second image into a second image data set; 
processing the first image data set and the second image 

data set to generate a background data set associated 
with a background; 

generating a first difference map by determining differ 
ences between the first image data set and the back 
ground data set and a second, difference map by 
determining differences between the second image data 
set and the background data set; 

detecting a first relative position of the object of interest 
in the first difference map and a second relative position 
of the object of interest in the second difference map: 
and 

producing an absolute position of the object of interest 
from the first and second relative positions of the object 
of interest. 

26. A computer program product, tangibly embodied in a 
machine-readable medium, the computer program product 
comprising instructions that, when read by a machine, 
operate to cause data processing apparatus to: 

acquire a first image capturing a view of an object and a 
background; 

detect, for the first image, an occlusion of the background; 
determine a position of the object based on the detected 

occlusion; and 

control an application based on the determined position of 
the object and further based on a filtered luminance 
characteristic of the first image. 


