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SYSTEM AND METHOD ENABLING
INTERACTIONS IN VIRTUAL
ENVIRONMENTS WITH VIRTUAL
PRESENCE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is related to co-pending U.S. patent
application Ser. No. 17/005,767, filed concurrently herewith,
entitled “Spatially Aware Multimedia Router System and
Method,” which is incorporated herein by reference.

BACKGROUND

As situations such as the novel coronavirus pandemic in
the year 2020 have forced mobility restrictions worldwide,
changing the way in which meeting, learning, shopping and
working take place, remote collaboration, and interactions,
including, and in particular, social interactions are gaining
more importance. Various solutions are already available in
the market to enable real-time communication and collabo-
ration, ranging from chat applications to video telephony,
such as Skype™ and Zoom™, or virtual offices for remote
teams represented by 2D avatars, such as those provided by
Pragli™.

Given the current state of development of wearable
immersive technologies such as extended reality (e.g., aug-
mented and/or virtual reality) and the relatively low tech-
nological appropriation rate, it is understandable that most
solutions provide a flat, two-dimensional user interface
where most interactions take place. However, the low levels
of realism, lack of user presence, lack of shared space and
the quality of interactions one can perform when comparing
the real-life experience to these solutions contribute to a
feeling of loneliness or boredom for many users, in turn
resulting sometimes in a lower productivity than when
performing the same activities in person.

What is required is a technological solution that provides
users with a feeling of realism, feeling of presence of
themselves and the participants, and feeling of interacting as
if in real life, when remotely interacting without the need to
purchase expensive equipment (e.g., as in head-mounted
displays), and to implement new or costly infrastructures, all
while using existing computing devices and cameras.

SUMMARY

This summary is provided to introduce a selection of
concepts in a simplified form that are further described
below in the Detailed Description. This summary is not
intended to identify key features of the claimed subject
matter, nor is it intended to be used as an aid in determining
the scope of the claimed subject matter.

The current disclosure refers generally to computer sys-
tems, and more specifically to a system and method enabling
interactions, in particular, social interactions, in virtual envi-
ronments; an image processing-based virtual presence sys-
tem and method; a user graphical representation-based user
authentication system and method; a system and method for
virtually broadcasting from within virtual environment; a
system and method for delivering applications within a
virtual environment; a system and method to provision cloud
computing-based virtual computing resources within a vir-
tual environment cloud server computer; and a system and
method enabling ad hoc virtual communications between
approaching user graphical representations.
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A system of the current disclosure enabling interactions,
including, in particular, social interactions, in virtual envi-
ronments comprises one or more cloud server computers
comprising at least one processor and memory storing data
and instructions implementing a virtual environment plat-
form comprising at least one virtual environment. The one or
more cloud server computers are configured to insert a user
graphical representation generated from a live data feed
obtained by a camera at a three-dimensional coordinate
position of the at least one virtual environment, update the
user graphical representation in the at least one virtual
environment, and enable real-time multi-user collaboration
and interactions in the virtual environment.

In an embodiment, the system further comprises at least
one camera obtaining live data feed from one or more users
of a client device. Additionally, the system comprises a
client device communicatively connected to the one or more
cloud server computers and at least one camera. The system
generates a user graphical representation from the live data
feed, which is inserted into a three-dimensional coordinate
of the virtual environment, and is therein updated using the
live data feed. In described embodiments, inserting a user
graphical representation into a virtual environment involves
graphically combining the user graphical representation in
the virtual environment such that the user graphical repre-
sentation appears in the virtual environment (e.g., at a
specified 3D coordinate position). The virtual environment
platform serves the virtual environments to the one or more
client devices. The system enables real-time multi-user
collaboration and (social) interactions in the virtual envi-
ronment by accessing a graphical user interface through the
client device. Client or peer devices of the current disclosure
may comprise, for example, computers, headsets, mobile
phones, glasses, transparent screens, tablets and generally
input devices with cameras built-in or which may connect to
cameras and receive data feed from said cameras.

In some embodiments, the virtual environment is acces-
sible by a client device via a downloadable client application
or a web browser application.

In some embodiments, the user graphical representation
comprises a user 3D virtual cutout with a removed back-
ground, or a user real-time 3D virtual cutout with a removed
background, or a video with removed background, or video
without a removed background. In some embodiments, the
user graphical representation is a user 3D virtual cutout
constructed from a user-uploaded or third-party-source
photo with a removed background, or a user real-time 3D
virtual cutout with a removed background generated based
on the real-time 2D, stereo, depth data, or 3D live video
stream data feed obtained from the camera, thus comprising
the real-time video stream of the user, or a video without
removed background, or a video with removed background
and displayed utilizing a polygonal structure. Such polygo-
nal structures can be a quad structure or more complex 3D
structures used as a virtual frame to support the video. In yet
other embodiments one or more of such user graphical
representations are inserted into three dimensional coordi-
nates within a virtual environment and are therein graphi-
cally combined.

A user 3D virtual cutout may include a virtual replica of
a user constructed from a user-uploaded or third-party-
source 2D photo. In an embodiment, the user 3D virtual
cutout is created via a 3D virtual reconstruction process
through machine vision techniques using the user-uploaded
or third-party-source 2D photo as input data, generating a
3D mesh or 3D point cloud of the user with removed
background. A user real-time 3D virtual cutout may include
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a virtual replica of a user based on the real-time 2D or 3D
live video stream data feed obtained from the camera and
after having the user background removed. In an embodi-
ment, the user real-time 3D virtual cutout is created via a 3D
virtual reconstruction process through machine vision tech-
niques using the user live data feed as input data by
generating a 3D mesh or 3D point cloud of the user with
removed background. A video with removed background
may include a video streamed to a client device, wherein a
background removal process has been performed on the
video so that only the user may be visible and then displayed
utilizing a polygonal structure on the receiving client device.
A video without removed background may include a video
streamed to a client device, wherein the video is faithfully
representing the camera capture, so that the user and his or
her background are visible and then displayed utilizing a
polygonal structure on the receiving client device.

In some embodiments, the data used as input data com-
prised in the live data feed and/or user-uploaded or third-
party-source 2D photo comprises 2D or 3D image data, 3D
geometries, video data, media data, audio data, textual data,
haptic data, time data, 3D entities, 3D dynamic objects,
textual data, time data, metadata, priority data, security data,
positional data, lighting data, depth data, and infrared data,
amongst others.

In some embodiments, the user graphical representation is
associated with a top viewing perspective, or a third-person
viewing perspective, or a first-person viewing perspective,
or a self-viewing perspective. In an embodiment, the view-
ing perspective of the user when accessing the virtual
environment through the user graphical representation is a
top viewing perspective, or a third-person viewing perspec-
tive, or a first-person viewing perspective, or a self-viewing
perspective, or a broadcasting camera perspective. A self-
viewing perspective may include the user graphical repre-
sentation as seen by another user graphical representation,
and, optionally, the virtual background of the user graphical
representation.

In yet further embodiments, the viewing perspective is
updated as a user manually navigates through the virtual
environment via the graphical user interface.

In yet further embodiments, the viewing perspective is
established and updated automatically by using a virtual
camera, wherein the viewing perspective of the live data
feed is associated with the viewing perspective of the user
graphical representation and the virtual camera, and wherein
the virtual camera is updated automatically by tracking and
analyzing user eye-and-head-tilting data, or head-rotation
data, or a combination thereof. In an embodiment, the
viewing perspective is established and updated automati-
cally by using one or more virtual cameras that are placed
virtually and aligned in front of the user graphical repre-
sentation, e.g., in front of the video without removed back-
ground, or the video with removed background, or the user
3D virtual cutout or user real-time 3D virtual cutout. In one
embodiment, the one or more virtual cameras may point
outward from eye level. In another embodiment, two virtual
cameras, one per eye, point outward from the two-eye level.
In yet another embodiment, the one or more virtual cameras
may point outward from the center of the head-position of
the user graphical representation. In yet another embodi-
ment, the one or more virtual cameras may point outward
from the center of the user graphical representation. In yet
another embodiment, the one or more virtual cameras may
be placed in front of the user graphical representation at,
e.g., the head-level of the user graphical representation,
pointing toward the user graphical representation when in
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the self-viewing perspective. The viewing perspective of the
user captured by the camera is associated to the viewing
perspective of the user graphical representation and the
associated virtual camera(s) using computer vision, accord-
ingly steering the virtual camera(s). Furthermore, the virtual
camera is established and updated automatically by tracking
and analyzing user eye-and-head-tilting data, or head-rota-
tion data, or a combination thereof.

In yet further embodiments, the self-viewing perspective
comprises the graphical representation cutout as seen by
another user graphical representation (e.g., as in a “selfie
mode” of a phone camera) with the removed background.
The self-viewing perspective comprises, alternatively, the
virtual background of the virtual environment behind the
user graphical representation for the understanding of the
perception of him or herself as seen by the other participants.
The self-viewing perspective, when including the virtual
background of the user graphical representation, can be set
as an area around the user graphical representation that may
be captured by the virtual camera, may result in a circular,
square, rectangular, or any other suitable shape for the
framing of the self-viewing perspective.

In some embodiments, updating of the user graphical
representation within the virtual environment comprises
updating a user status. In an embodiment, available user
statuses include being away, busy, available, offline, in a
conference call, or in a meeting. The user status may be
updated manually through the graphical user interface. In
other embodiments, the user status is updated automatically
via connecting to user calendar information comprising and
synchronizing user status data. In yet other embodiments,
the user status is updated automatically through detection of
usage of specific programs like a programming development
environment, 3D editor or other productivity software that
designates busy status that may be synchronized on the user
status. In yet further embodiments, the user status may be
updated automatically through the machine vision algo-
rithms based on data obtained from the camera feed.

In some embodiments, interactions between users through
corresponding user graphical representations, including, in
particular, social interactions, comprise chatting; screen
sharing; host options; remote sensing; recording; voting;
document sharing; emoticon sending; agenda sharing and
editing; virtually hugging; hand-raising; hand-shaking;
walking; content adding comprising interactive applications
or static or interactive 3D assets, animations or 2D textures;
meeting-summary preparation; object moving; content pro-
jecting; laser-pointing; game-playing; purchasing; engaging
in an ad hoc virtual communication; and engaging in a
private or group conversation.

In some embodiments, the virtual environment is a per-
sistent virtual environment stored in persistent memory
storage of the one or more cloud server computers or a
temporary virtual environment store