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GRAPHICAL USER INTERFACE FOR TONE MAPPING HIGH
DYNAMIC RANGE VIDEO

Cross-Reference to Related Application

[0001] This application claims priority from U.S. Provisional Application 61/358,605 filed
June 25, 2010 which is incorporated by reference herein in its entirety.

Field of the Invention

[0002] The invention is related to a graphical user interface for tone mapping high
dynamic range video.

Background of the Invention

[0003] Video engineers often need to process video using a set of tools for changing
high dynamic range data into lower dynamic range data. The changes may be used, for
example, to accommodate different display devices that only have lower dynamic range
capability. Different low dynamic range devices may also have different ranges. Additionally, it
is not always straightforward to determine the best way to map high dynamic range values into
lower dynamic range values so as to produce the best user experience. Thus, it is useful to
have a graphical user interface that enables processing high dynamic range data in different
manners to produce a final output.

Summary of the Invention

[0004] A tone mapping user interface is provided that allows one, typically a video
engineer, but not necessarily in a professional context, to process a video using a set of tools
for changing high dynamic range (HDR) data into lower dynamic range data. The interface
includes a video player region that includes the current video output section for a region-based
method of performing HDR conversion, and a current video output section for a reference
method that performs HDR conversion using. Each section has an associated video section

and histogram region. The histogram in the histogram region shows a histogram for the current
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frame being displayed in video section. The interface includes various operators and filters that
a user, for example a video engineer, can select and apply to the video segment. Fine tuning
options are provided which can include tone mapping operators, light adaptation operators, and
post-processing filters. The interface displays anchor points for segmenting one or more images
and includes the feature of the user moving the anchor points to cause new segmentation,
whereby the user interface display shows information indicating the new segmentation (e.g.
masks) as well as new tone mapped output based on the new segmentation.

[0005] A method of processing video data using a graphical user interface is provided
that involves displaying a frame of the video data in a video player region of the graphical user
interface, wherein the frame is displayed in a regional current video output section for a region-
based tone mapping and in a global current video output section for a global-based tone
mapping in which the regional current video output section and the global current video output
section are arranged side by side; displaying a regional control section adjacent to the video
player region, the regional control section having a regional changeable exposure control
means and a regional changeable contrast control means for multiple regions; and displaying a
global control section adjacent to the regional control section, the global control section having a
global changeable exposure control means and a global changeable contrast control mean;
wherein the regional current video output section and the global current video output section are
displayed simultaneously on one screen. The method can further comprise displaying a
regional video section and a regional histogram region in the regional current video output
section, wherein anchor points are displayed in the global histogram region; and displaying a
global video section and a global histogram region in the global current video output section.
Additional steps can include displaying an operator section and a time line that are adjacent to

one another and below the video player region, wherein the time line shows the time of the
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frame of video that is being processed and wherein the time line and the operator section are
displayed simultaneously on the screen. Other steps can include displaying a color histogram
region that simultaneously shows individual color histograms on the screen for the frame of
video that is being processed, wherein the color histogram region is adjacent to the video player
region; applying changes to the video through the graphical user interface by adjusting at least
the regional changeable exposure control means or the regional changeable contrast control
means for multiple regions, wherein a visual result of the changes to the video are displayed in
video player region; or applying changes to the video through the graphical user interface by
adding at least one operator to the operator section, wherein a visual result of the changes to

the video are displayed in video player region.

Brief Description of the Drawings

[0006] The invention will now be described by way of example with reference to the
accompanying figures which are as follows:

[0007] Figure 1 shows a first view of the user interface at a first point in time;

[0008] Figure 2 shows a second view of the user interface at a second point in time
which highlights the introduction of numerous overexposed pixels;

[0009] Figure 3 shows a third view of the user interface at the second point in time
which highlights the ability to shift operators and/or filters;

[0010] Figure 4 shows a fourth view of the user interface at the third point in time which
highlights the ability to add and show additional operators and/or filters;

[0011] Figure 5 shows a fifth view of the user interface at the third point in time which

highlights the ability to add and show additional operators and/or filters in other operator bars;
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[0012] Figure 6 shows a sixth view of the user interface at the first point in time which
highlights the ability to change exposure and contrast levels;

[0013] Figure 7 shows a seventh view of the user interface at the fourth point in time
which highlights the ability to shift anchor points; and

[0014] Figure 8 shows an eight view of the user interface at the fourth point in time
which highlights the ability to the number underexposed pixels and overexposed pixels

simultaneous for individual colors.

Detailed Description of the Embodiments

[0015] Figure 1 shows a user interface screen shot according to one implementation of
the invention. The invention includes an algorithm adapted to produce the screen shown when
the tone mapping project is first initiated for a particular video segment. Here, a particular video
segment can be a single frame, a single sequence, or an entire movie.

[0016] Figure 1 includes a video player region 10 that includes the current video output
section 12 for a region-based method of performing HDR conversion, and a current video output
section 14 for a reference method that performs HDR conversion using, for example, a global
process. Each section 12, 14 has an associated video section 15 and histogram region 18.
The histogram region 18 shows a histogram for the current frame being displayed in video
section 15. In the implementation of Figure 1, the total histogram region 18 shows the
histogram of the original HDR image in log 2 scale. The histograms are population data as a
function of intensity.

[0017] Each histogram region also includes one or more anchor points 16 showing how
the histogram was divided into regions for the region-based processing. Note that because the
reference method of section 14 is presumed to be a global method of processing HDR content,

there is only one region and only one anchor point. The region-based method operates on the
4
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histogram values associated with the corresponding anchor point. The histogram values
associated with an anchor point (such as, for example, the third anchor point from the left) may
be defined, for example, as the values extending from the mid-point between the second and
third anchor points to the mid-point between the third and fourth anchor points. The
presentation of the current video frame for the region-based method and the reference method
allows, for example, a video engineer to see in real-time the difference in output between the
two processing methods. The section or video player region 10 also includes a timer section 19
that provides a running timer indicating the current location in the video segment, and a series
of control buttons for controlling playback of the video segment.

[0018] Note that the anchor points are calculated on a set of frames corresponding to a
given operator. This is explained further below in the discussion of the parameter settings
region and the dark room.

[0019] Figure 1 includes a histogram region 20 that includes a red histogram 22, a
green histogram 24, and a blue histogram 26 for the current frame. Each color histogram 22,
24, 26 also has an associated readout 28 that indicates a level for each of “overexposed” and
“underexposed” pixels. Readouts 28 indicate the number of pixels that are at the maximum
value (for an 8-bit field, the maximum is typically 255) by the “overexposed” readout. Readouts
28 also indicate the number of pixels that can be at the minimum value for an 8-bit field by the
“underexposed” readout, wherein the minimum is typically 0. Other implementations of the
readouts 28 can use, for example, indicators of the percentage of pixels that are overexposed or
underexposed, rather than the actual number of pixels. The color histograms 22, 24, 26 can be
useful, for example, by indicating whether the current region-based settings are producing

saturation in one or more of the colors.
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[0020] Figure 1 includes a parameter settings region 30 for controlling, for example,
exposure and contrast. Exposure and contrast have been included because these are typically
considered to be high-level parameters that most viewers and/or video engineers understand.
Region 30 includes a region-based control section 32 and an all-regions control section 34. The
region-based control section 32 includes separate controls for exposure and contrast for each of
the regions. Figure 1 shows five regions in section 32, which correspond to the five anchor
points 16. The exposure and/or contrast for each region can be separately changes or the
exposure and/or contrast can be changed using the all-regions (global) control section 34. The
algorithm is adapted such that by moving the controls for the all-regions control section 34, all of
the regions are changed at the same time. The controls can be depicted as slider bars that can
be moved, for example, my using a mouse or other pointing device.

[0021] Region-based control section 32 also includes, for each region, a mask, a weight
image, or grey-scale image 36, wherein the images of the different regions of the frame are
shown within the dotted line of 36 in the figures and are represented by the expression “seg” for
ease of presentation in which these images are scaled versions of the images in the video
player region 10. The mask gives an indication of which portions of the current frame are in that
region. The mask provides this information by using higher luminance or brighter values for
those locations that have a higher probability or weight of being in that region. As a video
segment is played, a user can see the weight images change for every frame, and can thereby
see a visual indication of how many of the frames use or populate the different regions.

[0022] The control sections 32, 34 apply to the entire set of frames that are being
operated on by the current operator. This is further explained in the section on the dark room.
[0023] Figure 1 includes a workflow region 40 allowing a user to view information about

various pieces of information such as job setup, tone mapping, and fine tuning. The options for
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fine tuning are displayed in Figure 1 and include various operators and filters that a video
engineer can select and apply to the video segment, as will be explained in the discussion of the
dark room. The fine tuning options shown in Figure 1 include tone mapping operators, light
adaptation operators, and post-processing filters.

[0024] Tone mapping operators may include, for example, a single exposure operator
which refers to a known tone mapping technique that applies a global algorithm, and a region-
based operator. The region-based operator refers to a proprietary tone mapping algorithm.
Other tone mapping operators may also be included in the selection and used in processing a
video segment.

[0025] Light adaptation operators include, for example, a transition processor. In
portions of a video segment in which the light is dynamically changing, it may be preferable to
use a transition processor rather than to use a single operator. The transition processor of this
implementation interpolates between the operators on either side of it as will be described in the
discussion below of the dark room to automatically select exposure and contrast settings.
Further, the selected exposure and contrast settings may change for every frame, which may be
important if the lighting is changing in every frame. Additionally, in the transition processor, the
anchor points and the associated segmentation are potentially changed in every frame also,
rather than remaining constant throughout a scene.

[0026] Post-processing filters include, for example, a blur filter and a sharpening filter.
Other filters, as is well known, may also be included and used in processing the video segment.
The filters are applied to the tone mapped output, but filters can also be applied prior to the tone
mapping.

[0027] The workflow region 40 also allows a user to control information about the job

setup such as, for example, where the HDR files are to opened from, or where the tone mapped
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output is to be stored. The workflow region 40 also allows a user to select automatic tone
mapping or interactive region-based tone mapping.

[0028] Figure 1 includes a dark room region 50. Dark room region 50 includes an
average luminance curve 52 that shows the average luminance of each frame in the video
segment, a time chart 54 that also indicates the time of the frame that is currently being viewed
in sections 12 and 14 in which the current time is shown by a dot at location 66 seconds in
Figure 1, an operator section 55 that shows the various filters being applied to the video
segment and the particular time spans for which the operators are being applied. Section 55 by
way of example includes, in Figure 1, a region-based operator 56, followed by a transition
processor 57, followed by another region-based operator 58. The operator sections 55 in all of
the figures shows small images of a frame within the particular operator section, wherein the
images are designated as “seg” for ease of presentation.

[0029] A video engineer or other user can, for example, drag a region-based operator
from the fine tuning section of the workflow region 40 and drop it in the operator section 55. The
video engineer can then adjust the ends of the inserted operator so that the operator is applied
to the desired time span. A video engineer can typically apply separate region-based operators
to different sequences, and then apply a transition operator 57 to the transition period between
the two sequences. The transition operator 57 can be designed, for example, to interpolate
between the two region-based operators. In one implementation, the transition processor
performs interpolation for the entire span of time that the transition processor is defined. Thus,
for example, in Figure 1 the transition processor 57 actually starts before the end time of the
region-based operator 56, and the transition processor 57 actually ends after the start time of

the region-based operator 58. However, the region-based operator effectively stops when the
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transition processor 57 starts, and the region-based operator 58 does not begin until the
transition processor 57 ends.

[0030] All operators are created automatically in this implementation, although operators
may be added and adjusted manually. Each operator works on a certain range of frames, as
shown by the locations on the time chart 54 that coincide with an operator’s boundaries. The
parameters for each operator are estimated and shown in the parameter settings region 30 as
the contrast and exposure parameters.

[0031] Additionally, as indicated earlier, the anchor points are determined for each
operator, and the exposure and contrast controls are applied separately to each operator. This
can be useful for typical applications in which operators are adjusted in time so that a given
operator only applies to a particular video sequence. In that way, each particular video
sequence can have a constant exposure setting, a constant contrast setting, and region
boundaries can remain relatively constant throughout the scene because the anchor points will
not change.

[0032] Figure 2 shows the result of the user changing the working range of operator 58.
The user has dragged the start time for the operator 58 toward the right to a later start time on
the time chart 54, which is shown to be approximately 3:62. More generally, the user can
change the working range of any operator. The current frame is noted at 3:62 and shows
saturation on the red histogram in section 22.

[0033] Figure 3 shows the result of the user moving the operator 58 toward the left.
Both the start time and the end time of the operator 58 have been moved to earlier times to the
left on the time chart 54.

[0034] Figure 4 shows the result of the user adding new operators. Here, it is single

exposure operator 59. For a typical HDR application, there may be a number of different tone
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mapping methods available. The user can choose different tone mapping methods for each
scene. Figure 4 shows the insertion of a single exposure operator from the workflow region 40
into the dark room 50.

[0035] Figure 5 shows the result of the user adding yet more operators. A user can add
these operators, for example, to achieve different functionality. For instance, the transition
processors will, in this implementation, interpolate tone mapping parameters between the
operators on either end of the transition processor. Additionally, a blur filter 60 has been
dragged from the workflow region 40 into the dark room 50, and is shown inserted below the
transition operators. The blurring filter will apply a Gaussian blurring to tone mapped frames as
a post-processing filter.

[0036] As can be seen, multiple operators can be applied to any given frame. Figure 5
shows, for example, that at about a time of 3:30 on the time chart 54, a region-based operator
58, a transition processor 61, and a blur filter 60 are all active. Additionally, these three
operators all have different time ranges of application. However, it should be noted that the
exposure/contrast settings and the anchor points are determined, in this implementation, based
on start and end times of the transition processor. The transition processor is applied to attempt
to provide a smooth transition between the region-based operator and the preceding single-
exposure operator. In this implementation, the transition processor interpolates between the
settings of the preceding single-exposure operator and the succeeding region-based operator.
The blur filter 60 is then applied to the tone-mapped output after the tone mapping is performed
by the transition processor.

[0037] Figure 6 shows the result of the user changing the exposure and contrast levels.
For each operator, the user can change the exposure and contrast for each region. Exposure is

changed for a given region by moving the top slider of the given region. Contrast is changed for
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a given region by moving the bottom slider of the given region in the all-regions control section
34. Comparing to Figure 1, only the exposure and contrast for region 10 are changed. Note that
the exposure and contrast levels are set for each operator separately in this implementation.
This means that the exposure and contrast levels will remain the same for the entire set of
frames that is operated on by an operator. Of course, the regions are expected to change from
frame to frame, depending on the pixel intensity values, but the exposure and contrast settings
remain the same.

[0038] Figure 7 shows the result of the anchor points 16 on the HDR histogram being
moved, as compared to Figure 1. For different operators, the anchor points can be different.
Figure 7 shows a frame in the third scene. In comparison, Figure 1 shows a frame in the first
scene. As such, the algorithm is adapted such that the anchor points in different scenes can be
different.

[0039] Figure 8 shows how the output displayed on the screen can guide the user in
processing the video segment. For example, the color histograms 22, 24, 26 for the tone
mapped image can guide the user to change parameters. In Figure 8, the color histograms for
the tone mapped image indicate a large number of saturated pixels in both the red and the blue
channels. In particular, the readouts 28 for the red and blue channels indicate 18,386
overexposed pixels in the red channel, and 11,635 overexposed pixels in the blue channel.
This information may guide the user to reduce exposures.

[0040] The algorithm is adapted to provide information in the screen that can guide the
user in processing the video segment. For example, the luminance curve 52 shows the average
luminance for each frame, and provides useful clues about where the scene boundaries occur.

This can guide a user in selecting boundaries for operators in the dark room 50.
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[0041] It is also possible to interactively change the anchor points of key frames.
Anchor points, which are illustrated as dots 16 in the HDR histogram region 18, will define the
segmentation of an HDR image into regions. For instance in Figure 1, five anchor points are
defined and the corresponding segmented regions are shown as five grey-scale images or
weight images 36. In these grey-scale images 36, as has been explained above, bright points
mean that the pixel belongs to current region with a high weight and vice versa. Once the user
changes one anchor point, the segmentation of an HDR image will change, therefore the five
grey-scale images 36 in Figure 1 will be re-calculated and updated. At the same time, the tone
mapped image 15 and its R,G,B color histograms 22, 24, 26 will also be updated. In such a
case, the end user can thus have some control over the segmentation, and have some control
over the output tone mapped image 15.

[0042] There are some clues on the screen to guide the user in modifying anchor points.
The HDR histogram 18 is helpful for the user to determine where the best locations are to place
anchor points. For instance, it is generally good to keep some distance between anchor points
to cover the whole dynamic range. This is in contrast, for example, to putting the anchor points
close together in the central part of the histogram. The “weight images” also provide intuitive
clues to a user to change anchor points. The user may watch the weight image while changing
anchor points to see whether the segmented regions are satisfied. That is, the user may watch
to see if there are bright spots in each weight image, which would indicate that the region is
being populated. If the region is being populated, then the user may leave the anchor points
where they are. However, if the region is not being populated, then the user may decide, for
example, to move the anchor points so that the unpopulated region is larger so that this region

gets populated, and used. Alternatively, or in addition, the user can decide to delete an anchor

12



10

15

20

WO 2011/163438 PCT/US2011/041564

point associated with that unpopulated region so that the region is enlarged and more likely to
be populated and used.

[0043] The algorithm is adapted such that the number of anchor points is usually
calculated automatically according to the dynamic range of the target HDR image/video.
However, it is also possible to add or delete anchor points. The advantages will typically be
similar to changing anchor points. For instance, sometimes a user can add more anchor points
in order to have finer control over the tone mapped image.

[0044] In the implementation of Figure 1, anchor points are usually fixed for scenes with
static lighting. Therefore, changing the anchor points of a key frame will affect all frames in the
same scene. For scenes with dynamic lighting such as an instance in which an opaque window
gradually opens and lets sunlight into a room, the anchor points are interpolated automatically
according to the anchor points in both the previous scene and the succeeding scene. In this
case, the anchor points change for every frame in the dynamic lighting scene. Usually, it is not
necessary for the user to change the anchor points in such a situation.

[0045] In the parameter setting window 30, the upper bars and lower bars will change
the exposure and contrast parameter for each region, defined by the weight images. From the
end user’s viewpoint, upper bars change brightness and lower bars change contrast. At the
bottom of the window, two extra global parameters (i.e. all-regions control section 34) are
provided to simplify operations in some cases. Moving the global exposure bar will change the
exposure parameters for all regions and moving the global contrast bar will change the contrast
parameters for all regions. These two global bars can be used in situations, for example, in
which the end user would like to change the global brightness or contrast. For instance, if the
user finds out that the tone mapped picture is too bright, the user does not need to decrease the

exposure parameter for each region separately. Instead, the user can move the global
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exposure bar to the left, which will result in moving of all upper (exposure) bars to the left for
each region simultaneously.

[0046] Many features may be modified from the format shown in Figure 1. For example,
histograms may relate to multiple frames rather than just a single frame. Additionally, exposure
and contrast parameters need not be set the same for all frames to which an operator is
applied, but may be set, for example, for individual frames or smaller groups of frames. Further,
anchor points need not be set the same for all frames to which an operator is applied, but may
be set, for example, for individual frames or smaller groups of frames.

[0047] In sum, several implementations are provided relating to displaying information
on a video segment, and displaying functions (for example, operators) for processing the video
segment. The functions allow a user to process a video segment and, in particular, to perform
tone mapping of HDR images. The displayed results and information, which can be histograms
and/or average luminance, also guide the user in deciding what functions to apply or how to
configure the parameters, which can be start time, end time, exposure, and/or contrast, for
those functions. Variations of these implementations and additional applications are
contemplated and withinthe disclosure, and features and aspects of described implementations
may be adapted for other implementations.

[0048] Several of the implementations and features described in this application can be
used in the context of the H.264/MPEG-4 AVC (AVC) Standard, and/or AVC with the MVC
extension, and/or AVC with the SVC extension. Additionally, these implementations and
features may be used in the context of another standard, or in a context that does not involve a
standard.

[0049] A number of implementations have been described. Nevertheless, it will be

understood that various modifications may be made. For example, elements of different
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implementations may be combined, supplemented, modified, or removed to produce other
implementations. Additionally, one of ordinary skill will understand that other structures and
processes may be substituted for those disclosed and the resulting implementations will perform
at least substantially the same function(s), in at least substantially the same way or ways, to
achieve at least substantially the same result or results as the implementations disclosed.
Accordingly, these and other implementations are contemplated by this application.

[0050] The following list summarizes a number of various implementations. The list is
not intended to be exhaustive but merely to illustrate some of the many possible

implementations.

1. Displaying information for performing tone mapping on video.
2. Implementation 1, including accepting user input to control the tone mapping.

3. Implementations 1-2, in which the user input results in a change to the displayed

information.

4. Implementations 1-3, in which the displayed information includes one or more of video
before tone mapping, video after tone mapping, video after tone mapping using a
reference model, and parameters used to process the video.

5. Implementation 4, in which the parameters include one or more of average luminance for
a frame or frames (e.g. a sequence), color histograms of a frame or frames, locations of
anchor points for segmenting one or more frames into regions, exposure or contrast

controls for one or more regions, and a time chart showing positioning of operators.

6. Implementations 1-5, in which the display shows the user frame based data (e.g.
average luminance), the user inputs start and/or end times for operators, and the display
then shows new tone mapped output based on the new times input by the user.

7. Implementations 1-5, in which the display shows the user anchor points for segmenting
one or more images, the user moves the anchor points which results in a new
segmentation, and the display then shows information indicating the new segmentation
(e.g. masks) as well as new tone mapped output based on the new segmentation.

15
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8. A processing device, in, for example, a pre-processor, an encoder, a transmitter, a
receiver, a decoder, or a post-processor that performs one or more of the above

Implementations.

9. A device, such as for example, a pre-processor, an encoder, a transmitter, a receiver, a
decoder, a post-processor, a set-top box, a cell-phone, a laptop or other personal
computer, a PDA, or other consumer communications equipment, containing a

processing device of Implementation 8.

10. A signal containing data or descriptive information generated from one or more of the
above Implementations, or that is provided by a device of one or more of the above

Implementations.
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CLAIMS
1. A user interface comprising:
a video player region;

a regional current video output section in the video player region for a region-based tone
mapping;

a global current video output section in the video player region for a global-based tone
mapping;

a regional video section and a regional histogram region in the regional current video

output section;

a global video section and a global histogram region in the global current video output

section;

a regional control section having a regional changeable exposure control and a regional
changeable contrast control for multiple regions; and

a global control section having a global changeable exposure control and a global

changeable contrast control;

wherein the regional current video output section, the global current video output
section, the video sections, the histogram regions and the control sections are displayed

simultaneously on a screen.
2. The user interface of claim 1 comprising anchor points in the global histogram region.

3. The user interface of claim 2 wherein the anchor points are changeable through the user

interface.

4. The user interface of claim 1 comprising an operator section and a time line, wherein the time
line shows the time of a frame of video that is being processed and wherein the time line and
the operator section are displayed simultaneously on the screen.

17
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5. The user interface of claim 1 comprising a color histogram region that simultaneously shows
individual color histograms on the screen for a frame of video that is being processed.

6. The user interface of claim 5 comprising a readout section in the color histogram region that
simultaneously shows a measure of a number of pixels for each color that are overexposed or

underexposed for individual colors associated with the color histograms.

7. The user interface of claim 4 comprising a color histogram region that simultaneously shows
individual color histograms on the screen for the frame of video that is being processed.

8. The user interface of claim 7 comprising a readout section in the color histogram region that
simultaneously shows a measure of a number of pixels for each color that are overexposed or

underexposed for individual colors associated with the color histograms.

9. The user interface of claim 4 wherein the operator section comprises multiple operator bars
that extend along with the time line and the operator bars are adapted to hold and display one

or more operators.

10. The user interface of claim 9 wherein the operators are a blur filter, a transition processor, a
region-based operator, or a global-based operator.

11. The user interface of claim 1, wherein the user interface is adapted to convert higher

dynamic range video data to lower dynamic range video data.
12. A method of processing video data comprising:

displaying a frame of the video data in a video player region of a graphical user
interface, wherein the frame is displayed in a regional current video output section for a region-
based tone mapping and in a global current video output section for a global-based tone
mapping in which the regional current video output section and the global current video output
section are arranged side by side;

displaying a regional control section adjacent to the video player region, the regional
control section having a regional changeable exposure control means and a regional
changeable contrast control means for multiple regions; and
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displaying a global control section adjacent to the regional control section, the global
control section having a global changeable exposure control means and a global changeable

contrast control means;

wherein the regional current video output section and the global current video output
section are displayed simultaneously on a screen.

13. The method of claim 12 comprises:

displaying a regional video section and a regional histogram region in the regional
current video output section, wherein anchor points are displayed in the global histogram region;
and

displaying a global video section and a global histogram region in the global current
video output section.

14. The method of claim 13 comprises:

displaying an operator section and a time line that are adjacent to one another and
below the video player region, wherein the time line shows the time of the frame of video that is
being processed and wherein the time line and the operator section are displayed

simultaneously on the screen.
15. The method of claim 14 comprises:

displaying a color histogram region that simultaneously shows individual color
histograms on the screen for the frame of video that is being processed, wherein the color
histogram region is adjacent to the video player region.

16. The method of claim 15 comprises:

applying changes to the video through the graphical user interface by adjusting at least
the regional changeable exposure control means or the regional changeable contrast control
means for multiple regions; wherein a visual result of the changes to the video are displayed in
video player region.
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17. The method of claim 15 comprises:

applying changes to the video through the graphical user interface by adding at least
one operator to the operator section; wherein a visual result of the changes to the video are
5 displayed in video player region.
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