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Classification Method and Apparatus

The invention relates to a method and apparatus for classifying items.
The invention is concerned especially with the classification of coins or
banknotes.

Coins and banknotes inserted into mechanisms, such as vending
machines, change machines and the like, are classified, on the one hand
according to value, and/or on the other hand, between originals and copies or
counterfeits thereof. Various methods of performing such classifications are
known. As one example, described in GB 2 238 152 A, the contents of which
are incorporated herein by reference. For example, measurements are taken
from an inserted coin which represent different features of the coin, such as
material and the thickness. Those measurements are then compared with
respective stored pairs of values, each set of pair of values corresponding to a
respective acceptable denomination of coin. When each measured value falls
within the respective range for a given denomination, the inserted coin is
classified as belonging to that denomination.

In the type of classification discussed above, the measured values can
be regardéd as elements in a feature vector, and the acceptable measurements
for different denominations correspond to regions in feature space, known as
acceptance regions. In the example given above, the feature space is two-

dimensional, and acceptance regions are rectangles, but the feature space can
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have any number of dimensions, with corresponding complexity in the
acceptance regions. For example, GB 2 254 949 A, the contents of which are
incorporated herein by reference, describes ellipsoidal acceptance regions in
three-dimensional feature space.

Other examples of methods and apparatus for classifying bills and
coins are described in EP 0 067 898 A, EP 0 472 192 A, EP 0 165 734 A.
Other methods of classification include the use of neural networks, as
described, for example, in EP 0 553 402 A and EP 0 671 040 A, the contents
of which are also incorporated herein by reference.

A significant problem in the classification of coins is the difficulty of
separating different denominations. The population distributions of the
different denominations of interest may be such that it is not possible easily to
define appropriate acceptance boundaries with which adequately separate the
denominations. Another problem is that in order to achieve adequate
separation, it may be necessary to consider feature vectors having a large
number of elements, which makes it more difficult to understand the various
distributions and thus more difficult to obtain suitable acceptance boundaries.
These problems are akin to general classification problems in data analysis
which has been studied and have led to various different techniques including
statistical methods.

As an example of a statistical method of data analysis, principal

component analysis (“PCA”), is a method whereby data expressed in one
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space is transformed using a linear transformation into a new space, where
most of the variation within the data can be explained using fewer dimensions
than in the first space. The method of PCA involves finding the eigenvectors
and eigenvalues of the covariance matrix of the variables. The eigenvectors
are the axes in the new space, with the eigenvector having the highest

eigenvalue being the first “principal component” and so on in decreasing size.

- Details of PCA can be found in textbooks on multivariate analysis, such as

“Introduction to Multivariate Analysis” by Chatfield and Collins, see Chapter
4.

Another method of data analysis for classification purposes is linear
discriminant analysis (“LDA™). LDA is useful when it is known that the data
falls into separate groups. LDA aims to transform the data into a new space
so as to maximize the distance between the centre of each group of data as
projected onto axes in the new space and also to minimize the variance of
each group along the axes. Methods for doing this are described in, for
example, “Introduction to Statistical Pattern Recognition” by Fukunaga
(“Fukunaga”). In one example, the maximisation is performed by finding a
linear transformation which maximises the value of the trace of C'V where V
is the inter-class covariance matrix and C is the covariance matrix of all
samples . As explained in Fukunaga, this amounts to finding the eigenvectors

and eigenvalues of C'V . The eigenvectors are the axes of the new space. As
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described in the paper, when there are N classes, the new space has N-1
dimenstons.

In many situations, neither PCA nor LDA will give adequate
separation of the groups of data. A further method of data analysis is non-
linear component analysis (NCA), which is based on PCA. In NCA, the data
is projected into a new space using a non-linear mapping, and then PCA is
performed in the new space. Details of NCA are given in the article
“Nonlinear component Analysis as a Kerel Eigenvalue Problem” by
Bernhard Scholkopf, Alexander Smola and Klaus-Robert Muller, Neural
Computation 10, 1299-1319 (1998). (“Scholkopf™.)

A problem with NCA is that the dimension of the non-linear space
may be very large, and so the number of principal components is also very
large. For a given problem, it is not known how many principal components
are needed for a good classification.

The present invention provides a method of deriving a classifier for
classifying items of currency into two or more classes comprising measuring
known samples for each class and deriving feature vectors from the measured
samples, selecting a function corresponding to a non-linear mapping of the
feature vector space to a second higher-dimensional space, mapping feature
vectors to image vectors, and deriving coefficients representing N-1 axes,
where N is the number of classes, in the second space, obtaining values

representing the projections of the image vectors for the measured samples
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onto the N-1 axes, and using those values to derive a separating function for
separating the classes equivalent to a separating function in the second space.

The invention also provides a method for classifying an item of
currency comprising measuring features of the item, generating a feature
vector from the measured values, and classifying the item using a classifying
derived by a method according to any one of claims 1 to 6.

The invention also provides an apparatus for classifying items of
currency comprising measuring means for measuring features of an item of
currency, feature vector generating means for generating a feature vector from
the measured values, and classifying means for classifying the item using a
classifier derived according to the method of any one of claims 1 to 6.

The invention also provides an apparatus for classifying items of
currency comprising measuring means for measuring features of an item of
currency, feature vector generating means for generating a feature vector from
the measured values, and classifying means for classifying the item using a
function corresponding to a non-linear mapping of the feature vector space to
a second higher-dimensional space, mapping feature vectors to image vectors,
and coefficients representative of N-1 axes, where N is the number of classes
that can be classified by the apparatus, in the second space, and a function
equivalent to a separating function in the second space.

An embodiment of the invention will be described with reference to

the accompanying drawings of which:
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Fig. 1 is a block diagram of a classification system.

Fig. 2 is a graph showing a distribution of coin data; and

Fig. 3 is a graph showing a projection of the data of Fig. 2 onto new
axes.

The invention will be described with reference to a coin validator.

In Fig. 1, box 1 designates a measuring system which includes an inlet
2, a transport system in a form of a coin inlet and coin transport path (not
shown) for presenting a sample 3 and a sensor system (not shown) for
measuring physical quantities of the sample. The measuring system 1 is
connected to a processing system 4 by means of a data bus 5. Processing
system 4 is connected to a classifier 6 by means of a data bus 7. The output of
the classifier 6 is connected to a utilization system 8 by means of a data output
bus 9. The utilization system 8 is in this example a vending machine, but may
also be, for example, a money exchange machine.

The measuring system 1 measures features of an inserted coin 3. The
measured features are assembled into a feature vector having n elements,
where each element corresponds to a measured feature by the processing
system 4. In the present example, the sensor system measures values
representative of the material, thickness and diameter of an inserted coin,
using known techniques (see, for example, GB 2 254 949 A) and those values
are the three elements of the corresponding feature vector. Briefly, each

sensor comprises one or more coils in a self-oscillating circuit. In the case of
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the diameter and thickness sensors, a change in the inductance of each coil
caused by the proximity of an inserted coin causes the frequency of the
oscillator to alter, whereby a digital representation of the respective property
of the coin can be derived. In the case of the conductivity sensor, a change in
the Q of the coil caused by the proximity of an inserted coin causes the

voltage across the coil to alter, whereby a digital output representative of

- conductivity of the coin may be derived. Although the structure, positioning

and orientation of each coil, and the frequency of the voltage applied thereto,
are so arranged that the coil provides an output predominantly dependent upon
a particular one of the properties of conductivity, diameter and thickness, it
will be appreciated that each measurement will be affected to some extent by
other coin properties.

Of course, many different features representative of items of currency
can be measured and used as the elements of the feature vectors. For
example, in the case of a banknote, the measured features can include, for
example, the width of the note, the length of the note, and the intensity of
reflected or transmitted light for the whole or part of the note. As an example,
a measuring system can be arranged to scan a banknote along N lines using
optical sensors. Each scan line contains L individual areas, which are scanned
in succession. In each area, there are measurements of M different features.
More specifically, for each area, measurements are made of the reflectance

intensities of red, green and infra-red radiation. The total number of
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measurements for a banknote is therefore L x M x N. These measurements
form the components of a feature vector for the respective specimen, so that
the feature vector has L x M x N components. Alternatively, the
measurements can be processed in a different way to obtain a feature vector
representative of the measured specimen. For example, local feature vectors

for each measured area can be formed made up of the M measurements for

_ that area, so that each local feature vector has M components. The local

feature vectors can then be summed over the area of the banknote to obtain an
M dimensional feature vector representative of the entire specimen.

The feature vector is then input to the classifier 6. The classifier 6
determines whether the sample belongs to any one of predetermined classes,
using the feature vector and predetermined classification criteria including a
separating function. If the sample is identified as belonging to an acceptable
denomination of banknote, then it is accepted and the corresponding value of
the note is credited. If the sample is identified as belonging to a known
counterfeit group, it is rejected.

In this example, the system is for classifying two denominations of
coins and one known counterfeit. A two-dimensional representation of the
distribution in measurement space is shown in Fig. 2. The crosses represent
samples of the first denomination, the dots represent counterfeits of the first

denomination and the circles represent samples of the second denomination.
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The derivation of the separating function will be described below in
general terms. The method of classification will then be described, also in
general terms, followed by an explanation of the application of the general
method to the specific example.

Briefly, a method for deriving a separating function according to an

embodiment of the invention maps the input space, that is the space of the

. measured feature vectors, using a non-linear map, into a higher dimensional

space with linear properties. Separating hyperplanes are constructed in the
mapped space using training data, using the equivalent of an LDA analysis in
the mapped space.

The population distribution of the denominations are analysed as
discussed below.

Initially, samples of each of the denominations of interest and each of
the known counterfeit are measured and corresponding‘ feature vectors are
formed. The feature vectors from the samples, when plotted, for example, on
a n-dimensional scatter graph, (where n is the number of measured features)
fall roughly into groups, known as clusters. These measured samples are then
used to derive a separating function, as described below. In this example, 50
samples for each denomination and 50 samples of the counterfeit, are used.

Before proceeding further, a general explanation of the notation used

is provided.
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The input space, that is, the space of feature vectors, is defined as X.

N
X= U X, , where N is the number of clusters. The cardinality of subspace X
=1

.
is denoted by nj, and the number of elements in X is M. Thus > .n, =M. x
I=1

is the transpose of vector X.

In the input space, C is the covariance matrix, and

1 M
C=—ﬁ2x1x; (1)

Jje
The method of the invention uses a kernel function k defining a dot
product in a mapped space. Suppose ¢ is a non-linear function mapping X
into a Hilbert space F.

¢$:X—>F

X — 6 (x) 2

and k(x,y) = ¢ ()¢ ¢ () =" () ¢ (¥)

As will be clear from the following discussion, it is not necessary
explicitly to construct ¢ for a given k, although it can be shown, by Mercer’s
theorem, if for any k is a continuous kernel of a positive integral operator
which is positive, then a ¢ exists (see Scholkopf Section 3 and Appendix C).
Nor is it necessary to perform dot products explicitly in F, which may be an
infinite dimensional space.

InF, V is the covariance matrix, and
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V= %gmx,)«f' (x)) ©)

We assume that the observations are centred in F, that is, that

M
Z #(x,)=0. A method of centering data will be described later.

j=1
B is the covariance matrix of the cluster centres, and

N —_—

B=—;;Zn,¢,¢; 4

I=1

where ¢—, is the mean value of the cluster 1, that is

n

$=—> 4(x,) )

1
mio
where x; is the element j of the cluster 1.

B represents the inter-cluster inertia in F.

V can also be expressed using the clusters as

V=—;7'ZZ'¢(x,k>¢'(xn) ©)
=1 k=1

V represents total inertia in F.
Let kU = k(xi, XJ)

and (kip)pg = ($'(X)0(xy))

Let K be an (MxM) matrix defined on the cluster elements by (Koa)p =1...%

g=1.N

where (K,,,) is the covariance matrix between cluster p and cluster ..

K= (qu),;: 11....,.); where Kpg = (ki)i..n, ®)

Joem,

K, Is a (n, X n,) matrix



and K is symmetric so that K, = K

pa
W is the matrix centre, and

W=W)a~ ©

where W, is a (n, X n;) matrix with all terms equal to 1 .
"

5 W is a M x M block diagonal matrix.

The method essentially performs linear discriminant analysis in the
mapped space F to maximise inter-cluster inertia and minimise the intra-
cluster inertia. This is equivalent to eigenvalue resolution, as shown in
Fukunaga. A suitable separating function can then be derived.

10 More specifically, the method involves finding the eigenvalues A and
eigenvectors v that satisfy

AVv=Bv (10)

The eigenvectors are linear combinations of elements of F and so there

exist coefficients g (p=1...N, g=1...n;) such that

" mp

15 v=Y > a,8(x,) (11)

p=1 g=1
The eigenvectors of equation (10) are the same as the eigenvectors of
A (xi)Vv = ¢ (xs)Bv (12)

(see Scholkopf).
Using the definitions of K and W, and equations (6) and (1 1), the left-

20 hand side of (12) can be expressed as follows:
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Vv=514—2 $xw)8 () Y3 om0
=7 22> g (xn) )]
p=1 g-1 I=] k=]

and  Ag (V=" = zapm (xu>22¢(xu)[¢ (x1) $(xs0)]

p=1 g=1 1=1 k=1

np

=_§f a,qz > [# e ][o xn) gam)]

p=1 g=1 k=1
5 Using this formulate for all clusters i and for all elements j we obtain:
{ 1 7 { 1 2’
ZACALCITD NN 21 € N NI/ € 745 NONY' I € W) RO 1 ¢ Vi) ))VV=HKK0!
a= (apq)p =1L..N
where
g = I..‘np
= (ap)p =1L.N

where ap=(e,)g=1.n

10 Using equations (4), (5) and (11), for the right term of (14):

p-lq- M k= 7y k=1

Bv———ZZa B(x )Zn,[ Z¢(x,k)][ ZﬂxﬂJ

p=1 g=1 I=1 { k=1

=——ZZaWZ[Z #x,) ]{ - ][Z ¢ (x) ¢(x,q)]

p=1 g=1 1=1 [ k=1

and ¢'<xu)Bv——ZiamZ{Z¢ (x,)P(x,) n}[Zcz&(x,k) #(x )]

For all clusters i and for all elements j we obtain:

15 (8 (x11)s--., ¢'(xnn,),---,¢'(X,~,-),---,¢'(xm),--->¢'(X,-,.‘\.))Bv=ﬁKWKa (14)
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Combining (13) and (14) we obtain:

AKKa = KWKa
"KW,

Thus, 4 = 2208 (15)
a' KKa

K can be decomposed as K = QR (Wilkinson, 1971) so that Ka =

R is upper triangular and Q is orthonormal, that is QQ =1,

Q is a Mxr matrix and R is a xM matrix, where r is the rank of K. It
is known that the QR decomposition always exists for a general rectangular
matrix.

10 Then, letRae = (16)

As the rows of R are linearly independent, for a given B, there exists at

least one o solution.

Hence Ko = QP and o'K = B'Q" (K is symmetric).

Substituting in (15)

15 A= a kWka (17)
a'KKa

Q is orthonormal so AB = Q'WQB (18)

Equation (18) is in the form of a standard eigenvector equation. As K
is singular, the QR decomposition permits work on a subspace QB, which
simplifies the resolution.

20 Then the coefficients o can be derived from B from equation (16), and

then the eigenvectors from equation (11).
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These coefficients o are normalised by requiring that the
corresponding vectors v in F be normalised. That is:

viv=1 (19)

h-]
W
—
-
n
—~
"
b
[l
—

so(19)=a'Ka=1 (20)

The steps given above set out how to find the eigenvectors v of
equation (10).

As its known from linear discriminant analysis (see, for example,
Fukunaga), the number of eigenvectors = N-1 where N is the number of
clusters. The image of the clusters in the subspace spanned by the
eigenvectors is found by projecting onto the eigenvectors. This is done using
the following equation:

for an eigenvector v, and a feature vector x.

N 7,
(@' () = DD @, 8 (x,,)(x)

p=] q:l

21)

= i a , k(x %)
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As can be seen from the above, the calculation does not require
knowledge of ¢, or the need to calculate a dot product in F.

It has been shown in experiments that by use of a suitable kemnel
function, the images of the clusters in the eigenvector subspace are well-

5 separated and, more specifically, may be linearly separable, that is they can be
separated by lines, planes or hyperplanes.

Then a suitable separating function can easily be derived for
classifying measured articles, using a known technique, such as inspection,
averaging, Malalanobis distance, comparison with k nearest neighbours.

10 As mentioned previously, it was assumed that the observations are
centred in F. Centering will now be discussed in more detail. Firstly, for a
given observation x;: element j of the cluster i, the image ¢(x;) is centered

according to:
p(x,) = ¢<x,,>——22'¢<x,k> 22)

Ilkl

15 We have then to define the covariance matrix K with centered points:

(I-c,-,) oy = (&(xp,.).&(xqj)) for a given cluster p and q.

I=]1 k=] h)m—

(ki),, = {¢<x,,,)——22¢<x,k)]{¢<x )-—-—ZZ¢(x,m. }

- 1 N n n, l N n, N n,
(ki)o = h)) 0 == 0 2, (L) g = ZZ(k,,J,,,,(l,,)hq —=y>>
MI:] k=1 h—l m=1 M I1=1 k=1 h=1 m=1
(lik)pl(kkm)lk (lm )hq
-~ 1 N
20 K,,q=qu——M-lz_l:1p,K,q ;Kp,,l,,q+ Iz;hz;lp,K,,,l,,q
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y 1 1 1
K=K—_A21NK_HK1N +H2-1NK1N

Where we have introduced the following matrix:

Ly =)iar,..n ke1.m,, (n,xn;) matrix whose elements are all equal to 1.

.....

)

matrices.
Thus, for non-centred points o(x;), we can derive K from K and then
solve for the eigenvectors of K. Then, for a feature vector x, the projection

of the centred ¢-image of x onto the eigenvectors v is given by:

@M= amé (x,)8x)

p=1g=1

The above discussion sets out in general terms the method of general
discriminant analysis. The general principles will now be illustrated with
reference to the specific example of the coin validator.

Returning to the example of the coin validator at the beginning of the
description, the feature vectors each have three elements, and there are three
clusters, corresponding to each of the two denominations of interest and the
known counterfeit respectively.

50 samples of each denomination and 50 samples of the counterfeit are
input to the measuring system 1. As previously mentioned, the sensor

systems measures samples to obtain values representative of the thickness,



18

material and diameter in each case. Corresponding feature vectors are formed
from the measured features for each sample.

From the 50 samples feature vectors for each cluster, 37 are randomly
selected for use in generating the separating function.

5 A kernel function is then chosen. The kernel function is chosen on the
basis of trial and error so as to choose whichever function gives the best
separation results. There are a large number of kernel functions, satisfying
Mercer’s theorem, which may be suitable. Examples of kernel functions are
the polynominal kernel:

10 k(x,¥) = (x3)%

the Gaussian kemel:

k (x,y) = exp @%y—”—)

the hyberbolic tangent kernel:
k (x,y) = tanh ((x.y)+6); and

15 the sigmoid kemel:
K _ 1
(xy) = (mtm) :

In this example, the Gaussian kernel is used, with c*=0.01.
Using the selected samples and the kernel function, the matrices K and
W are calculated. (Equations (8) and (9)).

20 Then K is decomposed using QR decomposition.



10

20

19

Then eigenvectors B and corresponding eigenvectors are calculated
(equation (18)).

Then coefficients a are calculated and normalised (equations (16) and
(20)).

Thereafter, the feature vectors of the remaining 13 samples for each

cluster are projected onto the eigenvectors v (equation 21) and the results are

. plotted on a graph for easy inspection. In this example, there are 3 clusters, so

there are 2 eigenvectors, and separation is in 2-d space. This is shown in Fig.
3. As can be seen, the clusters are well-separated. More specifically, each
cluster is projected on one point, which is the gravity centre. The separation
of the projection of the clusters with the eigenvectors is then analysed, and
used to derive a separation function. In this example, a linear separating
function can easily be derived by inspection. For example, a suitable
separating function is:
for eigenvectors v,, v,

and an input vector x
If [(¢' (x)v,)> 0 and (¢’ (x)v,) > o] then

x belongs to group | (that is, it is of the first

denomination);
if [(¢'(x)v,) > 0 and (4" (x)v,) < o]

then x belongs to group 2 (that is, it is of the second

denomination); and
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if [(¢' (x)v,) <0 and (¢’ (x)v,) > o]
then x belongs to group 3 (that is, it is a counterfeit of
the first denomination).

Classification for coins of an unknown denomination is then
performed as follows. The inserted coin is sensed, and measurements
representative of the material, thickness and diameter are obtained, as for the
samples. A feature vector is then derived from the measured values. The
feature vector is then projected onto the calculated eigenvectors (using
equation 21) and the coin is classified in accordance with the projection
values and the separating function, as described above.

The analysis of the sample values for the initial data analysis and the
derivation of the separating function can be done, for example, using a
microprocessor. Similarly, the classifier 6 may be a microprocessor.

As an alternative, the classifier 6 may be a neural network, such as a
probabilistic neural network, or a perceptron. For example, the neural
network may include N-1 linear output neurones and M hidden neurones,
where every kernel computation is a hidden neurone. Then the input weights
are the values x,, and the coefficients a are the weights between the hidden
neurones and the output layer.

Also, the classifier may be a linear classifier, or a Support Vector

Machine.
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The methods of the embodiment described above are equally
applicable to a banknote or indeed to a classification of other sorts of items.
Other methods of solving (10), for example by decomposing K using

eigenvector decomposition, are possible.
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Claims

1. A method of deriving a classification for classifying items of
currency into two or more classes comprising measuring known samples for
each class and deriving feature vectors from the measured samples, selecting a
function corresponding to a non-linear mapping of the feature vector space to
a second higher-dimensional space, mapping feature vectors to image vectors,
and deriving coefficients representing N-1 axes, where N is the number of
classes, in the second space, obtaining values representing the projections of
the image vectors for the measured samples onto the N-1 axes, and using
those values to derive a separating function for separating the classes

equivalent to a separating function in the second space.

2. A method as claimed in claim 1 wherein the coefficients are
derived by optimising the separation of the groups of image vectors for each
class with respect to the axes.

3. A method as claimed in claim 1 or claim 2 comprising deriving
a matrix V where V is the covariance matrix in the second space and a matrix
B where B is the covariance matrix of the class centres in the second space,
deriving the solutions to the equation AVv=Bv, and deriving said coefficients

from the solutions v.
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4. A method as claimed in any one of claims 1 to 4 wherein said
function expresses a dot product in the second space in terms of a function on

two elements of the feature vector space.

5. A method as claimed in claim 4 wherein said function is k(x,y)

where k(x,y) = (x.y)d.

6. A method as claimed in claim 4 wherein said function is k(x,y)
- 2
where k(x,y) = expw .

7. A method as claimed in claim 4 wherein said function is k(x,y)

where k(x,y) = tanh ((x.y) + 8).

8. A method as claimed in claim 4 wherein said function is k(x,y)

1
where k(x,y) = (m) :

9. A method for classifying an item of currency comprising
measuring features of the item, generating a feature vector from the measured
values, and classifying the item using a classifying derived by a method

according to any one of claims 1 to 8.
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10.  An apparatus for classifying items of currency comprising
measuring means for measuring features of an item of currency, feature vector
generating means for generating a feature vector from the measured values,
and classifying means for classifying the item using a classifier derived

according to the method of any one of claims 1 to 8.

11.  An apparatus for classifying items of currency comprising
measuring means for measuring features of an item of currency, feature vector
generating means for generating a feature vector from the measured values,
and classifying means for classifying the item using a function corresponding
to a non-linear mapping of the feature vector space to a second higher-
dimensional space, mapping feature vectors to image vectors, and coefficients
representative of N-1 axes, where N is the number of classes that can be
classified by the apparatus, in the second space, a function equivalent to a

separating function in the second space.

12.  An apparatus as claimed in claim 11 wherein the classifying
means comprises means for deriving values representing the projection of the

image of the feature vector of the measured item onto the or each axis.
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13.  An apparatus as claimed as claimed in any one of claims 10 to

12 wherein the classifying means comprises a neural network.

14.  An apparatus as claimed in any one of claims 10 to 13
comprising a coin inlet and the measuring means comprises sensor means for

sensing a coin.

15. An apparatus as claimed in claim 14 wherein the sensor means

is for sensing the material and/or the thickness and/or the diameter of a coin.

16.  An apparatus as claimed in any one of claims 10 to 12
comprising a banknote inlet and wherein the measuring means comprises

sensor means for sensing a banknote.

17. An apparatus as claimed in claim 16 wherein the sensor means
is for sensing the intensity of light reflected from and/or transmitted through a

banknote.

18. A coin validator comprising an apparatus as claimed in any one

of claims 10 to 15.
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19. A banknote validator comprising an apparatus as claimed in

any one of claims 10to 12 or 16 or 17.

20. A method substantially as hereinbefore described with

reference to the accompanying drawings.

21.  An apparatus substantially as hereinbefore described with

reference to the accompanying drawings.
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