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(57) ABSTRACT 

A device comprising a video file creation module is config 
ured to obtain a plurality of slices of coded video content. 
Parameter sets are associated with the coded video content. 
The video creation module encapsulates the plurality of slices 
of coded video content within one or more access units of a 
Video stream. A first type of parameter set may be encapsu 
lated within one or more access units of the video stream. A 
second type of parameter set may be encapsulated within a 
sample description. The sample description may include an 
indicator identifying a number of temporal layers of the video 
Stream. 
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METHOD OF CODINGVIDEO AND STORING 
VIDEO CONTENT 

RELATED APPLICATIONS 

0001. This application claims the benefit of: 
0002 U.S. Provisional Application No. 61/592.462, filed 
Jan. 30, 2012; which is hereby incorporated by reference in its 
entirety. 

TECHNICAL FIELD 

0003) This disclosure relates to video coding and storing 
Video content and more particularly to techniques for encap 
Sulating parameter sets and other parameters within a video 
file. 

BACKGROUND 

0004 Digital video capabilities can be incorporated into a 
wide range of devices, including digital televisions, digital 
direct broadcast systems, wireless broadcast systems, per 
Sonal digital assistants (PDAs), laptop or desktop computers, 
tablet computers, e-book readers, digital cameras, digital 
recording devices, digital media players, video gaming 
devices, video game consoles, cellular or satellite radio tele 
phones, so-called 'smart phones. Video teleconferencing 
devices, video streaming devices, and the like. Digital video 
devices implement video compression techniques, such as 
those described in the standards defined by MPEG-2, MPEG 
4, ITU-T H.263, ITU-T H.264/MPEG-4, Part 10, Advanced 
Video Coding (AVC), the High Efficiency Video Coding 
(HEVC) standard presently under development, and exten 
Sions of Such standards. The video devices may transmit, 
receive, encode, decode, and/or store digital video informa 
tion more efficiently by implementing such video compres 
sion techniques. 
0005 Video compression techniques perform spatial (in 
tra-picture) prediction and/or temporal (inter-picture) predic 
tion to reduce or remove redundancy inherent in video 
sequences. For block-based video coding, a video slice (i.e., 
a Video frame or a portion of a video frame) may be parti 
tioned into video blocks, which may also be referred to as 
treeblocks, coding tree units (CTUs), coding tree blocks 
(CTBs), coding units (CUs) and/or coding nodes. Video 
blocks in an intra-coded (I) slice of a picture are encoded 
using spatial prediction with respect to reference samples in 
neighboring blocks in the same picture. Video blocks in an 
inter-coded (P or B) slice of a picture may use spatial predic 
tion with respect to reference samples in neighboring blocks 
in the same picture or temporal prediction with respect to 
reference samples in other reference pictures. Pictures may be 
referred to as frames, and reference pictures may be referred 
to a reference frames. 
0006 Spatial or temporal prediction results in a predictive 
block for a block to be coded. Residual data represents pixel 
differences between the original block to be coded and the 
predictive block. An inter-coded block is encoded according 
to a motion vector that points to a block of reference samples 
forming the predictive block, and the residual data indicating 
the difference between the coded block and the predictive 
block. An intra-coded block is encoded according to an intra 
coding mode and the residual data. For further compression, 
the residual data may betransformed from the pixel domainto 
a transform domain, resulting in residual transform coeffi 
cients, which then may be quantized. The quantized trans 
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form coefficients, initially arranged in a two-dimensional 
array, may be scanned in order to produce a one-dimensional 
Vector of transform coefficients, and entropy coding may be 
applied to achieve even more compression. 

SUMMARY 

0007. This disclosure relates to various techniques for 
storing video data. In particular, this disclosure describes 
technique for encapsulating parameter sets and other param 
eters within a video file. 
0008. In one example of the disclosure, a method of gen 
erating a video file including coded video content comprises 
obtaining a plurality of slices of coded video content; obtain 
ing a plurality of parameter sets associated with the plurality 
of slices of video content; encapsulating the plurality of slices 
of coded video content within one or more access units of a 
Video stream; encapsulating a first type of parameter set 
within the one or more access units of the video stream; and 
encapsulating a second type of parameter set within a sample 
description, wherein the sample description includes an indi 
cator identifying a number of parameter sets stored within 
one or more access units of the video stream. 
0009. In one example of the disclosure, a method of gen 
erating a video file including coded video content comprises 
obtaining a plurality of slices of coded video content; obtain 
ing a plurality of parameter sets associated with the plurality 
of slices of video content; and encapsulating a plurality of 
parameter sets within a sample description of the file track, 
wherein parameter set network abstraction layer units corre 
spond to a type of parameter set are included in a dedicated 
array in the sample description. 
I0010. In one example of the disclosure, a method of gen 
erating a video file including coded video content comprises 
obtaining a plurality of slices of coded video content; encap 
sulating the plurality of slices of coded video content within 
a plurality of access units of a video stream; obtaining a 
plurality of stream properties associated with the video 
stream; and encapsulating a stream properties within a 
sample description of a file track, wherein the stream proper 
ties include at least one of a frame rate and a spatial resolution 
of the video stream. 
I0011. In one example of the disclosure, a method of gen 
erating a video file including coded video content comprises 
obtaining a plurality of slices of coded video content; encap 
sulating the plurality of slices of coded video content within 
a plurality of access units of a video stream, wherein the video 
stream includes multiple temporal layers; and encapsulating 
an indicator within a sample description of a file track, 
wherein the indicator an indicates of a number of temporal 
layers of the video stream. 
I0012. In one example of the disclosure, a method of gen 
erating a video file including coded video content comprises 
obtaining a plurality of slices of coded video content; encap 
sulating the plurality of slices of coded video content within 
a plurality of access units of a video stream, wherein the video 
stream includes multiple temporal layers; and encapsulating 
the plurality of access units within a plurality of samples in a 
file track, wherein the file track contains a representation of 
the assignment of the samples in the track to temporal layers 
as well as a characteristics description for each of the tempo 
ral layers. 
0013. In another example of the disclosure, a device com 
prises a video file creation module configured to obtain a 
plurality of slices of coded video content, obtain a plurality of 
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parameter sets associated with the plurality of slices of video 
content, encapsulating the plurality of slices of coded video 
content within one or more access units of a video stream, 
encapsulate a first type of parameter set within the one or 
more access units of the video stream, and encapsulate a 
second type of parameter set within a sample description, 
wherein the sample description includes an indicator identi 
fying a number of parameter sets stored within one or more 
access units of the video stream. 
0014. In another example of the disclosure, a device com 
prises a video file creation module configured to: obtain a 
plurality of slices of coded video content; obtain a plurality of 
parameter sets associated with the plurality of slices of video 
content; and encapsulate a plurality of parameter sets within 
a sample description of the file track, wherein parameter set 
network abstraction layer units correspond to a type of param 
eter set are included in a dedicated array in the sample 
description. 
0015. In another example of the disclosure, a device com 
prises a video file creation module configured to: obtain a 
plurality of slices of coded video content; encapsulate the 
plurality of slices of coded video content within a plurality of 
access units of a video stream; obtain a plurality of stream 
properties associated with the video stream; and encapsulate 
a stream properties within a sample description of a file track, 
wherein the stream properties include at least one of a frame 
rate and a spatial resolution of the video stream. 
0016. In another example of the disclosure, a device com 
prises a video file creation module configured to: obtain a 
plurality of slices of coded video content; encapsulate the 
plurality of slices of coded video content within a plurality of 
access units of a video stream, wherein the video stream 
includes multiple temporal layers; and encapsulate an indi 
cator within a sample description of a file track, wherein the 
indicator an indicates of a number of temporal layers of the 
Video stream. 
0017. In another example of the disclosure, a device com 
prises a video file creation module configured to: obtain a 
plurality of slices of coded video content; encapsulate the 
plurality of slices of coded video content within a plurality of 
access units of a video stream, wherein the video stream 
includes multiple temporal layers; and encapsulate the plu 
rality of access units within a plurality of samples in a file 
track, wherein the file track contains a representation of the 
assignment of the samples in the track to temporal layers as 
well as a characteristics description for each of the temporal 
layers. 
0018. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
sors of a video coding device to: obtain a plurality of slices of 
coded video content, obtain a plurality of parameter sets 
associated with the plurality of slices of video content, encap 
sulating the plurality of slices of coded video content within 
one or more access units of a video stream, encapsulate a first 
type of parameter set within the one or more access units of 
the video stream, and encapsulate a second type of parameter 
set within a sample description, wherein the sample descrip 
tion includes an indicator identifying a number of parameter 
sets stored within one or more access units of the video 
Stream. 

0019. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
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sors of a video coding device to: obtain a plurality of slices of 
coded video content, obtain a plurality of parameter sets 
associated with the plurality of slices of video content; and 
encapsulate a plurality of parameter sets within a sample 
description of the file track, wherein parameter set network 
abstraction layer units correspond to a type of parameter set 
are included in a dedicated array in the sample description. 
0020. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
sors of a video coding device to: obtain a plurality of slices of 
coded video content; encapsulate the plurality of slices of 
coded video content within a plurality of access units of a 
Video stream; obtain a plurality of stream properties associ 
ated with the video stream; and encapsulate a stream proper 
ties within a sample description of a file track, wherein the 
stream properties include at least one of a frame rate and a 
spatial resolution of the video stream. 
0021. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
sors of a video coding device to: obtain a plurality of slices of 
coded video content; encapsulate the plurality of slices of 
coded video content within a plurality of access units of a 
video stream, wherein the video stream includes multiple 
temporal layers; and encapsulate an indicator within a sample 
description of a file track, wherein the indicator an indicates 
of a number of temporal layers of the video stream. 
0022. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
sors of a video coding device to: obtain a plurality of slices of 
coded video content; encapsulate the plurality of slices of 
coded video content within a plurality of access units of a 
video stream, wherein the video stream includes multiple 
temporal layers; and encapsulate the plurality of access units 
within a plurality of samples in a file track, wherein the file 
track contains a representation of the assignment of the 
samples in the track to temporal layers as well as a character 
istics description for each of the temporal layers. 
0023. In another example of the disclosure, an apparatus 
configured to generate a video file including coded video 
content comprises means for obtaining a plurality of slices of 
coded video content; means for obtaining a plurality of 
parameter sets associated with the plurality of slices of video 
content; means for encapsulating the plurality of slices of 
coded video content within one or more access units of a 
Video stream; means for encapsulating a first type of param 
eter set within the one or more access units of the video 
stream; and means for encapsulating a second type of param 
eter set within a sample description, wherein the sample 
description includes an indicator identifying a number of 
parameter sets stored within one or more access units of the 
Video stream. 

0024. In another example of the disclosure, an apparatus 
configured to generate a video file including coded video 
content comprises means for obtaining a plurality of slices of 
coded video content; means for obtaining a plurality of 
parameter sets associated with the plurality of slices of video 
content; and means for encapsulating a plurality of parameter 
sets within a sample description of the file track, wherein 
parameter set network abstraction layer units correspond to a 
type of parameter set are included in a dedicated array in the 
sample description. 
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0025. In another example of the disclosure, an apparatus 
configured to generate a video file including coded video 
content comprises means for obtaining a plurality of slices of 
coded video content; means for encapsulating the plurality of 
slices of coded video content within a plurality of access units 
of a video stream; means for obtaining a plurality of stream 
properties associated with the video stream; and means for 
encapsulating a stream properties withina sample description 
of a file track, wherein the stream properties include at least 
one of a frame rate and a spatial resolution of the video 
Stream. 

0026. In another example of the disclosure, an apparatus 
configured to generate a video file including coded video 
content comprises means for obtaining a plurality of slices of 
coded video content; means for encapsulating the plurality of 
slices of coded video content within a plurality of access units 
of a video stream, wherein the video stream includes multiple 
temporal layers; and means for encapsulating an indicator 
within a sample description of a file track, wherein the indi 
cator an indicates of a number of temporal layers of the video 
Stream. 

0027. In another example of the disclosure, an apparatus 
configured to generate a video file including coded video 
content comprises means for obtaining a plurality of slices of 
coded video content; means for encapsulating the plurality of 
slices of coded video content within a plurality of access units 
of a video stream, wherein the video stream includes multiple 
temporal layers; and means for encapsulating the plurality of 
access units within a plurality of samples in a file track, 
wherein the file track contains a representation of the assign 
ment of the samples in the track to temporal layers as well as 
a characteristics description for each of the temporal layers. 
0028. In another example of the disclosure, a method of 
processing a video file including coded video content com 
prises obtaining a file track including a plurality of samples: 
decapsulating a plurality of access units from the plurality of 
samples of a video stream in the file track, decapsulating a 
plurality of slices of coded video content from the plurality of 
access units; and decapsulating a plurality of parameter sets 
associated with the plurality of slices of video content from 
the plurality of samples. 
0029. In another example of the disclosure, a method of 
processing a video file including coded video content com 
prises obtaining a file track, wherein the file track includes a 
plurality of slices of coded video content; and decapsulating 
a plurality of parameter sets associated with the plurality of 
slices of video from a sample description of the file track, 
wherein parameter set network abstraction layer units corre 
spond to a type of parameter set are included in a dedicated 
array in the sample description. 
0030. In another example of the disclosure, a method of 
processing a video file including coded video content com 
prises obtaining a file track, wherein the file track includes a 
plurality of slices of coded video content included a video 
stream; and obtaining a plurality of stream properties associ 
ated with the video stream from a sample description of the 
file track, wherein the stream properties include at least one of 
a frame rate and a spatial resolution of the video stream. 
0031. In another example of the disclosure, a method of 
processing a video file including coded video content com 
prises decapsulating a plurality of slices of coded video con 
tent from a plurality of access units of a video stream, wherein 
the video stream includes multiple temporal layers; and 
obtaining an indicator within a sample description of a file 
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track, wherein the indicator an indicates of a number oftem 
poral layers of the video stream. 
0032. In another example of the disclosure, a method of 
processing a video file including coded video content com 
prises decapsulating a plurality of access units from a plural 
ity of samples in a file track, wherein the file track contains a 
representation of the assignment of the samples in the track to 
temporal layers as well as a characteristics description for 
each of the temporal layers; and decapsulating a plurality of 
slices of coded video content from a plurality of access units 
of a video stream, wherein the video stream includes multiple 
temporal layers. 
0033. In another example of the disclosure, a device com 
prises a processor configured to: obtain a file track including 
a plurality of samples; decapsulate a plurality of access units 
from the plurality of samples of a video stream in the file 
track; decapsulate a plurality of slices of coded video content 
from the plurality of access units; and decapsulate a plurality 
of parameter sets associated with the plurality of slices of 
video content from the plurality of samples. 
0034. In another example of the disclosure, a device com 
prises a processor configured to: obtain a file track, wherein 
the file track includes a plurality of slices of coded video 
content; and decapsulate a plurality of parameter sets associ 
ated with the plurality of slices of video from a sample 
description of the file track, wherein parameter set network 
abstraction layer units correspond to a type of parameter set 
are included in a dedicated array in the sample description. 
0035. In another example of the disclosure, a device com 
prises a processor configured to: obtain a file track, wherein 
the file track includes a plurality of slices of coded video 
content included a video stream; and obtain a plurality of 
stream properties associated with the video stream from a 
sample description of the file track, wherein the stream prop 
erties include at least one of a frame rate and a spatial reso 
lution of the video stream. 
0036. In another example of the disclosure, a device com 
prises a processor configured to decapsulate a plurality of 
slices of coded video content from a plurality of access units 
of a video stream, wherein the video stream includes multiple 
temporal layers; and obtain an indicator from a sample 
description of a file track, wherein the indicator an indicates 
of a number of temporal layers of the video stream. 
0037. In another example of the disclosure, a device com 
prises a processor configured to: decapsulate a plurality of 
access units from a plurality of samples in a file track, wherein 
the file track contains a representation of the assignment of 
the samples in the track to temporal layers as well as a char 
acteristics description for each of the temporal layers; and 
decapsulate a plurality of slices of coded video content from 
a plurality of access units of a video stream, wherein the video 
stream includes multiple temporal layers. 
0038. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
sors of a video coding device to: obtain a file track including 
a plurality of samples; decapsulate a plurality of access units 
from the plurality of samples of a video stream in the file 
track; decapsulate a plurality of slices of coded video content 
from the plurality of access units; and decapsulate a plurality 
of parameter sets associated with the plurality of slices of 
video content from the plurality of samples. 
0039. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
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stored thereon that upon execution cause one or more proces 
sors of a video coding device to: obtain a file track, wherein 
the file track includes a plurality of slices of coded video 
content; and decapsulate a plurality of parameter sets associ 
ated with the plurality of slices of video from a sample 
description of the file track, wherein parameter set network 
abstraction layer units correspond to a type of parameter set 
are included in a dedicated array in the sample description. 
0040. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
sors of a video coding device to: obtain a file track, wherein 
the file track includes a plurality of slices of coded video 
content included a video stream; and obtain a plurality of 
stream properties associated with the video stream from a 
sample description of the file track, wherein the stream prop 
erties include at least one of a frame rate and a spatial reso 
lution of the video stream. 

0041. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
sors of a video coding device to: decapsulate a plurality of 
slices of coded video content from a plurality of access units 
of a video stream, wherein the video stream includes multiple 
temporal layers; and obtain an indicator from a sample 
description of a file track, wherein the indicator an indicates 
of a number of temporal layers of the video stream. 
0042. In another example of the disclosure, a non-transi 
tory computer-readable storage medium has instructions 
stored thereon that upon execution cause one or more proces 
sors of a video coding device to: decapsulate a plurality of 
access units from a plurality of samples in a file track, wherein 
the file track contains a representation of the assignment of 
the samples in the track to temporal layers as well as a char 
acteristics description for each of the temporal layers; and 
decapsulate a plurality of slices of coded video content from 
a plurality of access units of a video stream, wherein the video 
stream includes multiple temporal layers. 
0043. In another example, an apparatus configured to pro 
cess a video file including coded video content comprises 
means for obtaining a file track including a plurality of 
samples; means for decapsulating a plurality of access units 
from the plurality of samples of a video stream in the file 
track; means for decapsulating a plurality of slices of coded 
Video content from the plurality of access units; and means for 
decapsulating a plurality of parameter sets associated with the 
plurality of slices of video content from the plurality of 
samples. 
0044. In another example, an apparatus configured to pro 
cess a video file including coded video content comprises 
means for obtaining a file track, wherein the file track 
includes a plurality of slices of coded video content; and 
means for decapsulating a plurality of parameter sets associ 
ated with the plurality of slices of video from a sample 
description of the file track, wherein parameter set network 
abstraction layer units correspond to a type of parameter set 
are included in a dedicated array in the sample description. 
0.045. In another example, an apparatus configured to pro 
cess a video file including coded video content comprises 
means for obtaining a file track, wherein the file track 
includes a plurality of slices of coded video content included 
a video stream; and means for obtaining a plurality of stream 
properties associated with the video stream from a sample 
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description of the file track, wherein the stream properties 
include at least one of a frame rate and a spatial resolution of 
the video stream. 
0046. In another example, an apparatus configured to pro 
cess a video file including coded video content comprises 
means for decapsulating a plurality of slices of coded video 
content from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal layers: 
and means for obtaining an indicator within a sample descrip 
tion of a file track, wherein the indicator an indicates of a 
number of temporal layers of the video stream. 
0047. In another example, an apparatus configured to pro 
cess a video file including coded video content comprises 
means for decapsulating a plurality of access units from a 
plurality of samples in a file track, wherein the file track 
contains a representation of the assignment of the samples in 
the track to temporal layers as well as a characteristics 
description for each of the temporal layers; and means for 
decapsulating a plurality of slices of coded video content 
from a plurality of access units of a video stream, wherein the 
Video stream includes multiple temporal layers. 
0048. The details of one or more examples are set forth in 
the accompanying drawings and the description below. Other 
features, objects, and advantages will be apparent from the 
description and drawings, and from the claims. 

BRIEF DESCRIPTION OF DRAWINGS 

0049 FIG. 1 is a conceptual diagram illustrating the struc 
ture of an example media file that may be generated according 
to the techniques described in this disclosure. 
0050 FIG. 2 illustrates an example of an HEVC access 
unit which may be included in a media file generated accord 
ing to the techniques described in this disclosure. 
0051 FIG. 3 is a block diagram illustrating an example 
Video coding and transmission system that may utilize the 
techniques described in this disclosure. 
0.052 FIG. 4 is a block diagram illustrating an example of 
a video encoder. 
0053 FIG. 5 is a block diagram illustrating an example of 
an encapsulation module that may implement the techniques 
described in this disclosure. 
0054 FIG. 6 is a conceptual diagram illustrating the struc 
ture of an example media file that may be generated according 
to the techniques described in this disclosure. 
0055 FIG. 7 is a flowchart illustrating an example of gen 
erating a video file including coded video content according 
to the techniques of this disclosure. 

DETAILED DESCRIPTION 

0056. In general, this disclosure relates to coding video 
and storing coded video content in a file. This disclosure 
describes various techniques for storing video content includ 
ing, for example, storing video content coded according to the 
HEVC video standard in a file based on an ISO based media 
file format (ISOBMFF). In particular, this disclosure 
describes techniques for encapsulating Sequence Parameter 
Sets (SPS), Picture Parameter Sets (PPS), and Adaptive 
Parameter Sets (APS) included in HEVC video content in a 
media file. In the case where all parameter sets can be known 
at the beginning of the file and none need to be updated (i.e., 
in some cases parameters sets with the same parameter set ID 
are updated to include different content), the parameter sets 
may be included in the sample description, which enables 
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out-of-band parameter transmission. In the case where all 
parameter sets cannot be known at the beginning of the file, or 
at least one needs to be updated, parameters sets may be 
included in the samples of the stream, or alternatively, the 
stream may be split into multiple Sub-streams, for each of 
which the parameter sets may be included in a corresponding 
sample description. By allowing parameter sets to either be 
included in the sample description or in the samples of the 
stream to which the sample description applies, no additional 
tracks are needed for storing just the parameter sets, and a 
video file creation module is free to trade off among the 
number of sample descriptions with the possibility of out-of 
band parameter set transmission. 
0057 Examples of video coding standards include ITU-T 
H.261, ISO/IEC MPEG-1 Visual, ITU-T H.262 or ISO/IEC 
MPEG-2 Visual, ITU-T H.263, ISO/IEC MPEG-4Visual and 
ITU-T H.264 (also known as ISO/IEC MPEG-4 AVC), 
including its Scalable Video Coding (SVC) and Multiview 
Video Coding (MVC) extensions. In addition, there is a new 
video coding standard, namely High-Efficiency Video Cod 
ing (HEVC), being developed by the Joint Collaboration 
Team on Video Coding (JCT-VC) of ITU-T Video Coding 
Experts Group (VCEG) and ISO/IEC Motion Picture Experts 
Group (MPEG). A recent working Draft (WD) of HEVC, 
referred to as “HEVC Working Draft 5” or “WD5,” is 
described in document JCTVC-G1103, Bross et al., “WD5: 
Working Draft 5 of High efficiency video coding (HEVC).” 
Joint Collaborative Team on Video Coding (JCT-VC) of 
ITU-T SG16 WP3 and ISO/IEC JTC1/SC29/WG 11, 7th 
Meeting: Geneva, CH, November, 2012. Further, another 
recent working draft of HEVC, Working Draft 7, is described 
in document HCTVC-I1003, Bross et al., “High Efficiency 
Video Coding (HEVC) Text Specification Draft 7” Joint Col 
laborative Team on Video Coding (JCT-VC) of ITU-T SG16 
WP3 and ISO/IEC JTC1/SC29/WG 11, 9th Meeting: Geneva, 
Switzerland, Apr. 27, 2012 to May 7, 2012. The HEVC stan 
dard may also be referred to as ISO/IEC 23008-HEVC, which 
is intended to be the standard number for the delivered version 
of HEVC. 
0058. To store video content coded according to a particu 
lar video standard a file format specification corresponding to 
the particular video standard is needed. The latest draft of the 
HEVC file format uses the ISOBMFF as the basis for its 
encapsulation format. The latest draft of the HEVC file for 
mat, referred to herein as, HEVCFF is defined according to 
ISO/IEC 14496-15:2010/Amd.1:2011 (E) and includes the 
following normative references: 

0059 (1) ISO/IEC 14496-1:2001, Information technol 
ogy—Coding of audio-visual objects—Part 1: Systems; 

0060 (2) ISO/IEC 23008-HEVC; and 
0061 (3) ISO/IEC 14496-12, Information Technol 
ogy Coding of audio-visual objects—Part 12: ISO 
based media file format (i.e., ISOBMFF) 

each of which are incorporated by reference in their entirety. 
0062. It should be noted that ISO/IEC 14496-12 is tech 
nically identical to ISO/IEC 15444-12. The ISOBMFF is 
used as the basis for many video coding standard encapsula 
tion formats, as well as for many multimedia container for 
mats. Examples of other file formats based on the ISOBMFF, 
include, for example, the MPEG-4 file format (ISO/IEC 
14496-14), the 3GPP file format (3GPP TS 26.244) and AVC 
file format (ISO/IEC 14496-15) (i.e., AVCFF). Further, it 
should be noted that although the techniques disclosed herein 
are described in some examples with respect to HEVC and 
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may reference particular file formats, they may be equally 
applicable to other video coding standards and file formats. 
0063 Files structured according to the ISOBMFF may be 
used for many purposes, including local media file playback, 
progressive downloading of a remote file, segments for 
Dynamic Adaptive Streaming over HTTP (DASH), contain 
ers for content to be streamed and its packetization instruc 
tions, and recording of received real-time media streams. In 
general, the ISOBMFF allows continuous media data, such as 
audio and video data, to be stored independently from meta 
data. In one example, media data may include a group of 
pictures coded according to HEVC. Metadata typically 
includes presentation and timing information Such that por 
tions of media data are independently decodable. 
0064. ISOBMFF uses an object-oriented based scheme in 
which elementary syntax elements are used as building 
blocks to form a media file. In ISOBMFF these elementary 
syntax elements are referred to as “boxes.” However, specific 
file formats based on ISOBMFF may refer to boxes using 
different terminology, such as "atoms.” Further, it should be 
noted, that when describing specific file formats based on 
ISOBMFF, specific terminology may often be used inter 
changeably with ISOBMFF terminology in a non-limiting 
manner. For example, when describing HEVCFF the term 
“access unit may correspond to the term “sample in the 
ISOBMFF and an access unit may be described using either 
term. In ISOBMFF, a box includes a four-character type, the 
byte count of the box, and the payload. The box type defines 
the logical relationship between a particular box and other 
types of boxes. The box type may also describe what data is 
mandatory for the particular box type and what data is 
optional for the particular box type. A box may be part of a 
sequence or group of boxes and may contain other boxes, 
which may be referred to as sub-boxes. 
0065. In ISOBMFF, a Movie box ("moov") contains the 
metadata for the continuous media streams present in the file. 
The metadata for the continuous media streams present in the 
file may be further enclosed within further boxes in the movie 
box. Continuous media streams may be represented in an 
ISOMBFF file as a track, where a track is a logical structure 
that references metadata which may be enclosed within the 
movie box and wherein the media stream consists of a 
sequence of samples. In ISOBMFF, a media stream may be 
enclosed within boxes, such as a Media Data box (“mdat') 
and Sub-boxes thereof. Further, in Some examples a media 
stream may be stored directly in an ISOBMFF file. The media 
content for a track consists of a sequence of samples, such as 
Video access units. A sequence of samples may be referred to 
as a stream. The ISOBMFF specifies a media track that con 
tains an elementary media stream. The metadata for each 
track includes a list of Sample description entries, each pro 
viding the coding or encapsulation format used in the track 
and the initialization data needed for processing that format. 
Each sample is associated with one of the sample description 
entries of the track. Some file types based on ISOBMFF also 
include hint tracks. Hint tracks include information that 
facilitates the reconstruction of media content Such that qual 
ity and reliability are improved when media content is 
streamed over a network. 

0066 Similar to a file stored according to ISOBMFF, an 
HEVC file may include a series of elementary streams that 
reference metadata. In the HEVCFF a sample may be referred 
to as an access unit as defined in ISO/IEC 23008-HEVC. In 
the HEVCFF, metadata may also be included in sample 
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description entries. The HEVCFF may allow for hinting, but 
it should be noted that what the hint tracks refers to as "B 
frames' in some file formats may actually be “disposable' 
pictures or non-reference pictures as defined in ISO/IEC 
23008-HEVC. Further, a file format used for the storage of 
HEVC video content may use the existing capabilities of the 
ISOBMFF, but also may define extensions to support specific 
HEVC coded video content features such as: parameter sets, 
temporal scalability, and random access recovery point. 
0067. The term parameter sets may refer to a sequence 
parameter set, a picture parameter set, or an adaptation 
parameter set, as defined in ISO/IEC 23008-HEVC. 
Sequence and picture parameter set mechanisms may 
decouple the transmission of infrequently changing informa 
tion from the transmission of coded block data. According to 
HEVC, each slice containing coded block data may reference 
a picture parameter set containing its decoding parameters. 
Further, a picture parameter set may reference a sequence 
parameter set that contains sequence level decoding param 
eter information. In addition, HEVC also supports adaptation 
parameter sets. Adaptation parameter sets may contain 
decoding parameters that are expected to change more fre 
quently than coding parameters in picture parameter sets. An 
adaptation parameter set may also be referenced by a slice, 
when needed. It should be noted that AVC does not currently 
Support adaptation parameter sets. 
0068 HEVCFF may support temporal scalability sample 
grouping by including a structuring and grouping mechanism 
to indicate the association of access units with different hier 
archy levels oftemporal scalability. Temporal scalability gen 
erally allows coded video content to be played back at various 
frame rates (e.g., 30 frames per second (fps) or 60 fps) at 
various bitrates. In one example, an HEVC video track may 
contain Zero or one instance of a SampleToGroupBox with a 
grouping type tscl. This SampleToGroupBoxinstance may 
represent the assignment of samples in the track to temporal 
layers. An accompanying instance of the SampleGroupDe 
ScriptionBox with the same grouping type may, if present, 
contain TemporalLayerEntry sample group entries describ 
ing the temporal layers. Thus, a temporal layer sample group 
entry may be defined in the HEVCFF as Group type: tscl: 
Container: Sample Group Description Box (sg.pd); Manda 
tory: No; and Quantity: Zero or more sample. 
0069. In some cases, a temporal layer sample group entry 
may define the temporal layer information for all samples in 
a temporal layer. Temporal layers may be numbered with 
non-negative integers, each temporal layer may be associated 
with a particular value oftemporal id as defined in ISO/IEC 
23008-HEVC. In one example, a temporal layer associated 
with a temporal id value greater than 0 may depend on all 
temporal layers associated with lesser temporal id values. A 
temporal layer representation (which may also be referred to 
as the representation of a temporal layer) associated with a 
particular temporal id value may consist of all temporal lay 
ers associated with temporal id values equal to or greater 
than the particular temporal id value. 
0070 The following is an example of syntax which may be 
used for a temporal layer entry: 

class Temporal LayerEntry() extends VisualSampleGroupEntry (tscl) 

unsigned int(8) temporalLayerId; 
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-continued 

unsigned int(8) tiProfileIndication: 
unsigned int(8) tiProfileCompatibility: 
unsigned int(8) tiLevelIndication; 
unsigned int(16) tiMaxBitRate: 
unsigned int(16) tiAvgBitRate: 
unsigned int(8) tiConstantFrameRate: 
unsigned int(16) tAvgFrameRate: 

0071. In the example temporal layer entry syntax above, 
the semantics may be defined as follows: 
temporalLayerId may give the ID of the temporal layer. In 
Some examples, for all samples that are members of this 
sample group, the Video coding layer (VCL) network abstrac 
tion layer (NAL) units (VCL NAL units are described in 
further detail below) shall have temporal id, as defined in 
ISO/IEC 23008-HEVC, equal to temporal LayerId. 
tlProfileIndication may contain the profile code (profile idc) 
as defined in ISO/IEC 23008-HEVC, for the representation of 
the temporal layer identified by temporalLayerId. 
tlProfile(Compatibility may be a byte defined exactly the same 
as the byte which occurs between the profile idc and level 
idc in an SPS, as defined in ISO/IEC 23008-HEVC, for the 
representation of the temporal layer identified by temporal 
LayerId. 
LevelIndication may contain the level code (level idc) as 
defined in ISO/IEC 23008-10, for the representation of the 
temporal layer identified by temporalLayerId. 
tlMaxBitrate may give the maximum rate in 1000 bits per 
second over any window of one second, for the representation 
of the temporal layer identified by temporal LayerId. 
tlAvgBitRate may give the average bit rate in units of 1000 
bits per second, for the representation of the temporal layer 
identified by temporalLayerId. 
tlConstantFrameRate may equal to 1 indicate that the repre 
sentation of the temporal layer identified by temporal LayerId 
is of constant frame rate. Value Zero may indicate that the 
representation of the temporal layer identified by temporal 
LayerId may or may not be of constant frame rate. 
tlAvgFrameRate may give the average frame rate in units of 
frames/(256 seconds), for the representation of the temporal 
layer identified by temporal LayerId. 
0072. In addition to temporal scalability sample grouping, 
the working draft of HEVC also includes the concept of a 
'gradual decoding refresh' or random access recovery point. 
The random access recovery point may be signaled in the 
bit-stream using the recovery point Supplemental Enhance 
ment Information (SEI) message. This message may be found 
at the beginning of the random access, and may indicate how 
much data must be decoded Subsequent to the access unit at 
the position of the SEI message before the recovery is com 
plete. The concept of gradual recovery is Supported in the 
HEVCFF by using the sample grouping of type “roll as 
defined in ISO/IEC 14496-12. The group membership may 
mark the sample containing the SEI message Such that the 
“roll-distance' is constrained to being only positive (i.e., a 
post-roll). It should be noted that the way the roll-group 
counts samples in the file format may not match the way that 
the distances are represented in the SEI message. Thus, within 
a stream, it may be necessary to mark the beginning of the 
pre-roll, so that a stream decoder may start decoding from 
there. However, in a file, when performing random access, a 
deterministic search may be desired for the closest preceding 
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frame which can be decoded perfectly (e.g., either a sync 
sample, or the end of a pre-roll). 
0073 FIG. 1 is a conceptual diagram illustrating the struc 
ture of an example HEVC media file based on the ISOBMFF 
and the current HEVCFF. It should be noted that the example 
HEVC media file 142 in FIG. 1 is intended to illustrate the 
logical relationship between video data streams and meta 
data. For the sake of brevity, the complete encapsulation 
structure of the HEVC media file 142 has not been illustrated. 
However, HEVC media file 142 may utilize boxes and encap 
sulation structures defined according to HEVCFF. In the 
example illustrated in FIG. 1, HEVC media file 142 includes 
a metadata box 144 and video data streams 146A-146N. 
Metadata box 144 may be similar to an ISOBMFF moov 
box and may contain metadata for each of video data streams 
146A-146N. In one example, metadata may be included 
within metadata tables 148A-148N. Metadata tables 148A 
148N may include sample entries which correspond to video 
data streams 146A-146N. One example of a metadata table is 
a sample table box. Each of video data streams 146A-146N 
may reference one or more of metadata tables 148A-148N. 
0074 Video data streams 146A-146N may correspond to 
the video or visual tracks described in ISOBMFF. Thus, video 
data streams 146A-146N may therefore may use: (1) a han 
dler type of vide in the HandlerBox; (2) a video media 
header Vmhd; and (3) a derivative of the VisualSampleEn 
try. A video stream may be represented by one video track in 
HEVC media file 142. Each of video data streams 146A 
146N may include one or more access units 150A-150N. 
Access units 150A-150N in the HEVC media file 142 may be 
defined according to HEVCFF. Access units 150A-150N may 
correspond to a sample in ISOBMFF. Access units 150A 
150N may be externally framed and have a size supplied by 
that external framing. In some cases, metadata box 144 may 
include information that defines the size of access units 
150A-150N. Access units 150A-150N may include a set of 
NAL (i.e., Network Abstraction Layer) units 152A-152N. 
NAL units 152A-152N may be defined according to 
HEVCFF. 

0075. Each NAL unit 152A-152N may include a length 
field that indicates the length of the NAL unit in bytes. In 
Some examples, the length field can be configured to be one, 
two, or four bytes. Length fields enable easy scanning of NAL 
units within an access unit. NAL units 152A-152N may con 
tain NAL unit data as specified in ISO/IEC 23008-HEVC. In 
addition to other types of NAL units, HEVCFF defines the 
following types of NAL units: Video data NAL units, which 
may be referred to as VCL NAL units, Supplemental 
Enhancement Information (SEI) NAL units, and Access unit 
(AU) delimiter NAL units, as well as other types of NAL 
units. It should be noted that NAL unit types that are reserved 
in ISO/IEC 23008-HEVC may acquire a definition in the 
future. Some file readers may be configured to ignore NAL 
units with reserved values of NAL unit type when they are 
present in these arrays. It should be noted that this tolerant 
behavior is designed so that errors are not raised, allowing the 
possibility of backwards-compatible extensions to these 
arrays in future specifications. 
0076 VCL NAL units may be formatted such that all 
coded slice NAL units for a single picture are contained 
within the access unit whose decoding time and composition 
time are those of the picture. Further, access units 150A-150N 
may be required to contain at least one video data NAL unit. 
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0077 Video data streams 146A-146N may also be format 
ted such that all SEINAL units are contained in the access 
unit whose decoding time occurs prior to the time at which the 
SEI messages come into effect. The order of SEI messages 
within access units 150A-150N may be as defined according 
to ISO/IEC 23008-HEVC. Further, the HEVC file 142 may 
require that SEI messages for a picture are included in the 
access unit containing that picture and that SEI messages 
pertaining to a sequence of pictures are included in the access 
unit containing the first picture of the sequence to which the 
SEI message pertains. Access unit delimiter NAL units may 
be constrained according to ISO/IEC 23008-HEVC. HEVC 
file 142 may require that the sequence of NAL units in video 
data streams 146A-146N and within a single access unit are in 
arranged in a valid decoding order as specified in ISO/IEC 
23008-HEVC. 
(0078 FIG. 2 illustrates an example of a HEVC access unit 
including NAL units. As illustrated in FIG. 2, access unit 150 
includes an AU delimiter NAL unit, a SEINAL unit, and two 
slice NAL units. Further, it should be noted that the HEVCFF 
may support the concept of Sub-samples described in 
ISOMBFF. A sub-sample is defined as one or more contigu 
ous NAL units within a sample and having the same value of 
the following fields; ReflicFlag and VclNalUnitFlag. In the 
example access unit 150 illustrated in FIG. 2, the two slice 
NAL units may form a Sub-Sample. An example of a Sub 
sample information box which may be used for an HEVC 
Stream is described in Section 8.7.7 of ISO/IEC 14496-12. A 
sub-sample may include multiple NAL units and their pre 
ceding NAL unit length field(s). When sub-samples are used, 
the presence of a Sub-sample information box may be 
optional. However, according to HEVCFF, if the sub-sample 
information box is present in a track containing HEVC data, 
the subsample priority field may be required to be set to a 
value in accordance with the specification of this field in 
ISO/IEC 14496-12. Further, the discardable field may be 
required to be set to 1 only if this sample can still be decoded 
if this Sub-sample is discarded (e.g., the Sub-Sample consists 
ofan SEINAL unit). The reserved field is defined in HEVCFF 
according to the following example syntax: 

unsigned int(1) RefRiclflag: 
unsigned int(1) VclNalUnitFlag: 
unsigned int(30) reserved = 0; 

0079. In the example syntax above, the semantics may be 
defined as follows: 
ReflicFlag equal to 0 may indicate that all the NAL units in 
the sub-sample have nal ref flag equal to 0. ReflicFlag 
equal to 1 may indicate that all the NAL units in the sub 
sample have nal ref flag equal to 1. 
VclNaIUnitFlag equal to 0 may indicate that all NAL units in 
the sub-sample are non-VCL NAL units. Value 1 may indi 
cate that all NAL units in the sub-sample are VCL NAL units. 
0080 Referring again to FIG. 1, HEVC media file 142 
may be formatted Such that all timing information is external 
to video data streams 146A-146N. However, in some 
examples, HEVC file 142 may include picture timing SEI 
messages that define presentation or composition timestamps 
in the video data streams 146A-146N, as the picture timing 
SEI message may contain information other than timing and 
may be required for conformance checking HEVC media file 
142 may store all timing information in Sample metadata 
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tables 148A-148N. Timing information stored in metadata 
tables 148A-148N may override any timing provided in video 
data streams 146A-146 N. Further, HEVC media file 142 may 
be configured such that timing information provided within a 
stream is ignored by a decoderas it may contradict the timing 
information provided elsewhere in HEVC media file 142 and 
further in Some cases timing information provided within a 
stream may not be corrector consistent within itself. It should 
be noted that timing information constraints may be imposed 
due to the fact that post-compression editing, combination, or 
re-timing of a stream at the file format level may invalidate or 
make inconsistent any embedded timing information present 
within the stream. 
0081. In some examples, HEVC media file 142 may be 
configured such that access units 150A-150N are stored in 
decoding order. Thus, if picture reordering is not used and 
decoding time (DTS) and composition time (CTS) are the 
same, then presentation is the same as decoding order and 
only a time-to-sample stts’ table need be used. It should be 
noted that any kind of picture may be reordered in HEVC 
Video, not only B-pictures. If decoding time and composition 
time differ, the composition time-to-sample “ctts’ table may 
also be used in conjunction with the stts’ table. In some 
examples, an access unit may be considered as a sync sample 
if the VCLNAL units in the access unit indicate that the coded 
picture contained in the access unit is an instantaneous decod 
ing refresh (IDR) picture. 
0082 In some cases, HEVC media file 142 may be con 
figured such that video data streams 146A-146N are required 
not to include start codes. However, systems that wish to 
deliver a stream for HEVC media file 142 using start codes 
may do so by reformatting the video streams 146A-146N to 
insert start codes. Further, video data may naturally be repre 
sented as a variable bit rate in HEVC media file 142 and may 
be filled for transmission if needed. Thus, HEVC media file 
142 may be configured such video data streams 146A-146N 
are required not to include filler data NAL units and filler data 
SEI messages. It should be noted that if HEVC media file 142 
does not contain filler data NAL units, start codes, Zero byte 
Syntax elements, and/or filler data SEI messages, the bit 
stream characteristics of HEVC media file 142 may change 
with respect to conformance with the Hypothetical Reference 
Decoder (HRD) when operating the HRD in Constant Bit 
Rate (CBR) mode as specified in ISO/IEC 23008-HEVC, 
Annex C. 

0083. Similar to HEVCFF, AVCFF also includes ISO/IEC 
14496-1:2001 as a normative reference and AVCFF includes 
a similar design of the systems interface (also referred to as 
high-level syntax) as the working draft of HEVC. Thus, some 
portions of the HEVC media file 142 may be formatted in a 
similar manner to an AVC file. However, some aspects of the 
AVCFF may not provide for optimal formatting of HEVC 
coded video content. 

0084. One aspect of the AVCFF is that because parameter 
sets can either be included in the sample description or in a 
separate parameter set track, there may be an unnecessary 
increase in the number of tracks or the number of sample 
descriptions, where each corresponds to a Subset of the entire 
video stream in a video track. It should be noted that the 
current HEVCFF does not allow for separate parameter set 
tracks. 

I0085. Another aspect of the AVCFF is that different types 
of parameter sets are bundled together whether they are 
included in the sample description or a separate parameterset 
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track. Thus, in AVC files that do not use a separate parameter 
track, it is not possible to include Some types of parameter sets 
in a sample description while excluding others. Thus, in this 
case, SPS and PPS are both stored in the sample description, 
although PPS may change more frequently. In this manner, 
PPS cannot be transmitted independent of SPS. 
I0086. Another aspect of the AVCFF is that a sample 
description includes an array for an SPS and another array for 
PPS. In AVCFF these arrays are also allowed to contain SEI 
NAL units containing declarative SEI messages. Thus, a file 
parser would have to check the NAL unit header of each NAL 
unit included in an SPS or PPS array to determine whether the 
NAL unit is a parameter set NAL unit or an SEI NAL unit. 
I0087 Another aspect of the AVC file format is that stream 
properties like spatial resolution and frame rate which are 
important for track or stream selection purposes (e.g., in file 
based adaptive streaming applications) are not allowed to be 
stored in the sample description and are thus not conveniently 
accessible with the AVCFF design. 
I0088 Another aspect of the AVC file format is that tem 
poral Scalability properties, such as profile, level, and frame 
rate, which are important for selection of a particular tempo 
ral Subset of a stream, are missing for each temporal layer 
representation. 
I0089 FIG. 3 is a block diagram illustrating an example 
Video coding and transmission system that may utilize the 
techniques described in this disclosure. In one example sys 
tem 10 may be configured to encapsulate a PPS within access 
units of a video stream, wherein the sample description 
includes an indicator identifying the number of PPS stored 
within one or more access units of the video stream. As shown 
in FIG. 3, system 10 includes a source device 12 that gener 
ates encoded video data to be decoded at a later time by a 
destination device 14. Source device 12 and destination 
device 14 may be configured such that HEVC media file 142, 
described with respect to FIG. 1 may be generated at source 
device 12 and transmitted to destination device 14. Source 
device 12 and destination device 14 may comprise any of a 
wide range of devices, including desktop computers, note 
book (i.e., laptop) computers, tablet computers, set-top 
boxes, telephone handsets Such as so-called 'smartphones, 
so-called “smart' pads, televisions, cameras, display devices, 
digital media players, video gaming consoles, video stream 
ing device, or the like. In some cases, source device 12 and 
destination device 14 may be equipped for wireless commu 
nication. 
(0090. In the example of FIG.3, source device 12 includes 
a video source 18, video encoder 20, encapsulation unit 21, 
and an output interface 22. Video source 18 may include a 
Source Such as a video capture device, e.g., a video camera, a 
Video archive containing previously captured video, a video 
feed interface to receive video from a video content provider, 
and/or a computer graphics system for generating computer 
graphics data as the Source video, or a combination of Such 
Sources. The captured, pre-captured, or computer-generated 
video may be encoded by video encoder 20. Video encoder 20 
may operate according to a video compression standard, Such 
as HEVC and may conform to the HEVC Test Model (HM). 
Further, video encoder 20 may operate according to other 
video standards described herein. 
0091 For video coding according to the HEVC, a video 
frame may be partitioned into coding units. A coding unit 
(CU) generally refers to an image region that serves as a basic 
unit to which various coding tools are applied for video com 
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pression. ACU usually has a luminance component, denoted 
as Y. and two chroma components, denoted as U and V. 
Depending on the video sampling format, the size of the U 
and V components, in terms of number of samples, may be the 
same as or different from the size of the Y component. A CU 
is typically square, and may be considered to be similar to a 
so-called macroblock, e.g., under other video coding stan 
dards Such as AVC. Coding according to some of the presently 
proposed aspects of the developing HEVC standard will be 
described in this application for purposes of illustration. 
However, the techniques described in this disclosure may be 
useful for other video coding processes, such as those defined 
according to AVC or other standard or proprietary video 
coding processes. HEVC standardization efforts are based on 
a model of a video coding device referred to as the HEVC Test 
Model (HM). The HM presumes several capabilities of video 
coding devices over devices according to, e.g., ITU-T H.264/ 
AVC. For example, whereas AVC provides nine intra-predic 
tion encoding modes, HM provides as many as thirty-four 
intra-prediction encoding modes. 
0092. A video sequence typically includes a series of 
video frames or pictures. A group of pictures (GOP) generally 
comprises a series of one or more of the video pictures. A 
GOP may include syntax data in aheader of the GOP, aheader 
of one or more of the pictures, or elsewhere, that describes a 
number of pictures included in the GOP. Each slice of a 
picture may include slice syntax data that describes an encod 
ing mode for the respective slice. Video encoder 20 typically 
operates on video blocks within individual video slices in 
order to encode the video data. A video block may include one 
or more TUs or PUs that correspond to a coding node within 
a CU. The video blocks may have fixed or varying sizes, and 
may differ in size according to a specified coding standard. 
0093. According to the HM, a CU may include one or 
more prediction units (PUs) and/or one or more transform 
units (TUs). Syntax data within a bitstream may define a 
largest coding unit (LCU), which is a largest CU in terms of 
the number of pixels. In general, a CU has a similar purpose 
to a macroblock of H.264, except that a CU does not have a 
size distinction. Thus, a CU may be split into sub-CUs. In 
general, references in this disclosure to a CU may refer to a 
largest coding unit of a picture or a Sub-CU of an LCU. An 
LCU may be split into sub-CUs, and each sub-CU may be 
further split into sub-CUs. Syntax data for a bitstream may 
define a maximum number of times an LCU may be split, 
referred to as CU depth. Accordingly, a bitstream may also 
define a smallest coding unit (SCU). This disclosure also uses 
the term “block” or “portion” to refer to any of a CU, PU, or 
TU. In general, "portion” may refer to any sub-set of a video 
frame. 

0094. An LCU may be associated with a quadtree data 
structure. In general, a quadtree data structure includes one 
node per CU, where a root node corresponds to the LCU. If a 
CU is split into four sub-CUs, the node corresponding to the 
CU includes four leaf nodes, each of which corresponds to 
one of the sub-CUs. Each node of the quadtree data structure 
may provide syntax data for the corresponding CU. For 
example, a node in the quadtree may include a split flag, 
indicating whether the CU corresponding to the node is split 
into sub-CUs. Syntax elements for a CU may be defined 
recursively, and may depend on whether the CU is split into 
Sub-CUs. Ifa CU is not split further, it is referred as a leaf-CU. 
In this disclosure, 4 Sub-CUs of a leaf-CU will also be referred 
to as leaf-CUs although there is no explicit splitting of the 
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original leaf-CU. For example if a CU at 16x16 size is not 
split further, the four 8x8 sub-CUs will also be referred to as 
leaf-CUs although the 16x16 CU was never split. 
(0095 Moreover, TUs of leaf-CUs may also be associated 
with respective quadtree data structures. That is, a leaf-CU 
may include a quadtree indicating how the leaf-CU is parti 
tioned into TUs. This disclosure refers to the quadtree indi 
cating how an LCU is partitioned as a CU quadtree and the 
quadtree indicating how a leaf-CU is partitioned into TUs as 
a TU quadtree. The root node of a TU quadtree generally 
corresponds to a leaf-CU, while the root node of a CU 
quadtree generally corresponds to an LCU. TUs of the TU 
quadtree that are not split are referred to as leaf-TUs. 
0096. A leaf-CU may include one or more prediction units 
(PUs). In general, a PU represents all or a portion of the 
corresponding CU, and may include data for retrieving a 
reference sample for the PU. For example, when the PU is 
inter-mode encoded, the PU may include data defining a 
motion vector for the PU. The data defining the motion vector 
may describe, for example, a horizontal component of the 
motion vector, a vertical component of the motion vector, a 
resolution for the motion vector (e.g., one-quarter pixel pre 
cision or one-eighth pixel precision), a reference frame to 
which the motion vector points, and/or a reference list (e.g., 
list 0 or list 1) for the motion vector. Data for the leaf-CU 
defining the PU(s) may also describe, for example, partition 
ing of the CU into one or more PUs. Partitioning modes may 
differ depending on whether the CU is uncoded, intra-predic 
tion mode encoded, or inter-prediction mode encoded. For 
intra coding, a PU may be treated the same as a leaf transform 
unit described below. 
0097. As an example, the HM supports prediction in vari 
ous PU sizes. Assuming that the size of a particular CU is 
2Nx2N, the HM supports intra-prediction in PU sizes of 
2NX2N or NxN, and inter-prediction in symmetric PU sizes 
of 2Nx2N, 2NxN, Nx2N, or NXN. The HM also supports 
asymmetric partitioning for inter-prediction in PU sizes of 
2NxnU, 2Nxn), nLX2N, and nRX2N. In asymmetric parti 
tioning, one direction of a CU is not partitioned, while the 
other direction is partitioned into 25% and 75%. The portion 
of the CU corresponding to the 25% partition is indicated by 
an “n” followed by an indication of “Up”, “Down.” “Left,” or 
“Right.” Thus, for example, "2NxnU” refers to a 2Nx2NCU 
that is partitioned horizontally with a 2Nx0.5NPU on top and 
a 2NX1.5N PU on bottom. 

(0098. In this disclosure, “NXN” and “Nby N may be used 
interchangeably to refer to the pixel dimensions of a video 
block in terms of Vertical and horizontal dimensions, e.g., 
16x16 pixels or 16 by 16 pixels. In general, a 16x16 block will 
have 16 pixels in a vertical direction (y=16) and 16 pixels in 
a horizontal direction (x=16). Likewise, an NXN block gen 
erally has N pixels in a vertical direction and N pixels in a 
horizontal direction, where N represents a nonnegative inte 
ger value. The pixels in a block may be arranged in rows and 
columns. Moreover, blocks need not necessarily have the 
same number of pixels in the horizontal direction as in the 
vertical direction. For example, blocks may comprise NXM 
pixels, where M is not necessarily equal to N. 
0099] To code a block (e.g., a prediction unit of video 
data), a predictor for the block is first derived. The predictor, 
also referred to as a predictive block, can be derived either 
through intra (I) prediction (i.e., spatial prediction) or inter (P 
or B) prediction (i.e. temporal prediction). Hence. Some pre 
diction units may be intra-coded (I) using spatial prediction 
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with respect to reference samples in neighboring reference 
blocks in the same frame (or slice), and other prediction units 
may be uni-directionally inter-coded (P) or bi-directionally 
inter-coded (B) with respect to blocks of reference samples in 
other previously-coded frames (or slices). In each case, the 
reference samples may be used to form a predictive block for 
a block to be coded. 
0100. Upon identification of a predictive block, the differ 
ence between the original video data block and its predictive 
block is determined. This difference may be referred to as the 
prediction residual data, and indicates the pixel differences 
between the pixel values in the block to the coded and the 
pixel values in the predictive block selected to represent the 
coded block. To achieve better compression, the prediction 
residual data may be transformed, e.g., using a discrete cosine 
transform (DCT), an integer transform, a Karhunen-Loeve 
(K-L) transform, or another transform. 
0101 The residual data in a transform block, such as a TU, 
may be arranged in a two-dimensional (2D) array of pixel 
difference values residing in the spatial, pixel domain. A 
transform converts the residual pixel values into a two-dimen 
sional array of transform coefficients in a transform domain, 
Such as a frequency domain. For further compression, the 
transform coefficients may be quantized prior to entropy cod 
ing. An entropy coder then applies entropy coding, Such as 
Context Adaptive Variable Length Coding (CAVLC), Con 
text Adaptive Binary Arithmetic Coding (CABAC), Probabil 
ity Interval Partitioning Entropy Coding (PIPE), or the like, to 
the quantized transform coefficients. 
0102) To entropy code a block of quantized transform 
coefficients, a scanning process is usually performed so that 
the two-dimensional (2D) array of quantized transform coef 
ficients in a block is rearranged, according to a particular scan 
order, into an ordered, one-dimensional (1D) array, i.e., vec 
tor, of transform coefficients. Entropy coding is then applied 
to the vector of transform coefficients. The scan of the quan 
tized transform coefficients in a transform unit serializes the 
2D array of transform coefficients for the entropy coder. A 
significance map may be generated to indicate the positions 
of significant (i.e., non-Zero) coefficients. Scanning may be 
applied to scan levels of significant (i.e., nonzero) coeffi 
cients, and/or to code signs of the significant coefficients. 
0103) In HEVC, position information of the significant 
transform (e.g., the significance map) is first coded for a TU to 
indicate the location of the last non-zero coefficient in the 
scan order. The significance map and the level information 
(the absolute values and signs of the coefficients) are coded 
for each coefficient in an inverse scan order. 
0104 Following any transforms to produce transform 
coefficients, video encoder 20 may perform quantization of 
the transform coefficients. Quantization generally refers to a 
process in which transform coefficients are quantized to pos 
sibly reduce the amount of data used to represent the coeffi 
cients, providing further compression. The quantization pro 
cess may reduce the bit depth associated with some or all of 
the coefficients. For example, an n-bit value may be rounded 
downto an m-bit value during quantization, where n is greater 
than m. In some examples, video encoder 20 may utilize a 
predefined scan order to Scan the quantized transform coeffi 
cients to produce a serialized vector that can be entropy 
encoded. In other examples, video encoder 20 may perform 
an adaptive scan. 
0105 FIG. 4 is a block diagram illustrating an example 
video encoder 20 that may implement the techniques 
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described in this disclosure. Video encoder 20 may perform 
intra- and inter-coding of video blocks within video slices. 
Intra coding relies on spatial prediction to reduce or remove 
spatial redundancy in video within a given video frame or 
picture. Inter-coding relies on temporal prediction to reduce 
or remove temporal redundancy in video within adjacent 
frames or pictures of a video sequence. Intra-mode (I mode) 
may refer to any of several spatial based compression modes. 
Inter-modes, such as uni-directional prediction (P mode) or 
bi-prediction (B mode), may refer to any of several temporal 
based compression modes. 
0106. In the example of FIG. 4, video encoder 20 includes 
a partition module 35, prediction module 41, reference pic 
ture memory 64, Summer 50, transform module 52, quanti 
zation module 54, and entropy encoding module 56. Predic 
tion module 41 includes motion estimation module 42, 
motion compensation module 44, and intra prediction mod 
ule 46. Prediction module 41 also may include partition mod 
ule 35. For video block reconstruction, video encoder 20 also 
includes inverse quantization module 58, inverse transform 
module 60, and summer 62. A deblocking filter (not shown in 
FIG. 4) may also be included to filter block boundaries to 
remove blockiness artifacts from reconstructed video. If 
desired, the deblocking filter would typically filter the output 
of summer 62. Additional loop filters (in loop or post loop) 
may also be used in addition to the deblocking filter. 
0.107 As shown in FIG. 4, video encoder 20 receives video 
data, and partition module 35 may partition the data into 
video blocks. This partitioning may also include partitioning 
Video data into slices, tiles, or other larger units, as well as 
Video block partitioning, e.g., according to a residual 
quadtree structure of LCUs and CUs to produce PUs and 
TU’s. Partition module 35 may partition blocks of video data 
such as LCUs into sub-blocks such as CU’s, PUs and TU’s. 
For example, partition module 35 may partition blocks of 
Video data based on evaluation of previous partitioning 
schemes in previous coding passes. For example, partition 
module 35 may initially partition a frame or slice into LCUs, 
and partition each of the LCUs into sub-CUs based on a 
rate-distortion analysis (e.g., rate-distortion optimization) in 
conjunction with prediction module 41. Accordingly, 
although partition module 35 is shown in FIG. 4 as a separate 
block for purposes of illustration, the partitioning functions 
performed by partition module 35 may be integrated with the 
mode selection and prediction functions of prediction module 
41, particularly where the rate-distortion analysis performed 
by prediction module 41 may be used to determine, at least in 
part, aspects of the partitioning applied to an LCU to produce 
CU’s, sub-CU’s, PUs and TU’s. In general, prediction mod 
ule 41, in conjunction with partition module 35, may produce 
a quadtree data structure indicative of partitioning of an LCU 
into Sub-CUs. Leaf-node CUs of the quadtree may include 
one or more PUs and one or more TUs. 

0.108 Prediction module 41, as represented by partition 
module 35, may provide various techniques for defining a 
partitioning scheme for one of the plurality of video compo 
nents independently of other video components, as described 
in this disclosure. In another aspect, prediction module 41 
may determine whether to define a partitioning scheme for at 
least one of the plurality of video components of a video block 
independently of the other video components based on one or 
more properties of the video block. In some examples, the 
properties may include at least one of block size, picture type, 
block partition, or motion information. 
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0109 Video encoder 20 generally illustrates the compo 
nents that encode video blocks within a video slice to be 
encoded. The slice may be divided into multiple video blocks 
(and possibly into sets of video blocks referred to as tiles). 
Prediction module 41 may select one of a plurality of possible 
coding modes. Such as one of a plurality of intra coding 
modes or one of a plurality of inter coding modes, for the 
current video block based on error results (e.g., coding rate 
and the level of distortion). Prediction module 41 may pro 
vide the resulting intra- or inter-coded block to summer 50 to 
generate residual block data and to Summer 62 to reconstruct 
the encoded block for use as a reference picture. 
0110 Intra prediction module 46 within prediction mod 
ule 41 may perform intra-predictive coding of the current 
video block relative to one or more neighboring blocks in the 
same frame or slice as the current block to be coded to provide 
spatial compression. Motion estimation module 42 and 
motion compensation module 44 within prediction module 
41 perform inter-predictive coding of the current video block 
relative to one or more predictive blocks in one or more 
reference pictures to provide temporal compression. 
0111. If inter prediction rather than intra prediction is 
selected for a current video block, motion estimation module 
42 may be configured to determine the inter-prediction mode 
for a video slice according to a predetermined pattern for a 
Video sequence. The predetermined pattern may designate 
Video slices in the sequence as Pslices, B slices or generalized 
P/B (GPB) slices. Motion estimation module 42 and motion 
compensation module 44 may be highly integrated, but are 
illustrated separately for conceptual purposes. Motion esti 
mation, performed by motion estimation module 42, is the 
process of generating motion vectors, which estimate motion 
for video blocks. A motion vector, for example, may indicate 
the displacement of a PU of a video block within a current 
video frame or picture relative to a predictive block within a 
reference picture. 
0112. In inter-coding, a predictive block is a block that is 
found to closely match the PU of the video block to be coded 
in terms of pixel difference, which may be determined by sum 
of absolute difference (SAD), sum of square difference 
(SSD), or other difference metrics. In some examples, video 
encoder 20 may calculate values for Sub-integer pixel posi 
tions of reference pictures stored in reference picture memory 
64. For example, video encoder 20 may interpolate values of 
one-quarter pixel positions, one-eighth pixel positions, or 
other fractional pixel positions of the reference picture. 
Therefore, motion estimation module 42 may perform a 
motion search relative to the full pixel positions and fractional 
pixel positions and output a motion vector with fractional 
pixel precision. 
0113 Motion estimation module 42 calculates a motion 
vector for a PU of a video block in an inter-coded slice by 
comparing the position of the PU to the position of a predic 
tive block of a reference picture. The reference picture may be 
selected from a first reference picture list (List 0) or a second 
reference picture list (List 1), each of which identify one or 
more reference pictures stored in reference picture memory 
64. Motion estimation module 42 sends the calculated motion 
vector to entropy encoding module 56 and motion compen 
sation module 44, e.g., along with other syntax elements. 
0114 Motion compensation, performed by motion com 
pensation module 44, may involve fetching or generating the 
predictive block based on the motion vector determined by 
motion estimation, possibly performing interpolations to Sub 
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pixel precision. Upon receiving the motion vector for the PU 
of the current video block, motion compensation module 44 
may locate the predictive block to which the motion vector 
points in one of the reference picture lists. Video encoder 20 
forms a residual video block by subtracting pixel values of the 
predictive block from the pixel values of the current video 
block being coded, forming pixel difference values. The pixel 
difference values form residual data for the block, and may 
include both luma and chroma difference components. Sum 
mer50 represents the component or components that perform 
this Subtraction operation. Motion compensation module 44 
may also generate syntax elements associated with the video 
blocks and the video slice for use by video decoder 30 in 
decoding the video blocks of the video slice. 
0115 Intra-prediction module 46 may intra-predict a cur 
rent block, as an alternative to the inter-prediction performed 
by motion estimation module 42 and motion compensation 
module 44, as described above. In particular, intra-prediction 
module 46 may determine an intra-prediction mode to use to 
encode a current block. In some examples, intra-prediction 
module 46 may encode a current block to produce a predictive 
block using various intra-prediction modes, e.g., during sepa 
rate encoding passes, and intra-prediction module 46 (or 
mode select module 40, in Some examples) may select an 
appropriate intra-prediction mode to use from the tested 
modes. For example, intra-prediction module 46 may calcu 
late rate-distortion values using a rate-distortion analysis for 
the various tested intra-prediction modes, and select the intra 
prediction mode having the best rate-distortion characteris 
tics among the tested modes. Rate-distortion analysis gener 
ally determines an amount of distortion (or error) between an 
encoded block and an original, unencoded block that was 
encoded to produce the encoded block, as well as a bit rate 
(that is, a number of bits) used to produce the encoded block. 
Intra-prediction module 46 may calculate ratios from the 
distortions and rates for the various encoded blocks to deter 
mine which intra-prediction mode exhibits the best rate-dis 
tortion value for the block. 

0116. In any case, after selecting an intra-prediction mode 
for a block, intra-prediction module 46 may provide informa 
tion indicative of the selected intra-prediction mode for the 
block to entropy coding module 56. For example, intra-pre 
diction module 46 may provide signaling, such as one or more 
Syntax elements, to indicate a selected intra mode. Entropy 
coding module 56 may encode the information indicating the 
selected intra-prediction mode. Video encoder 20 may 
include in the transmitted bitstream configuration data, which 
may include a plurality of intra-prediction mode index tables 
and a plurality of modified intra-prediction mode index tables 
(also referred to as codeword mapping tables), definitions of 
encoding contexts for various blocks, and indications of a 
most probable intra-prediction mode, an intra-prediction 
mode index table, and a modified intra-prediction mode index 
table to use for each of the contexts. 

0117. After prediction module 41 generates the predictive 
block for the current video block, video encoder 20 forms a 
residual video block by subtracting the predictive block from 
the current video block. The residual video data in the residual 
block may be included in one or more TUs and applied to 
transform module 52. Transform module 52 transforms the 
residual video data into residual transform coefficients using 
a transform, such as a discrete cosine transform (DCT) or a 
conceptually similar transform. Transform module 52 may 
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convert the residual video data from a pixel domain to a 
transform domain, Such as a frequency domain. 
0118 Transform module 52 may send the resulting trans 
form coefficients to quantization module 54. Quantization 
module 54 quantizes the transform coefficients to further 
reduce bit rate. The quantization process may reduce the bit 
depth associated with some or all of the coefficients. The 
degree of quantization may be modified by adjusting a quan 
tization parameter. In some examples, quantization module 
54 may then perform a scan of the matrix including the 
quantized transform coefficients. Alternatively, entropy 
encoding module 56 may perform the Scan. 
0119 Following quantization, entropy encoding module 
56 entropy encodes the quantized transform coefficients. For 
example, entropy encoding module 56 may perform context 
adaptive variable length coding (CAVLC), context adaptive 
binary arithmetic coding (CABAC), syntax-based context 
adaptive binary arithmetic coding (SBAC), probability inter 
val partitioning entropy (PIPE) coding or another entropy 
encoding methodology or technique. Following the entropy 
encoding by entropy encoding module 56, the encoded bit 
stream may be transmitted to video decoder 30, or archived 
for later transmission or retrieval by video decoder 30. 
Entropy encoding module 56 may also entropy encode the 
motion vectors and the other syntax elements for the current 
Video slice being coded. 
0120 Inverse quantization module 58 and inverse trans 
form module 60 apply inverse quantization and inverse trans 
formation, respectively, to reconstruct the residual block in 
the pixel domain for later use as a reference block of a refer 
ence picture. Motion compensation module 44 may calculate 
a reference block by adding the residual block to a predictive 
block of one of the reference pictures within one of the ref 
erence picture lists. Motion compensation module 44 may 
also apply one or more interpolation filters to the recon 
structed residual block to calculate Sub-integer pixel values 
for use in motion estimation. Summer 62 adds the recon 
structed residual block to the motion compensated prediction 
block produced by motion compensation module 44 to pro 
duce a reference block for storage in reference picture 
memory 64. The reference block may be used by motion 
estimation module 42 and motion compensation module 44 
as a reference block to inter-predict a block in a Subsequent 
video frame or picture. 
0121 Video encoder 20 of FIG. 4 represents an example of 
a video encoder configured to output HEVC coded video 
content, which may include coded samples of video content, 
parameter sets, and SEI messages. As described above, with 
respect to HEVC media file 142 illustrated in FIG.1, the types 
of parameter sets used with the HEVC video coding standard 
include SPS, PPS and APS. Each parameter set has an iden 
tifier, and each slice coded according to the HEVC standard, 
as described above, may reference the parameter set it was 
coded against using the parameterset's identifier. 
0122 Referring again to FIG. 3, encapsulation module 21 
may receive encoded video content from video encoder 20 
and generate a video file according to techniques described 
herein. In one example, encapsulation module 21 may receive 
HEVC coded video content and generate a video file using a 
file format based on the ISOBMFF and the current version of 
the HEVCFF. 
0123 FIG.5 is a block diagram illustrating components of 
an example encapsulation module 21. In the example of FIG. 
5, encapsulation module 21 includes video input interface 70, 
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video file creation module 72, and video file output interface 
76. Video file creation module 70, in this example, includes 
network abstraction layer (NAL) unit constructor 74. 
0.124 Video input interface 70 may receive coded video 
content. Video input interface 70 may receive coded video 
content from video encoder 20 or may retrieve encoded video 
content from a storage device. Coded video content may be 
coded according to the HEVC standard and may include 
samples of video content, parameter sets, and SEI messages. 
Upon receiving encoded video content, video input interface 
70 may output the coded video content to video file creation 
module 72 for assembly into a video file. In some instances, 
video input interface 70 may facilitate the assembly of a video 
file by organizing or buffering coded video content before it is 
output to video file creation module 72. 
0.125. In general, video file creation module 72 may gen 
erate a video file including the received coded video content. 
In one example, video file creation module 72 may create a 
video file, such as, HEVC media file 142 described with 
respect to FIG. 1. Video file creation module 72 may corre 
spond to a control unit including hardware, software, and/or 
firmware configured to perform the functions and procedures 
attributed thereto. The control unit may further perform the 
functions attributed to encapsulation module 21 generally. 
For examples in which video file creation module 72 is 
embodied in Software and/or firmware, encapsulation module 
21 may include a computer-readable medium comprising 
instructions for video file creation module 72 and a process 
ing unit to execute the instructions. Sub-modules of video file 
creation module 72 (NAL unit constructor 74 in this example) 
may be implemented as individual hardware modules and/or 
Software modules, and may be functionally integrated or fur 
ther separated into additional sub-modules. Video file cre 
ation module 72 may correspond to any suitable processing 
unit or processing circuitry, such as, for example, one or more 
microprocessors, application-specific integrated circuits 
(ASICs), field programmable gate arrays (FPGAs), digital 
signal processors (DSPs), or any combination thereof. Video 
file creation module 72 may further include a non-transitory 
computer-readable medium storing instructions for NAL unit 
constructor 74, as well as a processor for executing the 
instructions. 

I0126. In one example, video file creation module 72 may 
be configured to output encoded video data according to a file 
format where parameter sets can either be included in the 
sample description or in the samples or access units of the 
stream to which the sample description applies. In one 
example, if a type of parameter set is included in the sample 
description it may not also be included within the samples 
themselves. That is, in this particular example, for a video 
stream that a particular sample description applies to, a par 
ticular type of parameter set, if present, may either be stored 
in the sample description or in the samples, but never in both. 
In an alternative example, a type of parameter set may be 
included in both the sample description and the samples of the 
stream to which the sample description applies. When param 
eter sets are allowed to be included in either the sample 
description or within the samples themselves an indication 
may be included in the sample description to indicate whether 
there are parameter sets included in the samples in addition to 
those included in the sample description. In another example, 
video file creation module 72 may be configured to output 
encoded video data according to a file format where only one 
or more than one particular type of parameter set may be 
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included in both the sample description and the samples of the 
stream to which the sample description applies. For example, 
in some instances a file format may allow PPS to be included 
in both the sample description and samples, whereas SPS may 
only be allowed to be included in the sample description. 
Further, in this instance APS may only be allowed to be stored 
samples. In addition, an indication may be included in the 
sample description to indicate whether there may be param 
eter sets of the particular type included in the samples in 
addition to those included in the sample description. 
0127. Further, video file creation module 72 may be con 
figured such that each HEVC sample description, which con 
tains the HEVC video stream decoder specific information, 
may include a group of the particular type of parameter sets. 
A group of parameter sets may function much like a code 
book. Each parameter set may have an identifier, and each 
coded slice may reference a parameter set identifier. As 
defined by a file format, each configuration of parameter sets 
may be represented separately. According to some file for 
mats, a parameter set cannot be updated without causing a 
different sample description to be used. In this case, systems 
wishing to send parameter set updates may need to compare 
the two configurations to find the differences in order to send 
the appropriate parameterset updates. It should be noted, that 
the HEVCFF typically recommends that when several param 
eter sets are used and parameter set updating is desired, the 
parameter sets are included in the samples of the stream. It 
should also be noted that decoders conforming to the 
HEVCFF may be required to support both parameter sets 
stored in the samples as well as parameter sets stored in the 
sample description entries, unless restricted by another file 
format based on HEVCFF. 

0128. In one example, video file creation module 72 may 
be configured to output encoded video data according to a file 
format where different types of parameter sets are not 
bundled together when they are included in the sample 
description or in the samples of the stream to which the 
sample description applies. In this example, the inclusion of 
one type of parameter set in the sample description or the 
samples may be independent of whether other types of 
parameter sets are included in the sample description or the 
samples. In another example, video file creation module may 
be configured to output encoded video data according to a file 
format where only a subset of all types of parameter sets are 
bundled together when it comes to whether they are included 
in the sample description or in the samples of the stream to 
which the sample description applies. For example, SPS and 
PPS may be bundled together, while inclusion of APS in the 
sample description or in the samples may be independent of 
inclusion of SPS and PPS in the sample description or in the 
samples. 
0129. In one example, video file creation module 72 may 
be configured to output encoded video data according to a file 
format where a sample description includes an array for each 
type of parameter set, and the array for a particular type of 
parameter set may only include parameter set NAL units of 
that particular type. In addition, the sample description may 
also include an array for SEI NAL units containing declara 
tive SEI messages. Thus, in this case, a file parser does not 
need to check the NAL unit header of each NAL unit included 
in an array to determine the type of the NAL unit. In an 
alternative example, video file creation module 72 may be 
configured to output encoded video data according to a file 
format where an array is included in the sample description, 
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and the array may include any type of parameter sets as well 
as SEINAL units containing declarative SEI messages. 
0.130. In one example, video file creation module 72 may 
be configured to output encoded video data according to a file 
format where stream properties like spatial resolution and 
frame rate that are important for track or stream selection 
purposes (e.g. in file based adaptive streaming applications) 
are included in the sample description. Further, in another 
example, video file creation module 72 may be configured to 
output encoded video data according to a file format where 
the sample description includes the output bit depth (i.e., the 
bit depth, possible the same or different for different color 
components, of the pictures output from video encoder 20). 
Including stream properties that are important for track or 
stream selection purposes in the sample description may 
enable convenient access of these stream properties. In 
another example, video file creation module 72 may be con 
figured to output encoded video data according to a file format 
where the sample description includes information on a set of 
tiles (as defined in HEVC) that is independently decodable 
from other tiles throughout the stream, e.g., the geometry 
region covered by the set of tiles. 
I0131. In one example, video file creation module 72 may 
be configured to output encoded video data according to a file 
format where temporal scalability properties such as profile, 
level, and frame rate, which are important for selection of a 
particular temporal Subset of a stream, are included for each 
temporal layer representation, through the temporal scalabil 
ity Sample grouping mechanism. 
0.132. In one example, video file creation module 72 may 
be configured to store an entire video stream in one track, 
regardless of how many temporal layers are included in the 
Video stream. In an alternative example, an entire video 
stream may be stored in more than one track, where each track 
contains a Subset of consecutive temporal layers. In the case 
where an entire video stream is stored in more than one track, 
there may be an indication in the file to indicate each track for 
which the lowest contained temporal layer has a temporal id, 
denoted as td, greater than 0, and to indicate the track that 
contains the layer with temporal id equal to tid-1. These 
tracks may be respectively denoted as track A and track B. 
Such an indication may be a track reference of type tscl 
included in track A, where the track reference refers to the 
track B that the track A depends on. The stream properties of 
track A may describe that the stream consists of track A and 
all tracks that collectively contain the temporal layers with 
temporal id values less than td, as if all these temporal layers 
are also contained in track A. In one example, video file 
creation module 72 may be configured to performany and all 
combinations of the examples described above. For example, 
video file creation module 72 may be configured output 
encoded video data according to a file format including any 
and all combinations of the file formats described herein. 

0.133 Video file creation module 72 may include decoder 
configuration information in a decoder information configu 
ration record stored within a file. The decoder information 
may be defined by the HEVC standard and the decoder con 
figuration record may be based on the decoder configuration 
record currently defined in the HEVCFF, but may also include 
additional information consistent with the examples 
described herein. In this manner, one or more of the example 
configurations of video file creation module 72 described 
above may be implemented according to a file format defining 
decoder configuration information. Decoder configuration 



US 2013/O 195172 A1 

information may be included in a decoder configuration 
record as further described below. Thus, in one example, a 
sample description as described above may be embodied in a 
decoder configuration record. It should be noted that although 
metadata, Such as parameter sets and respective indications 
thereof, is described as being included in a decoder configu 
ration record or in a sample description, this should not be 
construed as limiting and metadata described above with 
respective to example configurations of video file creation 
module 72 may be stored in other portions of a file generated 
by video file creation module 72, where the other portions of 
a file generated by video file creation module 72 are distinct 
from video streams. 
0134. In one example, video file creation module 72 may 
generate a file that includes a decoder configuration record 
that may contain the size of the length field used in each 
access unit to indicate the length of an access units contained 
NAL units. Further, in one example, the decoder configura 
tion record generated by video file creation module 72 may 
also include information regarding parameter sets and 
declarative SEINAL units, such as, for example: (1) an indi 
cation whether parameter sets are stored in the sample 
description or within access units (2) the number of parameter 
sets stored in either a sample description or within access 
units of a stream; (3) information regarding parameter set 
NAL units; (4) information regarding declarative SEI NAL 
units; and/or (5) spatial resolution information. 
0135 An example decoder configuration record may be 
generated by video file creation module 72 according to the 
following example syntax. It should be noted that the syntax 
below may be modified in accordance with the other example 
video file creation module 72 configurations described above. 

aligned (8) class HEVCDecoderConfigurationRecord { 
unsigned int(8) configurationVersion = 1 
unsigned int(8) ProfileIndication; 
unsigned int(8) profileCompatibility: 
unsigned int(8) LevelIndication; 
bit(6) reserved = 111111 b: 
unsigned int(2) chromaFormat; 
bit(5) reserved = 11111 b: 
unsigned int(3) bitDepth Luma Minus8; 
bit(5) reserved = 11111 b: 
unsigned int(3) bitDepthChromaMinus8; 
bit(16) pictureWidth InLumaSamples; 
bit(16) pictureHeightinLumaSamples: 
bit(16) avgFrameRate: 
bit(1) constantFrameRate: 
bit(3) numTemporal Layers; 
bit(2) reserved = 11 b: 
unsigned int(2) length.SizeMinusCone; 
unsigned int(8) numOfSequenceParameterSets: 
or (i-0; is numCfSequenceParameterSets; i++) { 
unsigned int(16) sequenceParameterSetLength ; 
bit(8*sequenceParameterSetLength) sequenceParameterSetNalUnit; 

unsigned int(8) numOfPictureParameterSets; 
or (i-0; is numCfPictureParameterSets; i++) { 
unsigned int(16) pictureParameterSetLength; 
bit(8*pictureParameterSetLength) pictureParameterSetNalUnit; 

unsigned int(8) numOfAdaptation ParameterSets: 
for (i-0; is numCfAdaptation ParameterSets: i++) { 

unsigned int(16) adaptationParameterSetLength; 
bit(8* adaptation ParameterSetLength) adaptation ParameterSetNALUnit; 

unsigned int(8) numOfDeclarativeSeiNall Jnits; 
for (i-0; is numCfDeclarativeSeiNall Jnits; i++) { 

unsigned int(16) declarativeSeiNall JnitLength; 
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bit(8* declarativeSeiNall JnitLength) declarativeSeiNall Jnit; 

0.136. In the example syntax above, the semantics may be 
defined as follows: 
ProfileIndication may contain the profile code (profile idc) as 
defined in ISO/IEC 23008-HEVC, for the stream to which 
this configuration record applies. 
profile(Compatibility may be a byte defined exactly the same 
as the byte which occurs between the profile idc and level 
idc in a sequence parameter set (SPS), as defined in ISO/IEC 
23008-HEVC, for the stream to which this configuration 
record applies. 
Levefindication may contain the level code (level idc) as 
defined in ISO/IEC 23008-10. 
chromaFormat may contain the chroma format indicator as 
defined by the chroma format idc parameter in ISO/IEC 
23008-HEVC, for the stream to which this configuration 
record applies. 
bitDepth LumaMinus.8 may contain the luma bit depth indi 
cator as defined by the bit depth luma minus8 parameter in 
ISO/IEC 23008-HEVC, for the stream to which this configu 
ration record applies. 
bitDepthChromaMinus8 may contain the chroma bit depth 
indicator as defined by the bit depth chroma minus8 in ISO/ 
IEC 23008-HEVC, for the stream to which this configuration 
record applies. 
pictureWidth InLumaPixels may indicate the decoded picture 
width in units of luma pixels, for the stream to which this 
configuration record applies. 
pictureHeightinLumaPixels may indicate the decoded pic 
ture height in units of luma pixels, for the stream to which this 
configuration record applies. 
avgFrameRate may give the average frame rate in units of 
frames/(256 seconds), for the stream to which this configu 
ration record applies. Value 0 may indicate an unspecified 
average frame rate. 
constantFrameRate equal to 1 may indicate that the stream to 
which this configuration record applies is of constant frame 
rate. Value 2 may indicate that the representation of each 
temporal layer in the stream is of constant frame rate. Value 0 
may indicate that the stream may or may not be of constant 
frame rate. 
numTemporalLayers greater than 1 may indicate that the 
stream to which this configuration record applies is tempo 
rally scalable and the contained number of layers is equal to 
numTemporalLayers. Value 1 may indicate that the stream is 
not temporally scalable. Value 0 may indicate that it is 
unknown whether the stream is temporally scalable. 
length.SizeMinusOne plus 1 may indicate the length in bytes 
of the NALUnitLength field in an HEVC video sample in the 
stream to which this configuration record applies. 
For example, a size of one byte may be indicated with a value 
of 0. The value of this field may be one of 0, 1, or 3 corre 
sponding to a length encoded with 1, 2, or 4 bytes, respec 
tively. 
numOfSequenceParameterSets may indicate the number of 
SPSs that are used for decoding the stream to which this 
configuration record applies. In one example, if the value is 
greater than 0, there shall be no SPS included in the samples 
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of the stream. In one example, if the value is equal to 0, there 
shall be at least one SPS included in the samples of the stream. 
sequenceParameterSetLength may indicate the length in 
bytes of the SPS NAL units, as defined in ISO/IEC 23008 
HEVC. 
sequenceParameterSetNaIUnit may contain an SPS NAL 
unit, as specified in ISO/IEC 23008-HEVC. 
numOfPictureParameterSets may indicate the number of pic 
ture parameter sets that are used for decoding the stream to 
which this configuration record applies. In one example, if the 
value is greater than 0, there shall be no PPS included in the 
samples of the stream. In one example, if the value is equal to 
0, there shall beat least one PPS included in the samples of the 
Stream. 

pictureParameterSetLength may indicate the length in bytes 
of the PPS NAL unit as defined in ISO/IEC 23008-HEVC. 
pictureParameterSetNaIUnit may contain a PPSNAL unit, as 
specified in ISO/IEC 23008-HEVC. 
numOfAdaptationParameterSets may indicate the number of 
adaptation parameter sets (APSs) that are used for decoding 
the stream to which this configuration record applies. In one 
example, if the value is greater than 0, there shall be no APS 
included in the samples of the stream. In one example, if the 
value is equal to 0, there may or may not be APSs included in 
the samples of the stream. 
adaptationParameterSetLength may indicate the length in 
bytes of the APS NAL unit as defined in ISO/IEC 23008 
HEVC. 

adaptation ParameterSetNaIUnit may contain an APS NAL 
unit, as specified in ISO/IEC 23008-HEVC. 
numOfDeclarativeSeiNaIUnits may indicate the number of 
declarative SEINAL units for the stream to which this con 
figuration record applies. A declarative SEI NAL unit may 
contain SEI messages of a declarative nature, that is, those 
that provide information about the stream as a whole. An 
example of such an SEI is a user-data SEI. 
declarativeSeiNaIUnitLength may indicate the length in 
bytes of the declarative SEI NAL unit. 
declarativeSeiNaIUnit may contain a declarative SEI NAL 
unit. 
numOfSequenceParameterSetBxt may indicate the number 
of Sequence Parameter Set Extensions that are used for 
decoding the AVC elementary stream. 
sequenceParameterSetFXtLength may indicate the length in 
bytes of the SPS Extension NAL unit as defined in ISO/IEC 
14496-10. 
sequenceParameterSetBxtNALUnit may contain a SPS 
Extension NAL unit, as specified in ISO/IEC 14496-10. 
0.137 In addition to the example syntax and semantics 
described above, a file format used by video creation module 
72 may include additional constraints with respect to a 
decoder configuration record. For example, in Some cases, the 
values for ProfileIndication, Level Indication, and the flags 
which indicate profile compatibility must be valid for all 
parameter sets of the stream described by a decoder configu 
ration record. Further, in Some cases, the level indication must 
indicate a level of capability equal to or greater than the 
highest level indicated in the included parameter sets and 
each profile compatibility flag may only be set if all the 
included parameter sets set that flag. Further, in Some cases, 
the profile indication must indicate a profile to which the 
stream associated with this configuration record conforms. 
Further, in some cases, if the sequence parameter sets are 
marked with different profiles, and the relevant profile com 
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patibility flags are all Zero, then the stream may need exami 
nation to determine which profile, if any, the entire stream 
conforms to. Further, if the entire stream is not examined, or 
the examination reveals that there is no profile to which the 
entire stream conforms, then the entire stream must be split 
into two or more sub-streams with separate configuration 
records in which these rules can be met. 
0.138. Further, in some examples, an explicit indication 
can be provided in the decoder configuration record about the 
chroma format and bit depth as well as other important format 
information used by the HEVC video elementary stream. 
Each type of such information may be required to be identical 
in all parameter sets, if present, in a single HEVC configura 
tion record. Further, in Some cases, if two sequences differ in 
any type of such information, two different HEVC configu 
ration records may be needed. Further, if the two sequences 
differ in color space indications in their VUI information, 
then two different configuration records may also be required. 
0.139. Further, the decoder configuration record generated 
by video file creation module 72 may be externally framed. 
When the decoder configuration record is externally framed 
its size may be supplied by the structure which contains it. 
The decoder configuration record may also contain a version 
field. In some cases, compatible extensions to this the decoder 
configuration record may extend it and will not change the 
configuration version code. In some cases, file readers should 
be prepared to ignore unrecognized data beyond the defini 
tion of the data they understand. 
0140. In addition to generating a decoder configuration 
recorder, video file creation module 72 may further be con 
figured to assemble access units including all NAL units for a 
particular time instance. Referring again to FIG. 5, NAL unit 
constructor 74 may form NAL units including encoded video 
data. As describe above with respect to HEVC media file 142 
described in FIG. 1, types of NAL units may include: AU 
delimiter NAL unit, a SEINAL unit, and slice NAL units. As 
further described with respect to the example decoder record 
Syntax and semantics additional types of NAL units may 
include: SPSNAL units, PPSNAL units, APSNAL units, and 
declarative SEINAL units. 
0.141. In one example, NAL unit constructor 74 may be 
configured to define NAL units based on a decoder configu 
ration record according to the following syntax: 

aligned (8) class HEVCSample 
{ 

unsigned int PictureLength = sample size; Size of HEVCSample from 
SampleSizeBox 

for (i-0; i-PictureLength: ) 
{ 

unsigned 
int((HEVCDecoderConfigurationRecord. LengthSizeMinusOne+1)*8) 

NALUnitLength; 
bit(NALUnitLength * 8) NALUnit; 
i += (HEVCDecoderConfigurationRecord. LengthSizeMinusOne+1) + 

NALUnitLength; 

// to end of the picture 

0142. In the example syntax, NALUnitLength may indi 
cate the size of a NAL unit in bytes. The length field may 
include the size of both the NAL header and the RBSP pay 
load but does not necessarily include the length field itself. 
Further, NALUnit may contain a single NAL unit. The syntax 
of a NAL unit may be defined in ISO/IEC 23008-HEVC and 
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may include both the NAL header and the variable length 
encapsulated byte stream payload. 
0143 Further, in some examples, video file creation mod 
ule 72 may further be configured to assemble access units 
including NAL units according to constraints defined by a file 
format. For example, in one case, where a parameter set is 
allowed to be stored within a sample to be used for a coded 
picture it must be sent prior to the sample containing that 
picture or in the sample for that picture. Referring to FIG. 1, 
ifa picture is contained within access unit 150B, according to 
this example constraint, for a parameter set to be used with 
access unit 150B, it must be stored in metadata box 144, 
access unit 150A or access unit 150B. It should be noted that 
storing parameter sets in the sample descriptions of a video 
stream provides a simple and static way to Supply parameter 
sets. However, storing parameter sets in samples may be more 
complex than storing parameter sets in the sample descrip 
tion, but allows for more dynamism in the case of parameter 
set updates and in the case of adding additional parameter 
sets. A parameter set update refers to a particular parameter 
sets content being, but the ID of the parameter set remains 
that same. 
0144. In addition, a file format used by video creation 
module 72 may define the format of access units in an HEVC 
video elementary stream, which may also be referred to as 
HEVC visual sample entries. In one example, the syntax of an 
access unit may be configured via the decoder specific con 
figuration for the HEVC elementary stream. Further, in one 
example, the sample description name and format associated 
with one or more access units may be defined as follows: (1) 
box types may be defined as hvc1 or “hvcC; (2) a container 
may be defined as SampleTable Box (stbl); (3) a mandatory 
entry may include an hvcl sample entry; and (4) a quantity 
may be defined to allow one or more sample entries to be 
present. Further, in one example, an HEVC visual sample 
entry may be required to contain an HEVC Configuration 
Box, as further described below. In some examples an HEVC 
Configuration Box may include an HEVC decoder configu 
ration record, as described above. 
(0145 An optional syntax element MPEG4 BitRateBox 
may be present in a HEVC visual sample entry to signal the 
bit rate information of the HEVC video stream. Extension 
descriptors that should be inserted into the Elementary 
Stream Descriptor, when used in MPEG-4, may also be 
present. In some examples, multiple sample descriptions may 
be used, as permitted by the ISO Base Media File Format 
specification, to indicate sections of video that use different 
configurations or parameter sets. 
0146 In some examples, the sample entry name hvcl 
may only be used when the stream to which this sample entry 
applies is a compliant and usable HEVC stream as viewed by 
an HEVC decoder operating under the configuration (includ 
ing profile and level) given in the HEVCConfigurationBox. 
0147 In one example, video file creation module 72 may 
be configured to define HEVC visual sample entries accord 
ing to the following syntax: 

fi Visual Sequences 
class HEVCConfigurationBox extends Box(hvcC) { 

HEVCDecoderConfigurationRecord () HEVCConfig: 

class HEVCSampleEntry() extends VisualSampleEntry (hvci){ 
HEVCConfigurationBox config: 
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MPEG4BitRateBox(); if optional 
MPEG4ExtensionDescriptorsbox (); // optional 
extra boxes boxes: if optional 

0.148. Further, in the example syntax provide above, Com 
pressorname as defined in the base class VisualSampleEntry 
may indicate the name of the compressor used with the value 
“\013HEVC Coding” being recommended (\012 is 10, the 
length of the string in bytes). Syntax elements Compressor 
name may be further defined according to HEVCFF. Syntax 
element config may be defined according to a decoder con 
figuration record. 
0149 Video file creation module 72 may further be con 
figured to assemble access units including NAL units where 
the width and height fields are included in a VisualSampleEn 
try. In one example, the width and height fields in a Visual 
SampleEntry must correctly document the cropped picture 
dimensions (visual presentation size) of the HEVC stream 
that is described by that entry. In one example, the width and 
height fields do not reflect any changes in size caused by SEI 
messages such as pan-Scan. In some examples, the visual 
handling of SEI messages such as pan-Scan is both optional 
and terminal-dependent. Further, in some case, if the width 
and height of the sequence changes, then a new sample 
description is needed. In some examples, the width and height 
fields in the track header may not be the same as the width and 
height fields in the one or more than one VisualSampleEntry 
in the video track. As specified in the ISO Base Media File 
Format, if normalized visual presentation is needed, all the 
sequences may be normalized to the track width and height 
for presentation. 
0150. After video file creation unit 72 generates a video 

file, video file creation unit 72 may pass the video file to video 
file output interface 76. Video file output interface 76 may 
output the video file, e.g., to output interface 22 of source 
device 20. In some examples, video file output interface 76 
may output the video file to a storage medium of Source 
device 20 (not shown) or storage device 32. 
0151 FIG. 6 is a conceptual diagram illustrating the struc 
ture of an example HEVC media file based on the ISOBMFF 
and the current HEVCFF. HEVC media file 242 represents an 
example of a file format text using the techniques of this 
disclosure where (1) parameter sets can either be included in 
the sample description or in the samples of the stream to 
which the sample description applies; (2) different types of 
parameter sets are not bundled together when it comes to 
whether they are included in the sample description or in the 
samples of the stream to which the sample description 
applies; (3) a sample description includes an array for each 
type of parameter set, and the array for a particular type of 
parameter set can only include parameter set NAL units of 
that particular type and the sample description also includes 
an array for SEINAL units containing declarative SEI mes 
sages; (4) stream properties are included in the sample 
description. It should be noted that the example HEVC media 
file 242 in FIG. 6 is intended to illustrate the logical relation 
ship between video data streams and metadata. For the sake of 
brevity, the complete encapsulate structure of the HEVC 
media file 242 has not been illustrated. However, HEVC 
media file 242 may utilize boxes and encapsulation structures 
defined according to HEVCFF. HEVC media file may be 
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generated by video file creation unit 72 according to the 
example syntax and constraints described above. 
0152. In the example illustrated in FIG. 6, HEVC media 

file 242 includes a metadata box 244 and video data stream 
246. Metadata box 244 may be similar to an ISOBMFF 
moov’ box and may contain data for video data streams 266, 
such as decoder configuration record 250. In one example 
metadata table may be a sample table box. Both metadata box 
244 and decoder configuration record 250 may form portions 
of a sample description. In one example, decoder configura 
tion record 250 may be generated using the example syntax 
described above and may include information regarding 
parameter sets and SEINAL unit messages. Further, decoder 
configuration record includes SYNTAX ELEMENTS. SYN 
TAXELEMENTS may include information regarding stream 
properties, such as spatial resolution. In one example, 
decoder configuration record 252 may include SPS array 254 
and SEI array258. SPS array 254 may include SPSNAL Unit 
255. SEI array 258 may include SEI NAL unit 259. 
0153 Video data streams 246 may correspond to a video 
or visual track described in HEVCFF. Thus, video data stream 
246 may therefore may use: (1) a handler type of vide in the 
HandlerBox; (2) a video media header Vmhd; and (3) a 
derivative of the VisualSampleEntry. Video data stream 246 
may include a plurality of access units 260A-260N. Access 
units 260A-260N may be generated by video file creation unit 
72 according to the example syntax and constraints described 
above. As illustrated in FIG. 6 access unit 260A includes PPS 
NAL unit 256A and a VCL NAL unit 256B and access unit 
260N includes a APSNAL unit 256C and VCLNAL 256D. In 
one example, video data stream 246 may include one or more 
temporal layers and metadata box 244 may further include an 
indication of whether video data stream 246 is divided into 
one or more tracks. 
0154) In this manner HEVC file 242, represents an 
example file where (1) parameter sets are included the sample 
description and in the samples of the stream to which the 
sample description applies; (2) different types of parameter 
sets are not bundled together when it comes to whether they 
are included in the sample description or in the samples of the 
stream to which the sample description applies; (3) a sample 
description includes an array for each type of parameter set 
and the sample description also includes an array for SEI 
NAL units containing declarative SEI messages; and (4) 
stream properties are included in the sample description. 
0155 Referring again to FIG. 3, source device 12 may be 
configured to output encoded video data according one or 
more file formats and destination device 14 may be config 
ured to receive encoded video data in one or more file formats, 
such as those described herein. The video files described 
herein may be transmitted directly to destination device 14 
via output interface 22 of source device 12. The video file may 
also (or alternatively) be stored onto storage device 32 for 
later access by destination device 14 or other devices, for 
decoding and/or playback. 
0156 Destination device 14 includes an input interface 28, 
a decapsulation module 29, a video decoder 30, and a display 
device 34. In some cases, input interface 28 may include a 
receiver and/or a modem. Input interface 28 of destination 
device 14 receives the encoded video data over link 16. The 
encoded video data communicated over link 16, or provided 
on storage device 32, may include a variety of syntax ele 
ments generated by video encoder 20 for use by a video 
decoder, such as video decoder 30, in decoding the video data. 
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Such syntax elements may be included with the encoded 
Video data transmitted on a communication medium, stored 
on a storage medium, or stored a file server. In some 
examples, such syntax elements may include syntax elements 
signaling intra-coding modes as described in this disclosure. 
0157 Display device 34 may be integrated with, or exter 
nal to, destination device 14. In some examples, destination 
device 14 may include an integrated display device and also 
be configured to interface with an external display device. In 
other examples, destination device 14 may be a display 
device. In general, display device 34 displays the decoded 
Video data to a user, and may comprise any of a variety of 
display devices such as a liquid crystal display (LCD), a 
plasma display, an organic light emitting diode (OLED) dis 
play, or another type of display device. 
0158. Destination device 14 may receive the encoded 
video data to be decoded via a link 16. Link 16 may comprise 
any type of medium or device capable of moving the encoded 
video data from source device 12 to destination device 14. In 
one example, link 16 may comprise a communication 
medium to enable source device 12 to transmit encoded video 
data directly to destination device 14 in real-time. The 
encoded video data may be modulated according to a com 
munication standard, such as a wireless communication pro 
tocol, and transmitted to destination device 14. The commu 
nication medium may comprise any wireless or wired 
communication medium, Such as a radio frequency (RF) 
spectrum or one or more physical transmission lines. The 
communication medium may form part of a packet-based 
network, Such as a local area network, a wide-area network, or 
a global network Such as the Internet. The communication 
medium may include routers, Switches, base stations, or any 
other equipment that may be useful to facilitate communica 
tion from source device 12 to destination device 14. In some 
cases, output interface 22 may include a modulator/demodu 
lator (modem) and/or a transmitter. 
0159. Alternatively, encoded data may be output from out 
put interface 22 to a storage device 32. Similarly, encoded 
data may be accessed from Storage device 32 by input inter 
face 28. Storage device 32 may include any of a variety of 
distributed or locally accessed data storage media Such as a 
hard drive, Blu-ray discs, DVDs, CD-ROMs, flash memory, 
Volatile or non-volatile memory, or any other Suitable digital 
storage media for storing encoded video data. In a further 
example, storage device 32 may correspond to a file server or 
another intermediate storage device that may hold the 
encoded video generated by source device 12. Destination 
device 14 may access stored video data from Storage device 
32 via streaming or download. The file server may be any type 
of server capable of storing encoded video data and transmit 
ting that encoded video data to the destination device 14. 
Example file servers include a web server (e.g., for a website), 
an FTP server, network attached storage (NAS) devices, or a 
local disk drive. Destination device 14 may access the 
encoded video data through any standard data connection, 
including an Internet connection. This may include a wireless 
channel (e.g., a Wi-Fi connection), a wired connection (e.g., 
DSL, cable modem, etc.), or a combination of both that is 
Suitable for accessing encoded video data stored on a file 
server. The transmission of encoded video data from Storage 
device 32 may be a streaming transmission, a download trans 
mission, or a combination of both. 
0160 The techniques of this disclosure are not necessarily 
limited to wireless applications or settings. The techniques 
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may be applied to video coding in Support of any of a variety 
of multimedia applications, such as over-the-air television 
broadcasts, cable television transmissions, satellite television 
transmissions, streaming video transmissions, e.g., via the 
Internet, encoding of digital video for storage on a data Stor 
age medium, decoding of digital video stored on a data Stor 
age medium, or other applications. In some examples, system 
10 may be configured to Support one-way or two-way video 
transmission to Support applications such as video streaming, 
Video playback, video broadcasting, and/or video telephony. 
0161 Although not shown in FIG. 3, in some aspects, 
video encoder 20 and video decoder 30 may each be inte 
grated with an audio encoder and decoder, and may include 
appropriate MUX-DEMUXunits, or otherhardware and soft 
ware, to handle encoding of both audio and video in a com 
mon data stream or separate data streams. If applicable, in 
some examples, MUX-DEMUX units may conform to the 
ITU H.223 multiplexer protocol, or other protocols such as 
the user datagram protocol (UDP). 
0162 Video encoder 20 and video decoder 30 each may be 
implemented as any of a variety of Suitable encoder circuitry, 
Such as one or more microprocessors, digital signal proces 
sors (DSPs), application specific integrated circuits (ASICs), 
field programmable gate arrays (FPGAs), discrete logic, soft 
ware, hardware, firmware or any combinations thereof. When 
the techniques are implemented partially in Software, a device 
may store instructions for the Software in a Suitable, non 
transitory computer-readable medium and execute the 
instructions in hardware using one or more processors to 
perform the techniques of this disclosure. Each of video 
encoder 20 and video decoder 30 may be included in one or 
more encoders or decoders, either of which may be integrated 
as part of a combined encoder/decoder (CODEC) in a respec 
tive device. 

0163 Decapsulation module 29 may be configured to 
receive a video file parse the video file such that video decoder 
30 may output decoded video data. In some examples, decap 
sulation module 29 may perform reciprocal processes of 
encapsulation module 72. Video decoder 30 may, in some 
examples, perform a decoding pass generally reciprocal to the 
encoding pass described with respect to video encoder 20 
from FIG. 4. 

0164 FIG. 7 is a flowchart illustrating an example of gen 
erating a video file including coded video content according 
to the techniques of this disclosure. The process described in 
FIG.7 may be performed by a video coding device which may 
include any combination of Source device 20, encapsulation 
module 21, and video creation module 72 described herein. A 
Video coding device may obtain slices of coded video content 
(702). Coded video content may include a plurality of slices 
coded according to HEVC. The video coding device may 
obtain parameter sets associated with slice of video content 
(704). Parameters sets may include SPS, PPS, and/or APS. 
The video coding device may encapsulate slices of coded 
video content within access units (706). Access units may be 
defined as described herein. The video coding device may 
encapsulate parameter sets within access units (708). Param 
eter sets may be encapsulated within access units according to 
the techniques described herein. The video coding device 
may encapsulate parameter sets within a sample description 
(710). In one example, PPS may be encapsulated within one 
or more access units while SPS are capsulated within a 
sample description. The video coding device outputs the 
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video file (712). The video file may further be generated based 
defined on a file format wherein the file format is based on the 
techniques described herein. 
0.165. In one or more examples, the functions described 
may be implemented in hardware, Software, firmware, or any 
combination thereof. If implemented in software, the func 
tions may be stored on or transmitted over, as one or more 
instructions or code, a computer-readable medium and 
executed by a hardware-based processing unit. Computer 
readable media may include computer-readable storage 
media, which corresponds to a tangible medium Such as data 
storage media, or communication media including any 
medium that facilitates transfer of a computer program from 
one place to another, e.g., according to a communication 
protocol. In this manner, computer-readable media generally 
may correspond to (1) tangible computer-readable storage 
media which is non-transitory or (2) a communication 
medium such as a signal or carrier wave. Data storage media 
may be any available media that can be accessed by one or 
more computers or one or more processors to retrieve instruc 
tions, code and/or data structures for implementation of the 
techniques described in this disclosure. A computer program 
product may include a computer-readable medium. 
0166 By way of example, and not limitation, such com 
puter-readable storage media can comprise RAM, ROM, 
EEPROM, CD-ROM or other optical disk storage, magnetic 
disk storage, or other magnetic storage devices, flash 
memory, or any other medium that can be used to store 
desired program code in the form of instructions or data 
structures and that can be accessed by a computer. Also, any 
connection is properly termed a computer-readable medium. 
For example, if instructions are transmitted from a website, 
server, or other remote source using a coaxial cable, fiber 
optic cable, twisted pair, digital subscriber line (DSL), or 
wireless technologies Such as infrared, radio, and microwave, 
then the coaxial cable, fiber optic cable, twisted pair, DSL, or 
wireless technologies such as infrared, radio, and microwave 
are included in the definition of medium. It should be under 
stood, however, that computer-readable storage media and 
data storage media do not include connections, carrier waves, 
signals, or other transient media, but are instead directed to 
non-transient, tangible storage media. Disk and disc, as used 
herein, includes compact disc (CD), laser disc, optical disc, 
digital versatile disc (DVD), floppy disk and Blu-ray disc, 
where disks usually reproduce data magnetically, while discs 
reproduce data optically with lasers. Combinations of the 
above should also be included within the scope of computer 
readable media. 

0.167 Instructions may be executed by one or more pro 
cessors. Such as one or more digital signal processors (DSPs), 
general purpose microprocessors, application specific inte 
grated circuits (ASICs), field programmable logic arrays (FP 
GAS), or other equivalent integrated or discrete logic cir 
cuitry. Accordingly, the term “processor, as used herein may 
refer to any of the foregoing structure or any other structure 
suitable for implementation of the techniques described 
herein. In addition, in some aspects, the functionality 
described herein may be provided within dedicated hardware 
and/or software modules configured for encoding and decod 
ing, or incorporated in a combined codec. Also, the tech 
niques could be fully implemented in one or more circuits or 
logic elements. 
0.168. The techniques of this disclosure may be imple 
mented in a wide variety of devices or apparatuses, including 
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a wireless handset, an integrated circuit (IC) or a set of ICs 
(e.g., a chip set). Various components, modules, or units are 
described in this disclosure to emphasize functional aspects 
of devices configured to perform the disclosed techniques, 
but do not necessarily require realization by different hard 
ware units. Rather, as described above, various units may be 
combined in a codec hardware unit or provided by a collec 
tion of interoperative hardware units, including one or more 
processors as described above, in conjunction with Suitable 
software and/or firmware. 
0169. Various examples have been described. These and 
other examples are within the scope of the following claims. 
What is claimed is: 
1. A method of generating a video file including coded 

Video content, the method comprising: 
obtaining a plurality of slices of coded video content; 
encapsulating the plurality of slices of coded video content 

within a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

encapsulating an indicator within a sample description of a 
file track, wherein the indicator an indicates of a number 
of temporal layers of the video stream. 

2. The method of claim 1, wherein the file track contains a 
representation of the assignment of the samples in the track to 
temporal layers as well as a characteristics description for 
each of the temporal layers. 

3. The method of claim 2, wherein the characteristics 
descriptions includes at least one of temporal layer identifi 
cation, profile, level, bitrate, and frame rate. 

4. A method of generating a video file including coded 
Video content, the method comprising: 

obtaining a plurality of slices of coded video content; 
encapsulating the plurality of slices of coded video content 

within a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

encapsulating the plurality of access units within a plural 
ity of samples in a file track, wherein the file track 
contains a representation of the assignment of the 
samples in the track to temporal layers as well as a 
characteristics description for each of the temporal lay 
CS. 

5. The method of claim 4, wherein the characteristics 
descriptions includes at least one of temporal layer identifi 
cation, profile, level, bitrate, and frame rate. 

6. A device comprising a video file creation module con 
figured to: 

obtain a plurality of slices of coded video content; 
encapsulate the plurality of slices of coded video content 

within a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

encapsulate an indicator within a sample description of a 
file track, wherein the indicator an indicates of a number 
of temporal layers of the video stream. 

7. The device of claim 6, wherein the file track contains a 
representation of the assignment of the samples in the track to 
temporal layers as well as a characteristics description for 
each of the temporal layers. 

8. The device of claim 7, wherein the characteristics 
descriptions includes at least one of temporal layer identifi 
cation, profile, level, bitrate, and frame rate. 
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9. A device comprising a video file creation module con 
figured to: 

obtain a plurality of slices of coded video content; 
encapsulate the plurality of slices of coded video content 

within a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

encapsulate the plurality of access units within a plurality 
of samples in a file track, wherein the file track contains 
a representation of the assignment of the samples in the 
track to temporal layers as well as a characteristics 
description for each of the temporal layers. 

10. The device of claim 9, wherein the characteristics 
descriptions includes at least one of temporal layer identifi 
cation, profile, level, bitrate, and frame rate. 

11. A non-transitory computer-readable storage medium 
having instructions stored thereon that upon execution cause 
one or more processors of a video coding device to: 

obtain a plurality of slices of coded video content; 
encapsulate the plurality of slices of coded video content 

within a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

encapsulate an indicator within a sample description of a 
file track, wherein the indicator an indicates of a number 
of temporal layers of the video stream. 

12. The non-transitory computer-readable storage medium 
of claim 11, wherein the file track contains a representation of 
the assignment of the samples in the track to temporal layers 
as well as a characteristics description for each of the tempo 
ral layers. 

13. The non-transitory computer-readable storage medium 
of claim 12, wherein the characteristics descriptions includes 
at least one of temporal layer identification, profile, level, 
bitrate, and frame rate. 

14. A non-transitory computer-readable storage medium 
having instructions stored thereon that upon execution cause 
one or more processors of a video coding device to: 

obtain a plurality of slices of coded video content; 
encapsulate the plurality of slices of coded video content 

within a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

encapsulate the plurality of access units within a plurality 
of samples in a file track, wherein the file track contains 
a representation of the assignment of the samples in the 
track to temporal layers as well as a characteristics 
description for each of the temporal layers. 

15. The non-transitory computer-readable storage medium 
of claim 14, wherein the characteristics descriptions includes 
at least one of temporal layer identification, profile, level, 
bitrate, and frame rate. 

16. An apparatus configured to generate a video file includ 
ing coded video content, the apparatus comprising: 
means for obtaining a plurality of slices of coded video 

content; 
means for encapsulating the plurality of slices of coded 

video content within a plurality of access units of a video 
stream, wherein the video stream includes multiple tem 
poral layers; and 

means for encapsulating an indicator within a sample 
description of a file track, wherein the indicator an indi 
cates of a number of temporal layers of the video stream. 
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17. An apparatus configured to generate a video file includ 
ing coded video content, the apparatus comprising: 

means for obtaining a plurality of slices of coded video 
content; 

means for encapsulating the plurality of slices of coded 
Video content within a plurality of access units of a video 
stream, wherein the video stream includes multiple tem 
poral layers; and 

means for encapsulating the plurality of access units within 
a plurality of samples in a file track, wherein the file track 
contains a representation of the assignment of the 
samples in the track to temporal layers as well as a 
characteristics description for each of the temporal lay 
CS. 

18. A method of processing a video file including coded 
Video content, the method comprising: 

decapsulating a plurality of slices of coded video content 
from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

obtaining an indicator within a sample description of a file 
track, wherein the indicator an indicates of a number of 
temporal layers of the video stream. 

19. The method of claim 18, wherein the file track contains 
a representation of the assignment of the samples in the track 
to temporal layers as well as a characteristics description for 
each of the temporal layers. 

20. The method of claim 19, wherein the characteristics 
descriptions includes at least one of temporal layer identifi 
cation, profile, level, bitrate, and frame rate. 

21. A method of processing a video file including coded 
Video content, the method comprising: 

decapsulating a plurality of access units from a plurality of 
samples in a file track, wherein the file track contains a 
representation of the assignment of the samples in the 
track to temporal layers as well as a characteristics 
description for each of the temporal layers; and 

decapsulating a plurality of slices of coded video content 
from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers. 

22. The method of claim 21, wherein the characteristics 
descriptions includes at least one of temporal layer identifi 
cation, profile, level, bitrate, and frame rate. 

23. A device comprising a processor configured to: 
decapsulate a plurality of slices of coded video content 

from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

obtain an indicator from a sample description of a file track, 
wherein the indicator an indicates of a number of tem 
poral layers of the video stream. 

24. The device of claim 23, wherein the file track contains 
a representation of the assignment of the samples in the track 
to temporal layers as well as a characteristics description for 
each of the temporal layers. 

25. The device of claim 24, wherein the characteristics 
descriptions includes at least one of temporal layer identifi 
cation, profile, level, bitrate, and frame rate. 

26. A device comprising a processor configured to: 
decapsulate a plurality of access units from a plurality of 

samples in a file track, wherein the file track contains a 
representation of the assignment of the samples in the 
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track to temporal layers as well as a characteristics 
description for each of the temporal layers; and 

decapsulate a plurality of slices of coded video content 
from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers. 

27. The device of claim 26, wherein the characteristics 
descriptions includes at least one of temporal layer identifi 
cation, profile, level, bitrate, and frame rate. 

28. A non-transitory computer-readable storage medium 
having instructions stored thereon that upon execution cause 
one or more processors of a video coding device to: 

decapsulate a plurality of slices of coded video content 
from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

obtain an indicator from a sample description of a file track, 
wherein the indicator an indicates of a number of tem 
poral layers of the video stream. 

29. The non-transitory computer-readable medium of 
claim 28, wherein the file track contains a representation of 
the assignment of the samples in the track to temporal layers 
as well as a characteristics description for each of the tempo 
ral layers. 

30. The non-transitory computer-readable medium of 
claim 29, wherein the characteristics descriptions includes at 
least one of temporal layer identification, profile, level, 
bitrate, and frame rate. 

31. A non-transitory computer-readable storage medium 
having instructions stored thereon that upon execution cause 
one or more processors of a video coding device to: 

decapsulate a plurality of access units from a plurality of 
samples in a file track, wherein the file track contains a 
representation of the assignment of the samples in the 
track to temporal layers as well as a characteristics 
description for each of the temporal layers; and 

decapsulate a plurality of slices of coded video content 
from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers. 

32. The non-transitory computer-readable medium of 
claim 31, wherein the characteristics descriptions includes at 
least one of temporal layer identification, profile, level, 
bitrate, and frame rate. 

33. An apparatus configured to process a video file includ 
ing coded video content, the apparatus comprising: 
means for decapsulating a plurality of slices of coded video 

content from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers; and 

means for obtaining an indicator within a sample descrip 
tion of a file track, wherein the indicator an indicates of 
a number of temporal layers of the video stream. 

34. An apparatus configured to process a video file includ 
ing coded video content, the apparatus comprising: 
means for decapsulating a plurality of access units from a 

plurality of samples in a file track, wherein the file track 
contains a representation of the assignment of the 
samples in the track to temporal layers as well as a 
characteristics description for each of the temporal lay 
ers; and 
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means for decapsulating a plurality of slices of coded video 
content from a plurality of access units of a video stream, 
wherein the video stream includes multiple temporal 
layers. 


