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(57) ABSTRACT 

Apparatus and method for defining and utilizing virtual fix 
tures in haptic rendering sessions interacting with various 
environments, including underwater environments, are pro 
vided. A computing device can receive first depth data about 
an environment. The computing device can generate a first 
plurality of points from the first depth data. The computing 
device can determine a haptic interface point (HIP) and can 
define a virtual fixture for the environment. The computing 
device can determine a first force vector between the HIP and 
the first plurality of points using the computing device, where 
the first force vector is based on the virtual fixture. The com 
puting device can send a first indication of haptic feedback 
based on the first force vector. 
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STATEMENT OF GOVERNMENT RIGHTS 
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“Haptically-Enabled Co-Robotics for Remediation of Mili 
tary Munitions Underwater for the Strategic Environmental 
Research and Development Program (SERDP). The United 
States Government has certain rights in the invention. 

BACKGROUND OF THE INVENTION 

0003. Unless otherwise indicated herein, the materials 
described in this section are not prior art to the claims in this 
application and are not admitted to be prior art by inclusion in 
this section. 
0004 Haptic rendering is the translation of forces in a 
virtual environment to a physical device that can provide 
touch-based, a.k.a. haptic, feedback to a user of the haptic 
rendering device. Both impedance type and admittance type 
haptic rendering devices are available. 
0005 To provide haptic feedback about the virtual envi 
ronment, objects in the virtual environment are often repre 
sented as a collection of polygons, such as triangles, that can 
be operated upon using a haptic rendering device. The haptic 
rendering device can be controlled using a "Haptic Interac 
tion Point (HIP) in the virtual environment, which performs 
a similar function for the haptic rendering device as a mouse 
pointer does for a computer mouse. Ideally, the HIP should 
not be able to penetrate virtual environment objects. 
0006 FIGS. 1A-1C depict a scenario 100 that illustrates a 
prior art technique of utilizing proxy 130 to control interac 
tions between HIP 110 and polygon 120 in a virtual environ 
ment. In scenario 100, HIP 110 starts as the position shown as 
HIP 110a in FIG. 1A, moves through position HIP 110b 
shown in FIG. 1B, and ends at position HIP 110c shown in 
FIG. 1C. In this technique, HIP 110 and proxy 130 are con 
nected by a simulated spring not shown in the Figures. 
0007. In FIG. 1A, proxy 130, shown at position 130a, is in 
“free motion”; e.g., proxy 130a is not touching polygon 120. 
In FIG. 1B, proxy 130, shown at position 130b, is “in contact’ 
with polygon 120. In scenario 100, while HIP 110 continues 
to move down from position 110b into polygon 120, proxy 
130 is not permitted to enter into polygon 120. In FIG. 1C, 
proxy 130, shown at position 130c. is still in contact with a 
surface of polygon 120 after HIP 110 has moved to position 
110c inside of polygon 120. As the distance increases 
between HIP 110 and proxy 130, the simulated spring exerts 
a proportionally larger force to draw HIP 110 closer to proxy 
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130. FIG. 1C shows the simulated spring force as force 140 
exerted on HIP 110. As shown in FIG.1C, force 140 is exerted 
in the direction of a normal of the surface in contact with the 
proxy 130; e.g., a hypotenuse 122 of polygon 120. 
0008 FIG. 2 shows an example coordinate system 200 
specifying six degrees of freedom for tool 210. Coordinate 
system 200 can be used for other entities as well, such as HIP. 
A position of tool 210 can be specified as a point (x, y, z) in 
three-dimensional space specified using coordinate system 
200. For example, the point can defined in terms of three axes, 
Such as an X axis, a Yaxis, and a Z axis. Then, the position of 
tool 210 can be specified as a (x,y, z) coordinate, with X, y, and 
Z respectively specifying an X-axis coordinate, a Y-axis coor 
dinate, and a Z-axis coordinate. If only position is taken into 
account, tool 210 can be said to have three positional degrees 
of freedom, as each of x, y, and Z can be specified to position 
tool 210. 

0009 Tool 210 can be rotated about each of the X axis, Y 
axis, and Z axis, as shown in FIG.2. If only rotations are taken 
into account, tool 210 can be said to have three rotational 
degrees of freedom, as rotations about each of x, y, and Z can 
be specified to rotate (or orient) tool 210. Taking both posi 
tional and rotational degrees of freedom into account, tool 
210 can have up to 6 degrees of freedom, as listed on FIG. 2. 
These six degrees of freedom include respective degrees of 
freedom for selecting an X coordinate, a Y coordinate, a Z 
coordinate, an X rotation, a Y rotation, and a Z rotation. 
(0010 Techniques for six degree-of-freedom haptic ren 
dering in virtual environments consisting of polygons and/or 
voxels (volume pixels) have been specified. These efforts are 
typically divided into direct rendering- and virtual coupling 
methods where the latter can further be subdivided into pen 
alty-, impulse- and constraint-based methods. The simplest 
6-DOF haptic rendering method is the direct method, where 
the virtual tool perfectly matches the configuration of the 
haptic rendering device. The force sent to user is directly 
based on the amount of penetration in the virtual environ 
ment. Unfortunately the direct method suffers from problems 
with “pop through'. Pop through is an artifact that arises 
when the rendering algorithm erroneously penetrates a thin 
Surface. 

0011. In virtual coupling methods, a virtual coupling, or 
connection, between the haptic rendering device and the Vir 
tual tool is utilized. In this method, the force on the haptic 
rendering device is simply calculated as a spring between the 
virtual tool, referred to also as god-object, proxy or IHIP, 
and the configuration of the haptic rendering device. 6-DOF 
rendering methods using virtual couplings rely on rigid body 
simulations, since the virtual tool has to be simulated as a 
6-DOF object, as compared to 3-DOF rendering where the 
rotational component can be ignored. In penalty-based meth 
ods, the configuration (position and rotation) of the virtual 
tool is calculated using penalty forces based on the tools 
penetration depth into objects, similar to how penalty-costs 
are used in traditional optimization. These penalty forces are 
then integrated to produce the motion of the virtual tool. This 
method results in a virtual tool that actually penetrates objects 
in the environment. Fortunately this penetration is typically 
very small. 
0012 For impulse-based dynamics methods, a virtual 
object is moved by a series of impulses upon contact/collision 
(rather than forces based on penetration depth). In constraint 
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based methods, the virtual tool moves into contact with the 
environment but (ideally) never violates constraints imposed 
by the environment. 
0013. Other environments can be explored by robots, such 
as undersea, outer space, and hazardous environments. In 
some of these environments, robots can be controlled by 
human operators receiving video and/or audio information 
from the robot. 

SUMMARY 

0014. In one aspect, a method is provided. A computing 
device receives first depth data about an environment. The 
computing device generates a first plurality of points from the 
first depth data. The computing device determines a virtual 
tool, where the virtual tool is specified in terms of a transla 
tion component for the virtual tool and a rotation component 
for the virtual tool. The computing device determines a first 
force vector between the virtual tool and the first plurality of 
points. The computing device sends a first indication of haptic 
feedback based on the first force vector. 
0015. In another aspect, an article of manufacture is pro 
vided. The article of manufacture includes a physical and/or 
non-transitory computer-readable storage medium storing 
instructions that, upon execution by a processor of a comput 
ing device, cause the computing device to perform functions 
including: receiving first depth data about an environment; 
generating a first plurality of points from the first depth data; 
determining a virtual tool specified in terms of a translation 
component for the virtual tool and a rotation component for 
the virtual tool; determining a first force vector between the 
virtual tool and the first plurality of points; and sending a first 
indication of haptic feedback based on the first force vector. 
0016. In yet another aspect, a computing device is pro 
vided. The computing device includes a processor and data 
storage. The data storage stores instructions that, upon execu 
tion by the processor, cause the computing device to perform 
functions including: receiving first depth data about an envi 
ronment; generating a first plurality of points from the first 
depth data; determining a virtual tool specified in terms of a 
translation component for the virtual tool and a rotation com 
ponent for the virtual tool; determining a first force vector 
between the virtual tool and the first plurality of points; and 
sending a first indication of haptic feedback based on the first 
force vector. 
0017. In one aspect, a method is provided. A computing 
device receives first depth data about an environment. The 
computing device generates a first plurality of points from the 
first depth data. The computing device determines a haptic 
interface point (HIP). The computing device defines a virtual 
fixture for the environment. The computing device deter 
mines a first force vector between the HIP and the first plu 
rality of points. The first force vector is based on the virtual 
fixture. The computing device sends a first indication of hap 
tic feedback based on the first force vector. 
0018. In another aspect, an article of manufacture is pro 
vided. The article of manufacture includes a physical com 
puter-readable storage medium. The physical computer-read 
able storage medium Stores instructions that, upon execution 
by a processor of the article of manufacture, cause the article 
of manufacture to perform functions. The functions include: 
receiving first depth data about an environment; generating a 
first plurality of points from the first depth data; determining 
a HIP, defining a virtual fixture for the environment; deter 
mining a first force vector between the HIP and the first 
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plurality of points, where the first force vector is based on the 
virtual fixture; and sending a first indication of haptic feed 
back based on the first force vector. 
0019. In yet another aspect, a computing device is pro 
vided. The computing device includes a processor and data 
storage. The data storage stores instructions that, upon execu 
tion by the processor, cause the computing device to perform 
functions. The functions include: receiving first depth data 
about an environment; generating a first plurality of points 
from the first depth data; determining a HIP, defining a virtual 
fixture for the environment; determining a first force vector 
between the HIP and the first plurality of points, where the 
first force vector is based on the virtual fixture; and sending a 
first indication of haptic feedback based on the first force 
Vector. 

0020. In one aspect, a device configured for operation in 
an underwater environment is provided. The device includes 
a camera. The camera is configured to capture, within a pre 
determined interval of time, first light within a first frequency 
range of light in the underwater environment and second light 
within a second frequency range of light in the underwater 
environment. The camera is configured to generate a first 
image based on the first light and a second image based on the 
second light, where the first frequency range of light differs 
from the second frequency range of light. The camera 
includes a communication interface. The communication 
interface is configured at least to send at least the first image 
and the second image and to receive one or more commands 
based on haptic feedback with the haptic feedback generated 
based on the first image and the second image. 
0021. In another aspect, a method is provided. A camera 
captures, within a predetermined interval of time, first light 
within a first frequency range of light in an underwater envi 
ronment and second light within a second frequency range of 
light in the underwater environment. The camera generates a 
first image based on the first light and a second image based 
on the second light. The first frequency range of light differs 
from the second frequency range of light. The camera sends at 
least the first image and the second image from the camera 
0022. One advantage of this application is the ability to 
specify and providing haptic feedback for application using a 
virtual tool specified using six degrees of freedom interacting 
with objects in an environment specified using point data with 
depth information, such data for a plurality of points. For 
example, three degrees of freedom can specify a position of 
the virtual tool in a three-dimensional space, and three 
degrees of freedom can specify an orientation, or rotation, of 
the virtual tool with respect to the three-dimensional space. 
An example application for using the virtual tool is a task 
performed by a user-controlled robot, where haptic feedback 
is given to the user during remote control of the robot. 
0023. Another advantage of this application is that haptic 
feedback is generated at rapid rates based on depth data, Such 
as a stream of frames with depth information. As disclosed 
herein, the use of a stream of frames with depth information 
permits haptic rendering, or providing haptic feedback, at a 
haptic rendering rate faster than a frame-reception rate. In 
Some embodiments, a herein-described haptic rendering sys 
tem can have a haptic rendering rate of at least 1000 Hz. 
0024. Another advantage of this application is that virtual 
fixtures can be defined based on objects recognized in the 
environment. That is, as an object changes within the envi 
ronment, a virtual fixture associated with the object can 
dynamically adjust to the changes of the object. Another 
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advantage is that virtual fixtures can be dynamically changed 
based on status of operations, such tasks listed and organized 
on a task list. One or more virtual fixtures can be associated 
with task(s) on the task list. Virtual fixtures associated with a 
task can change based on the status of the task. Thus, the 
virtual fixtures can change throughout execution of a task, 
and so guide completion of the task. Further, a level of auto 
mation can be specified that controls the virtual fixtures, and 
So allows for full automation, partial automation, or no auto 
mation (manual control) for completing the task. 
0025. Another advantage of this application is providing a 
camera that captures images and depth information underwa 
ter. The images can be captured in one range of frequencies, 
Such as within a blue-green range of visible light frequencies. 
The depth information can be captured in a different range of 
frequencies. Such as in a near-infrared range of frequencies. 
The visible light can be captured and a visible light image 
generated. At the same time, NIR radiation can be captured 
and an image with depth information generated. The visible 
light image and the image with depth information can be sent 
from the camera in Succession, so that both visible-light infor 
mation and depth information for a same time can be pro 
vided. The visible-light information and depth information 
can be used to generate haptic feedback for operators control 
ling devices to perform underwater tasks. 
0026. Providing haptic feedback from underwater sensors 
to an operator at the Surface has the potential to transform 
subsea manipulation capability. Virtual fixtures will allow 
manipulators to precisely maneuver in sensitive environ 
ments where contact should not be made with Surrounding 
objects or structures. Biological studies of animal colonies 
around hydrothermal vents could benefit greatly from such a 
capability—allowing scientists to carefully gather data with 
unprecedented resolution and proximity to sensitive organ 
isms. Common tasks such as connector mating between 
instruments can be carried out very efficiently by creating 
guidance fixture near male and female connectors. Thus, 
time, expense, and equipment can be saved, and the environ 
ment preserved using the herein-described haptic feedback 
techniques to perform underwater tasks. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0027 Various examples of particular embodiments are 
described herein with reference to the following drawings, 
wherein like numerals denote like entities, in which: 
0028 FIGS. 1A-1C depicta scenario illustrating a prior art 
technique of controlling interactions between a Haptic Inter 
action Point (HIP) and a polygon in a virtual environment; 
0029 FIG. 2 shows an example coordinate system speci 
fying six degrees of freedom for a tool; 
0030 FIG. 3A is a diagram of a haptic rendering environ 
ment, in accordance with an example embodiment; 
0031 FIG. 3B shows an image based on captured depth 
data and the same image annotated with normal vectors, in 
accordance with an example embodiment; 
0032 FIG. 4A depicts a scenario of capturing depth data in 
an environment, in accordance with an example embodiment; 
0033 FIG. 4B depicts another scenario of capturing depth 
data in the environment shown in FIG. 4A, inaccordance with 
an example embodiment; 
0034 FIG. 4C depicts a virtual tool and example points of 
depth data captured from an environment, in accordance with 
an example embodiment; 
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0035 FIG. 5A depicts points derived from depth data and 
a forbidden region, in accordance with an example embodi 
ment. 

0036 FIG. 5B depicts a virtual tool in accordance with an 
example embodiment; 
0037 FIG.5C shows an example virtual tool whose move 
ment toward a desired position is impeded by a forbidden 
region, in accordance with an example embodiment; 
0038 FIG.5D shows an example virtual tool whose move 
ment is in collision with a forbidden region, in accordance 
with an example embodiment; 
0039 FIG. 6 is an example gaming scenario with haptic 
rendering, in accordance with an example embodiment; 
0040 FIG. 7 is an example scenario for a haptic rendering 
session in a remote environment, in accordance with an 
example embodiment; 
0041 FIG. 8 is an example scenario for collaborative hap 

tic rendering sessions in a remote environment, in accordance 
with an example embodiment; 
0042 FIG. 9 depicts a construction scenario, in accor 
dance with an example embodiment. 
0043 FIG. 10 shows an underwater robot, in accordance 
with an example embodiment; and 
0044 FIG. 11A is a block diagram of a computing envi 
ronment, in accordance with an example embodiment; 
0045 FIG. 11B is a block diagram of an example comput 
ing device, in accordance with an example embodiment; 
10046 FIG. 12 is a flowchart of a method, in accordance 
with an example embodiment; 
0047 FIG. 13 is a block diagram of an architecture for 
rendering adaptive virtual fixtures, in accordance with an 
example embodiment; 
0048 FIG. 14 is a block diagram of a pipeline for parallel 
processing and generation of virtual fixtures, in accordance 
with an example embodiment; 
0049 FIG. 15 depicts an environment with a robot arm and 
multiple virtual fixtures, in accordance with an example 
embodiment; 
0050 FIG. 16 is a flowchart of another method, in accor 
dance with an example embodiment; 
0051 FIG. 17 is a block diagram of a system for a proxi 
mate operator to perform tasks in a remote physical environ 
ment, in accordance with an example embodiment; 
0.052 FIG. 18A is a block diagram of a camera configured 
to provide images for underwater haptic rendering, in accor 
dance with an example embodiment; 
0053 FIG. 18B is an exploded view of a camera config 
ured to provide images for underwater haptic rendering, in 
accordance with an example embodiment; 
0054 FIG. 18C depicts a sensor system, in accordance 
with an example embodiment; 
0055 FIG. 19 is a near-infrared image of an object in clear 
water, in accordance with an example embodiment; 
0056 FIG. 20A is a near-infrared image of an object in 
murky water, in accordance with an example embodiment; 
0057 FIG.20B is an image representing depth data related 
to the image of FIG. 20A, in accordance with an example 
embodiment; 
0.058 FIG. 21 shows a graph of light absorption in water 
Versus light wavelength and a graph of light absorption in 
water versus light wavelength over a range of water tempera 
tures, in accordance with an example embodiment; and 
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0059 FIG. 22 is a block diagram of a time-multiplexed 
system of near-infrared cameras configured to capture images 
of an environment, in accordance with an example embodi 
ment, 
0060 FIG. 23 is a block diagram of a frequency-multi 
plexed system of near-infrared cameras configured to capture 
images of an environment, in accordance with an example 
embodiment; 
0061 FIG. 24A shows a structure of a metal sensor, in 
accordance with an example embodiment; 
0062 FIG. 24B is a diagram of an interferometer-based 
metal detector, in accordance with an example embodiment; 
0063 FIG. 24C is a diagram of another interferometer 
based metal detector, in accordance with an example embodi 
ment, 
0064 FIGS. 25A, 25B, and 25C are each a diagram of a 
metal detection system that includes multiple metal detectors, 
in accordance with an example embodiment; 
0065 FIG. 26A depicts a sensor system using the metal 
detection system of FIG. 25A, in accordance with an example 
embodiment; 
0066 FIG. 26B depicts another sensor system using the 
metal detection system of FIG. 25A, in accordance with an 
example embodiment; 
0067 FIG. 27A is an image of example metal objects, in 
accordance with an example embodiment; 
0068 FIG. 27B is a graph of an output signal from an 
interferometer-based metal detector while scanning for metal 
objects, in accordance with an example embodiment; 
0069 FIG. 27C is an outline of metal objects determined 
based on the data in FIG.27B, in accordance with an example 
embodiment; 
0070 FIG. 28 illustrates a scenario where a vessel detects 
and retrieves an underwater object, in accordance with an 
example embodiment. 
0071 FIG. 29 is a flowchart of a method, in accordance 
with an example embodiment. 

DETAILED DESCRIPTION 

Overview 

0072 Haptic interaction has traditionally been a purely 
virtual task. But recent advancements in depth sensing have 
made it possible to stream point data with depth information 
in real-time and at low cost; e.g., by using a depth-enabled 
camera such as the camera used by Kinect from the Microsoft 
Corporation of Redmond, Wash. For example, haptic inter 
action with 6-DOFs from streaming point data can enable 
applications that fully utilize a 6-DOF haptic rendering 
device, such as the delta.6 haptic interface from Force 
Dimension of Nyon, Switzerland. A 6-DOF haptic rendering 
method could be useful even though many haptic rendering 
devices only support 3-DOF actuation (but has 6-DOF sens 
ing), such as the PHANTOM Omni Rhaptic rendering device 
from Sensable Inc. of Wilmington, Mass. 
0073. Example 6-DOF applications include situations for 
remotely touching a moving object, Such as remotely petting 
a dog. For example, the depth-enabled camera can capture 
depth images of a remote environment where the dog is 
located. The depth images can be transmitted to a local com 
puting device. The local computing device can generate a 
virtual three-dimensional environment showing the depth 
images (in this example, representing the dog) along with a 
virtual tool. The virtual tool can be controlled by a local user 
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of the haptic rendering device connected to the local comput 
ing device during interaction with the virtual environment. 
For example, the virtual tool can represent a 6-DOF haptic 
rendering device controlled by the local user and the virtual 
tool can take the form of a virtual human hand in the virtual 
environment. The user can control the 6-DOF haptic render 
ing device to provide commands to move the virtual tool; e.g., 
move the virtual human hand to pet the dog. In response, a 
robot located in the remote environment can receive equiva 
lent commands to those provided to the virtual tool; e.g., so 
that the robot can move and pet the dog. 
0074. When haptic interaction is combined with manual 
control of a robot (or robotic end effector) in co-robotic tasks, 
such as telerobotic surgery, a 6-DOF capability could add 
versatility and precision to this co-robotic interaction. For 
example, it has also recently been shown that the techniques 
of haptic rendering with 3 DOFs can be useful in telerobotics 
for implementation of virtual fixtures. That is, the user 
receives a force when the teleoperated robot is near collision 
with the environment. 
0075. In some embodiments, virtual fixtures related to 
point data can be specified. Examples of virtual fixtures 
include forbidden-region fixtures and guidance fixtures. A 
forbidden-region fixture can define an area represented by the 
point data where the virtual tool is not permitted to enter; i.e., 
the forbidden region. A guidance fixture can define an area 
represented by the point data where the virtual tool is permit 
ted, and perhaps encouraged, to enter. Haptic feedback can be 
provided once the virtual tool attempts entry of a virtual 
fixture. 
0076 Another example use of haptic feedback is robotic 
or telerobotic Surgery. In telerobotic Surgery, a Surgeon can be 
located at one location which can be remote from an operating 
room that holds the patient. During the operation, the Surgeon 
can view the patient using depth images provided by a depth 
enabled camera in the operating room and transmitted to a 
local computing device. The local computing device can 
receive the depth images, generate a virtual environment for 
the Surgeon, receive commands via a 6 DOF haptic rendering 
device to control a virtual tool and corresponding Surgical 
robot in the operating room, and generate haptic feedback that 
the Surgeon can use to better treat the patient. 
0077. Haptic feedback can also be useful in remotely con 
trolling exploration devices operating in hostile, dangerous, 
and/or unsafe environments. Example exploration devices 
include undersea and outer space exploration vehicles, explo 
sive location devices, chemical Sniffing (e.g., drugs, gas leaks, 
toxic waste) mechanisms, exploration robots, and/or other 
exploration devices. For example, using haptic feedback, 
including haptic feedback in forbidden regions, can provide 
additional information about an environment under explora 
tion and/or protect the exploration device from entering a 
known dangerous, already-explored, or otherwise forbidden 
region. 
0078 Example Environments for Haptic Rendering 
007.9 FIG. 3A is a diagram of a haptic rendering environ 
ment 300, in accordance with an example embodiment. Envi 
ronment 300 includes computing devices 320a, 320b con 
nected via network 310. Computing device 320a is in remote 
environment 340 and is additionally connected to remote 
controlled device (RCD) 336, and depth-enabled (DE) cam 
eras 346a-346d. Remote controlled device 336 is connected 
to tool 314. Computing device 320b is additionally connected 
to display 312 and haptic feedback device 316. 
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0080. In the example shown in FIG. 3A, each of depth 
enabled cameras 346a-346d is configured to capture depth 
data of remote controlled device 336 and objects 342,344 and 
provide the captured depth data to computing device 320a. 
One example of depth data is a depth image having observed 
color and depth values. In some embodiments, each of depth 
enabled cameras 346a-346d can be configured with an optical 
camera to capture image data and an infrared camera to cap 
ture depth data. 
0081. The depth image can be received as a NRXNC 
matrix of pixels, with each pixel having 24 RGB bits of color 
value information, including 8 bits of data for each of red, 
green and blue component colors. The depth values can be 
received as a NRXNC matrix, where each depth value has B. 
bits. For one example depth-enabled camera, the Kinect cam 
era uses NR=640, NC=480, and B-11 or 13, and so produces 
640x480 matrices of image data and depth data, where each 
depth value has at least 11 bits. The Kinect camera can simul 
taneously provide both image and depth data at a frame ratef, 
of 30 Hz. The depth values can represent depth relative to the 
camera ranging from Dminto Dmax, with Dmin representing 
a minimum distance from the camera, e.g., 0mm; and Dmax, 
e.g., 2048 or 8192 mm. Color and/or depth values can have 
additional information, such as device information about the 
camera capturing the depth image. 
0082 In some embodiments, computing device 320a can 
be connected to more or fewer depth-enabled cameras than 
shown in FIG. 3A, while remaining connected to at least one 
depth-enabled camera. In other embodiments, a depth-en 
abled camera can generate other types of depth data than 
depth images; e.g., depth-only information, point clouds. In 
yet other embodiments, devices other than depth-enabled 
cameras can provide depth data; e.g., depth sensors using 
radar or another technique to determine depth. 
0083 Computing device 320a can use received depth data 

to generate virtual environment 330. In order to interpret the 
depth data, computing device 320a can transform the depth 
data into a collection of points, each point specified in a 
Cartesian coordinate system in three dimensions; e.g., as an 
(x,y,z) point in coordinate system 200 discussed above in the 
context of FIG. 2. 
0084 Each (x, y, z) point from the depth data can represent 
one point in a “point cloud' or collection of points in three 
dimensional Cartesian space; e.g., (x, y, z)e. In other 
embodiments, other data structures than point clouds or other 
collections of points can be generated from depth data. After 
generating the collection of points, computing device 320a 
can render virtual environment 330 as images and/or as a 
three dimensional visualization. FIG. 3A shows virtual envi 
ronment 330 including virtual objects (VOs) 332v, virtual 
valve 334v., virtual remote controlled device 336 v, and a 
representative virtual tool 314: 
0085 Computing device 320a and remote environment 
340 can be physically distant from computing device 320b. In 
Some scenarios, remote environment 340 can be physically 
near or in the same environment as an environment around 
computing device 320b. In particular, of these scenarios not 
shown in the Figures, one computing device can provide the 
herein-described functionality of computing devices 320a 
and 320b. 
I0086 Computing device 320a can generate force vectors 
related to tool 314 and send indications of haptic feedback to 
computing device 320b. Upon reception of the indications of 
haptic feedback, computing device 320b can utilize haptic 
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interface device 316 to generate the haptic feedback. Addi 
tionally, computing device 320a and/or 320b can generate 
visualization 318 with virtual object 332v, virtual valve 334v. 
and/or virtual tool 314v. As also shown in FIG. 3A, visual 
ization 318 can include an indication of virtual tool 314 v 
which can correspond to virtual tool 314 v in virtual environ 
ment 330 and/or tool 314 in remote environment 340. 
I0087 Haptic interface device 316 can be a controllable 
mechanism configured to receive indications of haptic feed 
back and provide the indicated haptic feedback based on the 
indications. Example haptic interface devices 316 include, 
but are not limited to a delta.6 haptic interface from Force 
Dimension, a PHANTOM Omni R Haptic Device from Sens 
able Inc., other haptic devices, otherhaptic interfaces, haptic 
gloves, tactile displays, devices configured at least in part to 
provide haptic feedback Such as laptop computers, desktop 
computers, mobile telephones, haptic Suits, and/or other 
devices. 
I0088 As haptic interface device 316 is moved, indication 
(s) of movement of haptic interface device 316 can be gener 
ated and sent from computing device 320b, Such as to com 
puting device 320a via network 310. Upon reception of the 
indication(s) of movement, computing device 320a can 
update a position of virtual tool 314v. Also or instead, com 
puting device 320a can send control signals to change move 
ment and/or rotation; e.g., change speed, direction, accelera 
tion, pitch, yaw, roll, or to stop) to remote controlled device 
336 to move tool 314 accordingly. In other embodiments, 
virtual tool 314 v can represent a position of tool(s), sensor(s). 
and/or other device(s) on remote controlled device 336 other 
than tool 314, and by sending control signals remote con 
trolled device 336, the tool(s), sensor(s), and/or other device 
(s) can be moved. 
I0089. As depth data of remote environment 340 are cap 
tured, the captured depth data can correspond to images and 
points showing movement and/or rotation of remote con 
trolled device 336 and/or tool 314 and thus showing move 
ment and/or rotation of virtual tool 314v. In some embodi 
ments, remote controlled device 336v and/or virtual tool 314 v 
can be moved within virtual environment 330 based on the 
indication(s) of movement/rotation instead of or as well as 
based on captured image and depth data. 
(0090. An Algorithm for Moving a 6-DOF VirtualTool 
0091 An algorithm is described for haptic interaction, 
which can be classified as a constraint-based virtual coupling 
method. The haptic interaction algorithm can Support real 
time haptic interaction with discontinuous streaming point 
data derived from depth sensors by iteratively resolving col 
lisions for each received set of streaming point data; e.g., a 
received depth image. 
0092. The haptic interaction can occur between an arbi 
trary voxelized virtual tool controlled by a haptic rendering 
device and an environment represented using streaming point 
data with depth information derived from a depth sensor. A 
user of a haptic interface can direct a virtual tool to interact 
with both static point data for real objects and dynamic point 
data captured in real-time. The haptic interaction method can 
provide realistic forces/force feedback for a six degree-of 
freedom haptic interaction by performing a rigid body simu 
lation of the virtual tool at a very high rate; in some embodi 
ments, a haptic rendering rate of at least 1000 Hz, can be 
Supported. 
0093. The point data can be represented by one or more 
depth images representing a set of fixed and infinitely stiff 



US 2014/0320392 A1 

points in space. Each depth image can be filtered and Surface 
normals for objects represented as points in the depth image 
can be calculated in real-time. Direct interaction between the 
virtual tool and the point data can be performed without first 
converting the point data to an intermediate data structure to 
speed rendering. 
0094. A quasi-static (at rest) simulation can enable match 
ing of the position and orientation between the haptic render 
ing device and the virtual tool; i.e., a 6 DOF configuration. 
Collision between the virtual tool and the virtual environment 
can be detected. In the virtual environment, the virtual tool 
can be in one of the following three states: free motion, in 
contact, or in collision. The free-motion state occurs when no 
points based on depth information about the environment 
constrain the virtual tool. The in-contact state occurs when 
there are points based on depth information about the envi 
ronment on the boundary of, but not penetrating, the virtual 
tool. The in-collision state occurs when there are points based 
on depth information about the environment that penetrate the 
virtual tool. 
0095. The quasi-static simulation can involve moving the 
virtual tool at each of a number of time steps to enable the 
virtual tool to contact and then bounce off a surface repre 
sented contact point(s) in the point data. The virtual tool is be 
simulated as an object at rest at the beginning of a time step. 
Then, the state of the virtual tool can be determined. If the 
virtual tool does not collide with points in the environment, 
then the virtual tool is in free motion; e.g., the virtual tool is in 
the free-motion state. If a collision is detected between points 
in the environment and the virtual tool, then the virtual tool 
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can either be in contact; e.g., the virtual tool is in the in 
contact state, or the virtual tool can be in collision; e.g., the 
virtual tool is in the in-collision state. 
0096. When the virtual tool is in contact, the points in the 
environment in contact with the virtual tool can form motion 
constraints for the virtual tool. These constraints can be used 
to compute a constrained motion that will move the virtual 
tool towards the configuration of the haptic rendering device 
without violating any contact constraints. When the virtual 
tool is in collision, the collision can be resolved by moving the 
virtual tool away from the set of collision constraints. 
0097 Periodically or otherwise, new information about 
the virtual environment can be received. For example, when a 
new depth data, Such as a depth image, depth frame, or other 
data including depth information is captured, the new depth 
data can be transformed into a point cloud or other structure 
representing points in the environment, where every point in 
Cartesian space corresponds to a pixel. The point cloud can be 
filtered; e.g., using a bilateral filter and a surface normal is 
calculated for every point in the filtered point cloud. This 
Surface normal calculation can lead to collision constraint(s) 
that point in the correct direction for a surface, regardless of 
which direction is used to approach the surface. After the state 
of the virtual tool is determined, the force on the haptic 
rendering device is calculated as a function of the kinetic 
distance between the configuration of the virtual tool and the 
haptic rendering device. 
0.098 Table 1 below includes example pseudo-code 
describing an example haptic interaction algorithm regarding 
moving a virtual tool in a virtual environment. 

TABLE 1. 

O001 done = false: 
O002 WHILE (done == FALSE) DO 
OOO3 fi process depth data Din - see “Real-Time Processing of Streaming Depth Data section. 
OOO)4 IF (new depth data available) THEN 
OOOS Receive depth data Din from capture device, with Din including depth information for 
OOO6 each of a number of pixels captured by captured device 
OOO7 FOR each pixel P in Din DO 
OOO8 Let Coords(P) = Cartesian coordinates for P; 
OOO9 Filter depth values of P: 
OO10 Let Normal (P) = normal vector for point P pointed toward capture device; 
OO11 END FOR 
OO12 END IF 
OO13 
OO14 if determine motion constraints - see “Collision Detection with the VirtualTool section 
OO15 ff assume no points of Pin are in contact with VT 
OO16 Let VOX = voxelization of virtual tool VT; 
OO17 Let BB = bounding box of projection of VT onto Din: 
OO18 Let state = free-motion; 
OO19 Let points of contact = NULL; 
OO2O render virtual environment(Din, VT); // render the virtual environment with VT 
OO21 
OO22 fi now, find out if any points are in contact with VT 
OO23 if if point is within bounding box, then see if pixel corresponds to point within 
OO24 ?t voxelization VOX of VT. If point in VOX, then point is in contact or collides with VT 
OO2S 
OO26 FOR each pixel P in Din DO 
OO27 IF (Coords(P) is within BB) THEN 
OO28 Let P = conversion of Coords(P) into coordinates used for VOX: 
OO29 Query VOX to determine if P is a point within boundary of VOX: 
OO3O IF (P is within boundary of VOX) THEN 
OO31 Add P to points of contact; 
OO32 END IF 
OO33 END IF 
OO34 END FOR 
OO35 
OO36 // if there are any points in contact, see if any points penetrate VT. If point penetrates VT, 
OO37 if then point is in collision with VT. Otherwise, VT is in-contact (just touching) the point. 
OO38 
OO39 IF (points of contact = NULL) THEN 
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TABLE 1-continued 
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OO40 Let state = in-contact 
OO41 FOR each point PC in points of contact DO 
OO42 IF (penetration depth of PC into VT > 0) THEN 
OO43 Let state = in-collision 
OO44 END IF 
OO45 END FOR 
OO46 END IF 
OO47 
OO48 fi move VT based on state -- see “Finding a Constrained Motion while In Contact 
OO49 f, and “Resolving Collisions' sections below 
OOSO 
OOS1 initialize matrix(Matrix J); create/Zero out Matrix J as necessary 
OOS2 
O053 IF (state ==free-motion) THEN i? no constraints on moving VT 
OOS4 Move VT according to unconstrained acceleration of Equation (1) below 
O055 ELSE 
OOS6 if points in contact collision add constraints 
O057 FOR each point PC in points of contact DO 
OOS8 Determine constraint(PC) using Equation (2) below 
OOS9 Add constraint(PC) to Matrix J: 
OO60 END FOR 
OO61 
OO62 if move VT based on state and constraints 
OO63 IF (state == in-contact) THEN 
OO64 Move VT according to constrained acceleration (see Equations (3) and (4)) 
O06S using nearest point algorithm; 
OO66 ELSE state == in-collision 
OO67 Move VT according to constrained acceleration using Equations (6) and (7) 
OO68 END IF 
OO69 END IF 
OO70 
OO71 fi apply force to haptic rendering device - see “Calculating the Force' section 
OO72 Let F = force determined by Equation (8) 
OO73 Send indication of F to provide haptic feedback 
OO74 
OO75 if determine if we can terminate algorithm 
OO76 done = are we done yet(); if or similar technique function 
OO77 END WHILE 

0099. The algorithm shown in Table 1 is specified as 
mainly as a loop between lines 0002 and 0077that can iterate 
one or more times until a variable done is TRUE. A loop 
iteration can begin at line 0005 by determining if new depth 
data Din is available. If so, the new depth data Din is pro 
cessed at lines 0006-0013, and as further discussed in the 
“Real-Time Processing of Streaming Depth Data' section 
below. 
0100. As further discussed in “Collision Detection with 
the VirtualTool' section below, lines 0014-0020 involve gen 
erating a voxelization VOX of a virtual tool VT and a bound 
ing box BB of a projection of virtual tool VT into a space for 
Din, as well as initialing a state variable, representing a state 
of VT, to “free-motion' and a points of contact list to NULL 
(no points in list). Also, the virtual environment is rendered 
based on depth data Din and virtual tool VT. At lines 0021 
0034, a determination is made whether any points represented 
by the depth data Din are in contact with virtual tool VT. At 
lines 0035-0046, the state of VT is determined: (a) if no points 
of Din are in contact with VT, the state of VT remains set as 
“free-motion', (b) if a point of DIN is in contact with VT and 
if none of the in-contact points in the points of contact list has 
penetrated VT, the state of VT is set to “in-contact', (c) else, 
at least one point has penetrated VT and so the state of VT is 
set to “in-collision'. 
0101. At lines 0047-0069, virtual tool VT is then moved 
based on VT's state, which is discussed below in the “Finding 
a Constrained Motion while In Contact” and “Resolving Col 
lisions' sections below. If VT is in a state of free-motion (VT 
is not in contact with any points of Din and no interpenetra 

tions), the movement is based on unconstrained acceleration 
specified using Equation (1) below. That is, the virtual tool 
can be moved in the direction of the unconstrained accelera 
tion until first contact occurs. In some embodiments, the 
virtual tool can be moved in small discrete steps to ensure that 
no contact is missed. 
0102 Otherwise, VT is moved according to constrained 
acceleration specified using Equations (2)-(7) below. In some 
embodiments not shown in Table 1 above, bisection can be 
applied at first contact to further refine the point(s) of contact. 
In other embodiments not shown in Table 1 above, the con 
strained acceleration can be applied in Small discrete steps, 
where the magnitude per step is limited to a predetermined 
amount. The virtual tool can be moved in small discrete steps 
such that no feature is missed (as for the case when the virtual 
tool is in free motion). This procedure of movement using 
Small discrete steps can be repeated until collision is resolved. 
In particular of these embodiments, bisection can be applied 
again until the collision is resolved. 
(0103 At lines 0070-0073, force feedback is calculated 
and provided to a user of a haptic tool operating VT, discussed 
below in the “Calculating the Force' section. At the end of the 
loop iteration onlines 0074-0077, a determination is made as 
to whether the algorithm should end or not. If the algorithm 
should end, the done variable should be set to TRUE to 
terminate the loop, and therefore the algorithm. Otherwise, 
done should be set to FALSE to lead to another loop iteration. 
0104 Real-Time Processing of Streaming Depth Data 
0105 FIG. 3B shows depth image 350 based on captured 
depth data and depth image 350 annotated with normal vec 
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tors including normals 352,354,356,358, in accordance with 
an example embodiment. The upper image of FIG. 3B shows 
depth image 350 of captured depth data representing a human 
hand and arm. 
0106. As mentioned above, Cartesian coordinates can be 
determined for each pixel in a depth image. For each pixel, 
color and depth values in the depth image can be used to 
calculate Cartesian coordinates for a corresponding point. 
With the pixels in the depth image transformed to points in a 
Cartesian coordinate system, the depth values can be filtered 
using a bilateral filter, where the points can be weighted using 
a Gaussian kernel as a function of Euclidean distances in a 
Cartesian frame. The points can be weighted to preserve 
depth discontinuities; i.e., a neighboring pixel only contrib 
utes to the filtered value if its depth value is sufficiently close. 
0107. A normal vector can be calculated by fitting a plane 
to the points in a small neighborhood around each point using 
a least squares technique. The neighboring points can be 
weighted using the Smooth Wendland weighting function 
(e.g., with radius rw). This weighted total least squares prob 
lem has a closed form solution that can be solved with a 3x3 
eigenvalue decomposition for every point. There can be two 
numerical Solutions to the least squares problem, where each 
Solution is a possible normal. The normal can be selected as 
the numerical solution pointing towards the depth sensor. 
0108. The lower image shown in FIG. 3B shows depth 
image 350 annotated by normal vectors; e.g., normals 352, 
354, 356, 358, where the normal vectors were calculated 
using the techniques discussed immediately above for each 
1000" point derived from depth image 350. In some embodi 
ments, a normal vector can be calculated for every point in a 
depth image. In other embodiments, per-pixel data parallel 
work can be performed by a computing device utilizing one or 
more graphics processing units (GPUs). For example, the 
above-mentioned Cartesian transformation, bilateral filter 
ing, and/or least Squares solution/eigenvalue decomposition 
can be done for every pixel in parallel using OpenCL (Khro 
nos Group Inc.) running on the GPU(s). 
0109 GPU performance can be optimized by copying sev 
eral pixels at a time to local GPU memory. Then, the copied 
pixels can be processed in parallel by a work group of com 
putational units; i.e., components of GPUs and/or entire 
GPUs. As local memory access by the computation units can 
be up to 2 orders of magnitude faster than remote memory 
access, performance can be significantly speeded by use of 
local GPU memory. Local copying can be useful in filtering 
operations where many neighboring pixels are accessed. 
0110. Collision Detection with the Virtual Tool 
0111. In order for the virtual tool to move with respect to 
the points derived from the depth image, a quick collision 
detection method is needed. In some embodiments, the Vir 
tual tool is voxelized. For example, the voxels can be of a 
uniform size, such as 0.5 mm on a voxel side. Voxels can be 
stored in local memory using a simple scan-line technique. 
0112 To determine whether a point P collides with a vir 
tual tool VT, the point P can be transformed to a correspond 
ing point P' in a frame of reference for VT. Then, point P can 
be queried against the voxels used to voxelize VT. In some 
cases, the query can be equivalent to a look up in a collision/ 
no collision lookup table. In some embodiments, collision 
lookup can be sped by checking for collision with points that 
are in the neighborhood of virtual tool VT. The neighborhood 
of VT can be approximated using a two-dimensional bound 
ing box placed around the projection of the virtual tool onto 
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the depth image. Then, a point Pn can be determined to be 
within the neighborhood of VT if a corresponding pixel Px to 
point Pn is a pixel within the bounding box projected on to the 
depth image. 
0113 FIG. 4A depicts scenario 400 of capturing depth 
data in an environment 410, in accordance with an example 
embodiment. The left side of FIG. 4A shows an overhead 
view of environment 410, with depth enabled camera 412 
configured to capture depth data, Such as depth images, of 
objects 414 and 416 as well as tool 418. At a time T1 in 
scenario 400, tool 418 is in front of object 416 and to the left 
of object 414. 
0114. At time T1, depth enabled camera 412 captures 
depth image 420 of environment 410. Depth image 420 is 
shown in the upper-right portion of FIG. 4A, with object 414 
on the left side of the image, object 416 in the central portion 
of depth image 420, and a side view of tool 418 shown in front 
of object 416. In scenario 400, after conversion of pixels in 
depth image 420 to corresponding points in a Cartesian coor 
dinate system, each point is then checked for collision with a 
virtual tool representing tool 418. 
0.115. As discussed above, a bounding box surrounding 
the image of tool 418 can projected on to depth image 420. 
The lower-right portion of FIG. 4A shows depth image 420 
with projected bounding box 422 replacing a portion of depth 
image 420 depicting tool 418. Then, points corresponding to 
pixels of depth image 420 that are within bounding box 422 
can be queried for possible collision with tool 418. In scenario 
400, the corresponding points can be points captured from 
object 416, whose depth values would be larger than those of 
tool 418; i.e., object 416 is behind tool 418. As such, no 
collisions would be detected between tool 418 and points 
representing the rest of environment 410 in scenario 400. 
0116 FIG. 4B depicts scenario 450 of capturing depth 
data in an environment 410, in accordance with an example 
embodiment. The left side of FIG. 4B shows an overhead 
view of environment 410, with depth enabled camera 412, 
objects 414 and 416, and tool 418 as discussed above in the 
context of FIG. 4A. At a time T2 in scenario 400, tool 418 is 
in front of object 416 and just touching object 414. 
0117. At time T2, depth enabled camera 412 captures 
depth image 460 of environment 410. Depth image 460 is 
shown in the upper-right portion of FIG. 4B, with object 414 
on the left side of the image, object 416 in the central portion 
of depth image 460, and a side view of tool 418 shown in front 
of object 416 and just touching object 414. In scenario 450, 
after conversion of pixels in depth image 460 to correspond 
ing points in a Cartesian coordinate system, each point is then 
checked for collision with a virtual tool representing tool 418. 
0118. As discussed above, a bounding box surrounding 
the image of tool 418 can projected on to depth image 460. 
The lower-right portion of FIG. 4B shows depth image 460 
with projected bounding box 462 replacing a portion of depth 
image 460 depicting tool 418. Then, points corresponding to 
pixels of depth image 460 that are within bounding box 462 
can be queried for possible collision with tool 418. In scenario 
450. Some of the corresponding points can be points captured 
from object 416 as discussed above in the context of FIG. 4A. 
Other of the corresponding points can be points from object 
414. Such as points at the left-most extent of bounding box 
462 that just touches object 414. The depth values can be 
similar to those depth values representing a position of tool 
418; i.e., object 414 may be in contact with and/or penetrated 
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by tool 418. As such, collisions may be detected between 
object 414 and tool 418 in scenario 450. 
0119 Finding a Constrained Motion while In Contact 
0120. Using this collision detection method, the virtual 
tool is moved towards the configuration of the haptic render 
ing device and stopped at the first point of contact. Gauss' 
least constraints principle can provide a basis for find a fea 
sible movement for the virtual tool that will not violate the 
contact constraint further. 

I0121. The generalized unconstrained acceleration a can 
be expressed using Equation (1) below: 

(ii (1) a -(...) 
I0122 where a, is the unconstrained acceleration in the 
horizontal and vertical (X and Y) dimensions, and a, is the 
unconstrained acceleration in the depth (Z) dimension. 
(0123 a can be considered as an ideal unit step; e.g., a 
unit step that can be taken if the configuration of virtual tool 
VT were to match the configuration of the haptic rendering 
device. Howeverif virtual tool VT is in contact, this ideal unit 
step cannot be taken. Each point of contact (as found by the 
collision detection) can introduce a linear constraint on accel 
erations a and a specified by Equation (2): 

na+(xn) oved (2) 

For equation (2), n is the normal vector at the point of contact, 
r is the vector from the center of mass to the point of contact, 
and d is the penetration depth of the point of contact with d=0 
when virtual tool VT is in contact with, but not penetrated by, 
the contact point and d-O when virtual tool VT is penetrated 
by the contact point. 
I0124 Given as a constrained acceleration a can be cal 
culated which minimizes the kinetic distance between the 
virtual tool and the haptic rendering device with respect to the 
linearized constraints. More formally, the constrained accel 
eration a, can be found as 

3 
ac = a min (aga - ag)M(ag, - ag) (3) 2 ag 
subject to 

Jag 20 (4) 

where M is the mass matrix for the virtual tool and J is a 
matrix of constraints formed by (2) for each point in contact. 
0.125 Equations (3) and (4) represent a quadratic pro 
gramming problem Solvable using Wilhelmsen's nearest 
point algorithm. The constrained accelerationa, may be valid 
for only a small neighborhood around the current configura 
tion because of the linearized contact constraints J. Further, 
validity of a can be affected any movement by the virtual tool 
VT and/or changes in point positions introduced by new 
depth data (represented by Pin), as the movement can intro 
duce new constraints on virtual tool VT. 
0126 To illustrate the depth value d of Equation (2), FIG. 
4C depicts virtual tool 470 and example points (Ps) 472a, 
474a, and 476a representing depth data captured from an 
environment. For example, points 472a, 474a, and 476a can 
be points in a Cartesian coordinate system calculated from 
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pixels of a depth image, as discussed above. As mentioned 
above, a normal vector can be calculated by fitting a plane, or 
surface, to each of points 472a, 474a, and 476a a small 
neighborhood around each point. For example, FIG. 4C 
shows an example surface (S) 472b calculated for point 472a 
and corresponding normal (N) 472c. FIG. 4C also shows 
surfaces 474b, 476 b and normals 474c. 476c for respective 
points 474a, 476a. 
I0127. The depth d for a point P with respect to virtual tool 
VT can be specified as a distance from P to a portion of VT 
closest to Palong the direction of a normal vector Nassoci 
ated with P. For example, FIG. 4C shows that point 472a is a 
positive distance from a portion of virtual tool 470 closest to 
point 472a in the direction of normal 472c; that is, the depth 
of point 472a with respect to virtual tool 470 is positive. As 
the depth of point 472a is positive, virtual tool 470 can be 
classified as in free motion, or unconstrained by, point 472a. 
I0128. As another example, FIG. 4C shows that point 474a 
is just touching a surface of virtual tool 470. That is, point 
474a is a distance of 0 units away from virtual tool 470 in the 
direction of normal 474c, and so the depth of point 474a is 0. 
As the depth of point 474a is 0, virtual tool 470 can be 
classified as being in contact with point 474a. FIG. 4C also 
shows that point 476a is inside the surfaces of virtual tool 470. 
That is, point 476a is a negative distance away from a closest 
surface of virtual tool 470 in the direction of normal 476c, and 
so the depth of point 474c is negative. As the depth of point 
476a is negative, virtual tool 470 can be classified as being in 
collision with point 476a. As such, virtual tool 470 can be 
considered to be constrained by points 474a and 476a. 
0129 
0.130. One technique to resolve collisions between VT and 
points is based on the use of interval arithmetic. Generally 
speaking, intervalarithmetic operates on ranges (or intervals) 
of values rather than specific values. For example, Suppose 
bodies A and B are 6.5 feet apart. For interval arithmetic, the 
relative position of A and B can be specified based on a 
distance interval; e.g., an interval between 6 to 8 feet. 
I0131. As part of this collision-resolution technique, the 
step size to move any part of the virtual tool can be con 
strained to be less than the smallest size of voxels used to 
represent the virtual tool. For example, the step size can be 
chosen to be half the tool voxel size. Bounding the virtual tool 
movement can ensure that no collisions are missed in a single 
point image, or when static point data is used. However, when 
dynamic point data is used, bounding the virtual tool’s move 
ment does not hold after the point data updates, as the loca 
tions of points represented by a new point image or other 
representation of the point data can be arbitrary. 
0.132. A quasi-static collision resolution technique can be 
used to resolving collisions between virtual tools and virtual 
environments represented by dynamic point data. Initially, 
virtual tool VT is at rest; e.g., satisfies the condition specified 
by Equation (5): 

ag.0 (5) 

Resolving Collisions 

I0133) To move the virtual tool VT, the depth valued (dis 
cussed above in the context of Equation (2) and below in the 
context of FIG. 4C) has to be non-zero in order for the mini 
mization to move the virtual tool out of the constraint. The 
value of d should ideally match the penetration depth at each 
point of collision. However, a planar constraint specified in 
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Equation (2) may only be valid in a small neighborhood of 
virtual tool VT and since movements of virtual tool VT might 
introduce new constraints. 
0134. An approximate solution to resolve collisions can be 
obtained by weighting the constraints equally and updating 
the configuration of the virtual tool iteratively. This approach 
can be summarized as: 

Cic iny a Mag (6) 
subject to 

dag 2 1 (7) 

0135. Note that the right hand side value “1” in Equation 
(7) can be chosen as any vector with identical elements. The 
choice of right hand side value can change the magnitude, but 
not the direction of the result from Equation (6). 
0.136 Calculating the Force 
0.137 The forcefsent to the haptic rendering device can be 
calculated as a function of the difference between the virtual 
tool and haptic device configuration. For example, f can 
specified as f(f,f)", with fell being a translational com 
ponent, and fReis being a rotational component. Then, f, 
can correspond to three degrees of freedom for a position of 
virtual tool VT and f can correspond to three degrees of 
freedom for a rotation of virtual tool VT. 
0138. The force f can be calculated as: 

f–KMa, (8) 
where K is a diagonal matrix containing spring constants 
between virtual tool VT and each contact point. For an 
example of spring constants, a virtual spring with a corre 
sponding spring constant can be connected between virtual 
tool VT and a contact point. As the distance between VT and 
the contact point increases, the virtual spring exerts a propor 
tionally larger force to draw VT closer to the contact point. 
The calculated force can be exerted in the direction of the 
normal at the contact point; i.e., corresponding to the virtual 
spring pulling VT and the contact point together. 
0139 Example Implementation 
0140. As an example, the herein-described 6-DOF haptic 
rendering algorithm was implemented on a desktop computer 
(AMD Phantom II.6 with a Radeon HD 6990 GPU) running 
Ubuntu 11.10. The force was calculated asynchronously at 
1000 Hz in a separate thread. During typical interaction, the 
collision detection algorithm ran at 15 kHz. Point images 
were filtered and normal vectors were calculated for every 
point using the GPU. 
0141 Realtime processing was achieved using a neighbor 
hood of 9x9 points for filtering as well as normal vector 
calculation. The position of the haptic rendering device was 
both controlled automatically (for purposes of producing 
accurate results) as well as with a Phantom Omni haptic 
rendering device. Using the latter, only translational forces 
could be perceived by the user since the Phantom Omni only 
provides 3 DOFs of sensation. 
0142. To evaluate the presented haptic rendering method 
in a noise free environment, a virtual box (with 5 sides but no 
top) was constructed. The normal vectors were set perpen 
dicular to each side, pointing into the box. The position of the 
haptic rendering device was then automated to move 2S into 
the box, rotate in the positive direction for 2 s, rotate in the 
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opposite direction for 2s, and then move for 2s out of the box. 
In this example, the virtual tool became constrained by the 
sides of the box and interacted with up to 6 contact points 
simultaneously. 
0143. Two examples of haptic interaction with streaming 
point data were performed using arbitrary polygon models as 
virtual tools. The performance of the haptic rendering method 
can depend on the number of points in the neighborhood of 
the virtual tool. In some embodiments, most of the computa 
tional time can be spent on collision detection and forming 
movement constraints. In these embodiments, performance 
of the algorithm can scale approximately linearly in the num 
ber of neighboring points. To improve performance in inter 
action with large tools, the point data can be down-sampled. 
Further, performance can be enhanced by utilizing multiple 
CPUs of a computing device for collision detection. Also, the 
algorithm can be implemented partially or completely using 
interval arithmetic, which may improve performance as well. 
0144. Example Technique for Generating and Enforcing 
Virtual Fixtures 
(0145 FIG. 5A depicts points 510 derived from depth data 
and forbidden-region fixture 514, in accordance with an 
example embodiment. FIG. 5A shows points 510 including 
points 512a-512i. Forbidden-region fixture 514 can define a 
forbidden region that includes some of points 510; e.g., points 
512d-512fas shown in FIG.5A, and surrounding space where 
a virtual tool is prohibited from entry. 
0146 A forbidden region can be generated by selecting 
points, planes, regions of space, and/or objects in a virtual 
environment to define the forbidden region. For each forbid 
den-region point p, completely within the forbidden region, a 
forbidden-region radius r, and a forbidden-region stiffness 
k, can be determined. FIG. 5A shows a two dimensional 
forbidden region feature defined by forbidden-region points 
512d-512? and where rare res. Duringhaptic rendering of 
points 510, a virtual tool will be prohibited from entering 
forbidden region 514. 
0147 During haptic rendering, the forbidden regions can 
be considered to be defined by forbidden-region spheres of 
the forbidden-region fixture, each forbidden-region sphere 
defined by a forbidden-region point p, and related forbidden 
region radius r. Then, the virtual tool can be constrained to 
only move on the surface of or away from the forbidden 
region spheres. 
0148 FIG. 5B depicts virtual tool 520, in accordance with 
an example embodiment. Virtual tool 520 has a center 522, 
shown with a V in FIG.S.B. Virtual tool 520 also has contact 
point(s) 524, defined as one or more points on an exterior 
Surface of virtual tool 520. 

0.149 The definitions of virtual-tool states can be modified 
to account for forbidden regions. The virtual tool can be 
considered to be in a free-motion state with respect to one or 
more forbidden regions if the virtual tool is not on the bound 
ary or inside of any of the one or more forbidden regions. The 
definition of depth can be similarly modified, so that a modi 
fied depth MD of a virtual tool VT with respect to a forbidden 
region F having outward normal FN can be specified as dis 
tance between contact point(s) of VT and a closest portion of 
forbidden region F moving in a direction of FN. In terms of 
the modified depth, VT is in a free-motion state with respect 
to forbidden region if the modified depth MDbetween VT and 
F is greater than 0. 
0150. The virtual tool can be considered to be in an in 
contact state with respect to one or more forbidden regions if 
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a portion of one or more of the forbidden region(s) is just 
touching contact point(s) 524; e.g., the modified depth MD 
between the virtual tool and the forbidden region equals 0. 
The virtual tool can be considered to be in an in-collision state 
with respect to one or more forbidden regions if a portion of 
one or more of the forbidden region(s) is within contact points 
of the virtual tool e.g., the modified depth MD between the 
virtual tool and the forbidden region is less than 0. 
0151. When the virtual tool is in a free motion state, move 
ment along the vector of unconstrained acceleration is 
allowed as long as the virtual tool does not come in contact 
with or collide with a forbidden region; e.g., as long as the 
modified depth remains greater than Zero. 
0152 FIG. 5C shows an example virtual tool 530 whose 
movement toward desired virtual tool position 550 is 
impeded by forbidden region 540, in accordance with an 
example embodiment. As shown in the example of FIG. 5C, 
forbidden region 540 centered at point p, can constrain move 
ment of free-motion virtual tool 530 toward desired virtual 
tool position 550 in the direction of vector u. Specifically, 
FIG.SC shows that when a center of virtual tool 530 moves to 
a position P. virtual tool 530 will be in contact with forbid 
den region 540 at point p. The outward normal to forbidden 
region N(p) indicates a direction of motion for virtual tool 
530 to avoid forbidden region 530. 
0153 FIG.5D shows an example virtual tool 534 in col 
lision with forbidden region 560 centered at point p, in accor 
dance with an example embodiment. As shown in the 
example of FIG.5D, a portion of virtual tool 534 is inside of 
and so is in collision with, forbidden region 560. For example, 
forbidden region 560 can be generated based on new depth 
information received from a depth-enabled camera or similar 
device. In particular, point p, of the contact points for virtual 
tool 534 is a point furthest inside forbidden region 560; e.g., 
a point of virtual tool 534 closest to pointp, centering forbid 
den region 560. As such, virtual tool 534 cannot travel along 
vector u2 toward desired virtual tool position 570 without at 
least partially traversing forbidden region 560. A vector u3 
from centerpointp, to contact pointp, indicates a direction of 
motion for virtual tool 535 to escape forbidden region 560; 
e.g., virtual toolS34 can move alonga weighted vector Sum of 
u2 and u3 to escape forbidden region 560 while progressing 
toward desired virtual tool position 570. 
0154 Example Applications Involving Haptic Rendering 
0155 FIG. 6 is an example gaming scenario 600 with 
haptic rendering in environment 610, in accordance with an 
example embodiment. In scenario 600, players 620 and 630 
are playing a game of "capture the flag in game environment 
610. FIG. 6 shows player 620 as a black circle in game 
environment 610 and guarding flag 622, and shows player 
630 as a grey circle in game environment 610 and guarding 
flag 632. 
0156. In capture the flag, each player tries to be the first 
player to capture the opponent's flag and return the captured 
flag to a goal area. That is, during the game, player 620 
attempts to capture flag 632 and return flag 632 to goal 624 
before player 630 captures flag 622 and returns flag 622 to 
goal 634. In the variation of capture the flag shown in Scenario 
600, a player can lose ifa shield level for the player goes to 0% 
as well. 

(O157. In scenario 600, both players 620 and 630 utilize 
haptic feedback devices, such as haptic gloves, body Suits 
with haptic feedback generators, and/or otherhaptic devices. 
Also, players 620 and 630 each have computing devices 
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configured to use game-playing software access a virtual 
environment generated from depth data generated by depth 
enabled cameras 650, 652, 654, 656, 658, 660, 662, and 664 
(labeled as C’s in FIG. 6). In other scenarios, more or fewer 
cameras can be used than shown in FIG. 6. Also, in scenario 
600, both players 620 and 630 have sensors configured to 
provide location and heading information for the player. For 
example, both players 620 and 630 could have a haptic suit 
with a portable display that includes Global Positioning Sys 
tem (GPS) sensor(s), accelerometer(s), gaze detection sen 
sors, and/or other sensors to both access the virtual environ 
ment, provide location and heading information, and receive 
haptic feedback. 
0158 Software for the game can determine a location and 
heading for each player within environment 610 and generate 
a display of environment 610 at the player's location as the 
player looks in the heading direction. FIG. 6 shows display 
670 generated for player 620 with a view of box 640 shown 
with a black star. In scenario 600, a “charging object', or star 
having the player's color on an object within environment 
610 increases or “charges' the player's shield level as long as 
the player touches the object. In contrast, if the player touches 
a "discharging object', or object having a star of the color of 
the opponent, the player's shield level decreases or "dis 
charges. In some embodiments, a discharging object can 
produce a forbidden Zone that discharges a shield level while 
a player is within the forbidden Zone. The colored star used 
for identification of charging and discharging objects can be 
generated by the game-playing software to permit changes in 
colors of player and/or changing which objects act as charg 
ing and/or discharging objects. Also, in some embodiments, 
touching a discharging object can quickly or even immedi 
ately reduce a shield level to 0-e.g., the discharging object 
causes the player to (nearly) instantly lose the game. Depend 
ing on the scenario, such instant-discharge objects may or 
may not be identified to the player by the game-playing soft 
Ware 

0159 Along with identification of charging and discharg 
ing objects, the game-playing software can generate slogans, 
images, etc. on objects in the environment. For example, in 
scenario 600, player 620 has a heading of due south, and the 
game-playing software has generated the slogan "Lose any 
flags?” on an image of object 644 in display 670. Similarly, in 
scenario 600, display 680 for player 630 has slogans “Dare to 
pass?' and "Run” display on generated images of objects 
644. In some scenarios, the game-playing software may pro 
vide images of objects without additional slogans, images, 
etc. 

0160 Displays 670 and 680 each include game-related 
data for each player, including a shield level, a number of 
flags taken, and a number of opponents in environment 610. 
For example, FIG. 6 shows display 670 for player 620 with 
game-related data that indicates that player 620: (a) has a 
shield level of 98% and that the shields are charging, (b) has 
not taken any flags, and (c) has one opponent in environment 
610. FIG. 6 also shows display 680 for player 630 with 
game-related data that indicates that player 630: (a) has a 
shield level of 100%, (b) has not taken any flags, and (c) has 
one opponent in environment 610. In some embodiments, 
more, different, and/or less game-related data can be provided 
in a display for a player. 
0.161 In some embodiments, the game-playing Software 
can generate and/or display virtual objects as well as, or 
instead of actual objects such as objects 640, 642, 644, 646, 
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and 648 of environment 610. For example, objects 648a and 
648b, each shown using dashed lines, can be virtual objects. 
As one example, a virtual object can represent a “regular 
object similar to object 646 or 648 but is not physically 
present in environment 610. In other examples, a virtual 
object can represent a trap Such as a “covered pit” that an 
unwary player can fall into and lose shield strength, or a 
treasure Such as “supercharger that can immediately add 
shield strength to the player. 
0162 Many other examples of real and virtual objects are 
possible, including examples of other games that utilize hap 
tic rendering. Some of these games can involve only one 
player and Some games can involve more than two players. 
For example, a maze game with haptic feedback can involve 
a single player exploring the maze or can involve two or more 
players perhaps running a race through the maze. 
0163 FIG. 7 is an example haptic rendering session sce 
nario 700 in a remote environment 710, inaccordance with an 
example embodiment. Environment 710 includes a dog 
“Fido' 720, a depth-enabled camera 730, and a haptically 
controlled device (HCD) 732. During scenario 700, a remote 
viewer interacts with Fido 720 via HCD 732. For example, 
HCD 732 can be a mobile robot with a robot arm configured 
for remote control. Other HCDs are possible as well. In some 
scenarios, HCD 732 is not present, which permits interaction 
with a virtual environment generated by data from camera 
730 without the ability to affect a real environment, such as 
environment 710. 

0164 Display 740 can be generated to visualize a virtual 
environment utilizing depth data generated by depth-enabled 
camera 730. FIG. 7 shows display 740 with visualization 
portion 742 configured to display a view of environment 710 
and textual portion 744 configured to display both instruc 
tions, such as “Move your glove to pet Fido where the black 
hand touches him, and other information such as “If you’re 
good to him, Fido might take you for a walk in the woods.” 
0165 A user conducting a haptic rendering session sce 
nario can use a haptic glove or otherhaptic interface device to 
control virtual tool 746 and touch Fido 720 using the robot 
arm of HCD 732. In some scenarios, the user can control 
movement of HCD 732, perhaps by certain movements of the 
haptic interface device; e.g., press a “move robot' button or 
otherwise signal a change of interpretation of movements of 
the haptic interface device from being interpreted as com 
mands for moving the robot arm to commands for moving 
HCD 732. 

0166 In scenario 700, the move robot button can be 
pressed to move HCD 732 along path 734 and so walking 
Fido 720 based on movements of the haptic interface device 
(e.g., move haptic interface device left or right to correspond 
ingly move HCD 732 left or right along path 734, rotate haptic 
interface device to better pet Fido). When the move robot 
button is not pressed, movements of the haptic interface 
device control the robot arm (e.g., for a haptic glove acting as 
the haptic interface device, Fido 720 can be petted or 
scratched based on finger movements of the haptic glove). 
0167. In other scenarios, non-haptic interface devices can 
be used to control HCD 732; e.g., the haptic interface device 
controls the robot arm and a joystick or keyboard can be used 
to move the mobile robot. In still other scenarios, camera 730 
can be mounted on HCD 732 to provide additional informa 
tion about environment 710, including information about 
Fido 72O. 
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0168 FIG. 8 is an example collaborative haptic rendering 
session scenario 800 for a remote environment 810, in accor 
dance with an example embodiment. Environment 810 
includes pumping station 812 that, during scenario 800, has 
failed. Due to the failure of pumping station 812, waste 814 
has escaped, as shown by FIG. 8 as a black cloud in environ 
ment 810. 

(0169. During scenario 810, four robots 820,830,840, and 
850 have been deployed to fix pumping station 810 and inves 
tigate environment 810 to begin cleaning waste 814. Each of 
robots 820, 830, 840, and 850 has a depth-enabled camera 
facing forward and can be driven by a remote operator using 
a display, Such as display 312 discussed above in the context 
of FIG. 3A, and one or more haptic interface devices, such as 
haptic interface device(s) 316 discussed above in the context 
of FIG. 3A. 
0170 In scenario 800, each robot operator is in a different 
physical location. Each location is equipped with one or more 
haptic interface devices, one or more displays, and perhaps 
other interface devices, such as keyboards, keypads, touch 
screens, loudspeakers, microphones, and/or other interfaces. 
In other scenarios, Some or all of the robot operators can be in 
the same remote location. In still other scenarios, a single 
robot can be used with a single robot operator. In even other 
scenarios, one or more of the robots can be controlled by 
multiple robot operators e.g., both a driver and a ladder opera 
tor can control a robotic fire engine. In yet other scenarios, 
one or more of the robot operators can be local; e.g., at 
environment 810, perhaps riding on or within a robot. 
0171 FIG. 8 shows the displays generated the depth-en 
abled cameras for the robot operators, as display 860 for robot 
820 headed along heading 826, display 870 for robot 830 
headed along heading 836, display 880 for robot 840 headed 
along heading 846, and display 890 for robot 850 headed 
along heading 856. Robot 820 has two robot hands configured 
as haptic interface devices (HIDs) 822,824, robot 840 has two 
robot hands 842, 844 configured as haptic interface devices, 
and robot 850 has robot hand 852 and probe 854 configured as 
haptic interface devices. Each robot display shown in FIG. 8 
includes a visualization portion and a textual portion, similar 
to display 1040 shown in FIG. 10. For example, display 860 
includes visualization portion 862 and textual portion 864. In 
FIG. 8, virtual tools representing robot hands are shown using 
block diagrams of hands with two fingers and virtual tools 
representing probes are shown using slender triangles; e.g., 
pennant-shaped triangles. 
0.172. In scenario 800, robot 830 is in communication with 
the other robots 820, 840, and 850, and is configured to a 
“communication coordinator” to send and receive text, Voice, 
and perhaps other types of messages from the other robot 
operators. For example, robot 830 can be controlled by a 
supervisor observing environment 810 and coordinating the 
efforts of robots 820, 840, and 850. 
(0173. In scenario 800, a far end of each robot arm of robot 
820 is configured to be a virtual tool for the operator of robot 
820. FIG. 8 shows display 860 for robot 820 including a 
location of a left virtual tool 866, corresponding to a left robot 
hand on a left arm of robot 820, and a right virtual tool 868 
corresponding to a right robot hand on a right arm of robot 
820. In FIG. 8, right virtual tool 868 is position to move a 
handle of a door to pumping station 812. 
0.174. The operator of robot 820 can use a non-haptic 
interface device, such as a keyboard or keypad to enter text 
that appears in textual portion 864. FIG.8 shows that the text 
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“Joe, I’m trying to open the R door.” Is in textual portion 864, 
preceded by an identifier “Chris' of a person who entered in 
the text; e.g., Chris is a first name of the operator of robot 820. 
In scenario 820, text entered into a textual portion 864 of 
display 860, textual portion 884 of display 880, or textual 
portion 894 of display 890 is displayed both in the entering 
textual portion plus in textual portion 874, as display 870 and 
textual portion 874 are associated with the communication 
coordinator. In some embodiments, robot operators can send 
a message to one or more other operators directly without 
sending a copy of the message to the communication coordi 
natOr. 

0.175. In other embodiments, the operator of robot 820 can 
receive touch feedback while attempting to open the door of 
pumping station 812. For example, as the operator of robot 
820 uses robot hand 822 to open the door of pumping station 
812, haptic rendering can provide feedback to indicate that 
the door is or is not resisting the efforts to open the door. 
Further, in embodiments where robot hand 822 is equipped 
with finger-like appendages, the operator of robot 820 can use 
a haptic glove or other haptic interface device to move the 
appendages to grab the door handle, and pull down or push up 
with an amount of effort based on, e.g., proportional to, an 
amount of effort exerted by the operator in moving the haptic 
interface device. 
(0176 Robot 850 is equipped with probe 854. A probe can 
be equipped with one or more sensors for chemical, biologi 
cal, and/or radiation testing. FIG. 8 shows robot 850 with 
probe 854 in waste 814. 
(0177. Each of displays 880 (for robot 840) and 890 (for 
robot 850) shows a virtual tool associated with either a robot 
hand or a probe. For example, for robot 840, robot hand 842 
is associated with virtual tool 886 and robot hand 844 is 
associated with virtual tool 888. In scenario 800, both robot 
hands 842 and 844 include probes. 
0.178 Robot 840 is engaged in measuring waste densities 
with robot hands 842 and 844. FIG. 8 shows textual portion 
884 of display 880 displaying various types of information, 
including location information for each probe and waste den 
sity values detected by each probe. In scenario 800, a waste 
density of “IP indicates a probe is in the process of deter 
mining a waste density, such as shown in FIG.8 for probe 844. 
0179 Both haptic and non-haptic commands can be used 

to control robots. Textual portion 894 of display 890 shows 
commands being communicated from an operator to robot 
850. FIG. 8 shows a “Cmd:” prompt for commands, such as 
“set left to rad', which directs robot 850 to set a probe 854 to 
act as a radiation sensor. Robot 850 responds with a confir 
matory message from “Probe' of "Set for rad’ to indicate that 
probe 854 is ready for radiation testing. In scenario 800, the 
operator of robot 850 sends another command “test probe' to 
robot 850. In response, probe 854 performs a radiation test 
and determines a value of "+1.3' for the radiation test. In 
scenario 800, the operator of robot 850 can move robot hand 
852 and probe 854 using respective haptic interface devices. 
0180 FIG. 9 depicts scenario 900 where construction is 
ongoing in environment 910, in accordance with an example 
embodiment. Environment 910 can be a virtual environment 
or an actual environment. In some embodiments, environ 
ment 910 can represent an extra-terrestrial environment; e.g., 
in space or on a planet other than Earth. In these embodi 
ments, values of various parameters, such as the speed of 
gravity (if any), planetary tilt, and relative location of other 
celestial bodies, can change from Earth-normal values. 
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0181. In scenario 900, a solar power array is being con 
structed from at least two depicted Sub-arrays: Sub-array 
T1-182, shown on the left side of environment 910, and 
sub-array T2-182, shown on the right side of environment 
910. To construct the solar power array, sub-array T1-182 is 
being manipulated by tool 920 and sub-array T2-182 is being 
manipulated by tool 922. In other scenarios, more or fewer 
tools can be utilized in environment 910. 

0182. In scenario 900, display 940 is used to monitor and 
control a haptic interaction session with tool 920 and display 
950 is used to monitor and control tool a haptic interaction 
session with tool 922. Display 940 includes environmental 
display region 942 and textual-display region 944. Environ 
mental-display region 942 includes a display of Sub-arrays 
T1-182 and T2-182, virtual tool 946 representing tool 920, 
and two control buttons. The “Bye' control button ends the 
haptic interaction session and the “Change Tool button 
enables changing display 940 to monitor/control to a different 
virtual tool and/or to change operation of tool 920; e.g., 
changing use of a robot hand as part of tool 920 as shown in 
FIG. 9. More, fewer and/or different control buttons can be 
utilized in other scenarios. Textual-display region 944 can 
provide text and perhaps other types of information (e.g., 
images, Sounds, sensor information, communication ses 
sions, etc.) for use as part of display 940. 
0183 Virtual tool 946, and subsequently tool 920, can be 
controlled by use of a 6 DOF (or other) haptic interface to 
enable control over location and rotation of virtual tool 946 
and to receive force feedback related to related to the virtual 
tool using the herein-described techniques. 
0184. In other scenarios, display 940 can be used to moni 
tor and control multiple haptic interaction sessions: for 
example, a robot arm can have three virtual tools correspond 
ing to a shoulder, an elbow, and a wrist, with each virtual tool 
having up to 6DOF. Then, if display 940 were used to control 
the robot arm, display 940 can control haptic interaction 
sessions for each of the virtual tools. As another example, a 
tool can have multiple controllable components; e.g., robot 
arms, robot hands, an engine/propulsion system, etc., where 
some or all of the controllable components can be directed 
using haptic interaction session(s). Then, if display 940 were 
used to monitor and control such a tool, display 940 can 
control one or more haptic interaction session(s) with the tool. 
Many other examples are possible as well. 
0185 Display 950 is similar to display 940. Display 950 
includes environmental-display region 952 and textual-dis 
play region 954. Environmental-display region 952 includes 
a display of sub-arrays T1-182 and T2-182, virtual tool 956 
representing tool 922, and “Bye' and “Change Tool control 
buttons discussed above in the context of display 940. Tex 
tual-display region 954 can provide text and perhaps other 
types of information for use as part of display 950. 
0186. In scenario 900, tools 920 and 922, controlled via 
respective displays 940 and 950 and corresponding haptic 
interaction sessions, construct the Solar power array using 
sub-arrays T1-182 and T2-182. Scenario 900 can then end. 
0187. 
0188 Virtual tools, haptic interaction sessions, and the 
herein-described techniques can be applied to underwater 
applications. For example, a underwater depth-enabled cam 
era, similar in spirit to the Microsoft Xbox Kinect, but suit 
able for underwater conditions can be used for locating 
objects underwater and providing data for 6 DOF haptic 
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feedback to a human operator of the robot. The haptic feed 
back can provide a human operator with a sense of touch for 
objects seen by the camera. 
0189 This system can: (a) permit the operator to feel 
objects, such as underwater ordnance during remediation or 
objects being salvaged, through a haptic 6 DOF interface, 
based upon the camera system image and dynamic haptic 
rendering, (b) enable the operator to guide the robot end 
effectors with the target during removal, via tele-operation, 
and (c) establish virtual force fields around protected Zones 
of objects (such as locations that might result in explosion of 
the ordnance). If the tele-operator tries to move an end-effec 
tortoo close to a protected Zone, he/she will feel resistance as 
the haptic interface “pushes back'. Imposition of protected 
Zones, perhaps via virtual features, can prevent robot end 
effector contact with undesirable locations, either in the envi 
ronment or on the ordnance. The end effector of a robot can be 
a device at an end of a robot arm or other appendage; e.g., a 
robotic hand at the end of robot arm. Combined with a tele 
operated robotic device, this will allow human directed 
robotic capture and removal of objects under fresh or salt 
Water. 

0.190 FIG. 10 shows underwater robot 1000, in accor 
dance with an example embodiment. Robot 1000 is config 
ured with two screw drives 1002, 1004, eight robotic arms 
1010, 1011, 1012, 1013, 1014, 1015, 1016, 1017, light 
sources 1020, 1024, and camera 1022. 
(0191 Robot 1000 can be a bottom-crawling vehicle with a 
screw-drive propulsion system. Robot 1000 can move over an 
underwater object, such as ordnance, and the tele-operator 
uses robot arms 1010-1017 to grab the underwater object. 
Light sources 1020, 1024 and camera 1022 can operate 
together as a camera system. 
(0192. As shown in FIG. 10, camera system 1020, 1022, 
1024 can be integrated into a chassis of robot 1000 and image 
the region within service bay 1030. Camera system 1020, 
1022, 1024 can generate a three-dimensional image of object 
(s) within service bay 1030, such as object 1032. The images 
generated by camera system 1020, 1022, 1024 can be pro 
vided to a processor at the Surface to haptically rendering 
images within service bay 1030. A human tele-operator inter 
acts with robot 1000, arms 1010-1017, and objects such as 
object 1032, using one or more haptic interfaces and perhaps 
display(s). The tele-operator can control arms 1010-1017 to 
move object 1032, pick up object 1032, attach a sling and 
cable to object 1032 for future retrieval, and/or some other 
action such as mark the object for better identification. 
(0193 Robot 1000 can use a system of screw drives 1002, 
1004 for propulsion. Using screw drives maintains negative 
buoyancy throughout a mission and thus robot 1000 need not 
manage buoyancy. The use of Screw drives, in contrast to 
thrusters, lowers the risk of stirring up silt or sand, which can 
deteriorate visibility. Additionally, silt poses a challenge to 
traditional track-driven vehicles not faced by screw drives. 
0194 FIG. 10 shows that screw drives 1002, 1004 are 
mounted on each side of robot 1000. Each screw drive 1002, 
1004 can be driven at varying speeds. Robot 1000 can move 
sideways and thrust may be vectored so that non-holonomic 
constraints do not limit operation. Thrust vectoring allows for 
increased maneuverability and simplifies the role of the tele 
operator, allowing for natural modes of operation and quick 
adjustments to the platform's location on the sea, river, or lake 
bed. Screw drives 1002, 1004 can also be articulated, allow 
ing for a range of maneuvers and for convenient movements 
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such as vertical translation of the chassis and service bay1032 
of robot 1000. In some scenarios, screw drives 1002, 1004 can 
dig into mud, getting the robot 1000 deeper into areas that 
may have buried ordnance. 
0.195 Robotic manipulation and removal of munitions 
requires a stable platform that can remain fixed in an inertial 
frame with respect to the object. To carefully and firmly grip 
an object identified for removal, the system can use a number 
of robotic manipulators designed for the task, such as arms 
1010-1017. 

0.196 Arms 1010-1017 can have a series of linkages and 
the necessary actuation to achieve motion derivatives that 
accomplish desired gripping maneuvers to handle underwater 
objects. In some embodiments, such as shown in FIG. 10, 
each of arms 1010-1017 is identical and is designed for planar 
motion. When gripping an object, the trajectory of each of 
arms 1010-1017 is designed to achieve optimal grasping with 
respect to the goals and constraints defined by a human opera 
tOr. 

0.197 In some embodiments, some of arms 1010-1017 can 
be controlled using a low number of degrees of freedom. Even 
with low degree-of-freedom arms, intricate shapes can still be 
achieved with the coordinated manipulator system to allow 
for a high level of dexterity using simple components. As 
shown in FIG. 10, arms 1010-1017 can be mounted along 
either side of the service bay 1030, allowing them to oppose 
on another so that simple motions can result in stable gripping 
of munitions. The use of eight arms allows for a lower contact 
pressure on an object from each contacting arm. Also, a subset 
of arms 1010-1017 can be used, such as when a forbidden 
region fixture on object 1032 prohibits one or more arms from 
gripping object 1032 at aparticular location. In some embodi 
ments, robot 1000 and arms 1010-1017 can operate in several 
modes of operation and redundancy, allowing an operator to 
carry out tasks even when a manipulator Suffers damage. 
0198 The camera system can use a range gated approach 
to allow both visible (blue green) and NIR images to be 
captured in combined stream of visible (bluegreen) and NIR 
images. Light source 1020 can be configured with blue-green 
filters and/or blue-green light-emitting diodes. The blue 
green filters are configured to pass through light in a blue 
green frequency range of 450-480 nm, while the blue-green 
diodes are configured to emit light in the blue-green fre 
quency range. 

0199 Light source 1024 can include a NIR laser and a 
diffraction grating. The NIR laser and diffraction grating 
project a pseudo-random of dots of varying intensities. Cam 
era 1022 can measure depth from the distortion between the 
projected and observed dot patterns. In some embodiments, 
the pulse duration for the NIR laser can be shorter than the 
time to travel to the target to reduce back scatter. 
0200 Camera system 1022 can be configured to capture 
the visible (bluegreen) and NIR images alternatively; that is 
illumination and camera frames are synchronized to capture 
the visible (bluegreen) and NIR images alternatively. That is, 
light sources 1020, 1024 can be alternatively activated at 
frame speed of camera 1022 to capture visible and NIR 
images in a single image stream. Dual-wavelength camera 
system 1022 can allow robot 1000 to obtain 2D images with 
depth measurements in low light conditions using a single 
camera. In some embodiments, camera system 1022 can be 
configured as an endoscope. Camera 1022 can include one or 
more adapters to combine the projected mask pattern from the 
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light source 1024 with visible light source 1020, and recover 
the depth information from the reflected light with a wave 
length-specific beam splitter. 
0201 In some embodiments, camera 1022 can be a modi 
fied 0° or 30° 10 mmendoscope with light sources and detec 
tors separated by fixed distances. In particular embodiments, 
camera 1022 can output frames with VGA resolution (720x 
900 pixels) at 30 frames per second, in RGB+Depth (RGB+ 
D) format. 
0202) To calibrate the visible and depth images, planar 
calibration of camera system 1020, 1022, 1024 can first be 
performed on a planar Surface with a checkerboard pattern. 
With camera system 1020, 1022, 1024 configured for close 
depth detection, the checkerboard can be produced with pho 
tolithographic techniques for both scale and accuracy. After 
planar testing is complete, optical testing of camera system 
1020, 1022, 1024 can be performed on an irregular non 
planar Surface to determine a depth resolution, and any effect 
of geometric distortion on the optical distortion of camera 
system 1020, 1022, 1024. If distortion is detected, a distor 
tion-correction technique that automatically calculates cor 
rection parameters without precise knowledge of horizontal 
and vertical orientation can be used to correct the detected 
distortion. 

0203 Camera system 1020, 1022, 1024 is discussed in 
more detail below in the context of at least FIGS. 17 through 
29. 
0204 The above-mentioned haptic rendering process can 
use camera system 1020, 1022, 1024 to generate depth data, 
depth images, and haptic feedback. The haptic feedback can 
give a tele-operator a “feel for underwater objects that are 
within the field of the underwater video--depth cameras, such 
as underwater ordnance during remediation. The tele-opera 
tor's console (to transmit operator control actions as well as 
haptic feedback) can use two haptic interface devices such as 
discussed above in the context of FIG. 3A. As the tele-opera 
tor moves the robot through the haptic interface devices, 
he/she can feel a “force field of increasing impedance, as 
proximity of the tool tip to the virtual fixture boundary 
decreases. 

0205 Virtual fixtures can be established around the por 
tion of protected structure; that is, structures not to be touched 
during a remediation procedure. Force-feedback virtual fix 
tures designed can improve the economy, speed and accuracy 
of user motions in the tele-operated environment. In particu 
lar, forbidden-region fixtures (FRFs) driven by haptic render 
ing information obtained from depth-enabled camera(s) can 
be used in two feedback control paths in this co-robotic sys 
tem: by the tele-operator, and by a position control system for 
robot 1000. 
0206 Virtual fixtures around critical parts of a target (e.g., 
locations that would trigger explosion of the ordnance) can be 
designated by operator input or through image recognition. 
For operator designation of a virtual fixture, the tele-operator 
will specify the boundaries of virtual fixture either using a 
haptic interface device, or by using mouse, touch screen, or 
other input on a video display. 
0207. At any time during operation of robot 1000, a tele 
operator of robot 1000 can re-define virtual fixtures by draw 
ing on a real time image, or by repeating the virtual fixture 
designation process. For automatic recognition, an image 
recognition capability could be used to specify no touch 
Zone(s) based on objects detected from images captured by 
camera system 1020, 1022, 1024. 

Oct. 30, 2014 

0208. Effectors at ends of robot arms 1010-1017 can be 
tracked in real time. Using the haptic rendering algorithms 
described herein, haptic feedback can be provided to the 
tele-operator, such as pushing back if an effector gets too 
close to a protected location; i.e., near or within a forbidden 
region defined by a virtual fixture, such as a forbidden-region 
fixture. Additionally or instead, if an effector gets too close to 
a protected location, robot control actions can be modified to 
lock out certain motions. For example, Suppose a forbidden 
region had been defined that was directly astern from robot 
1000. Then, if the tele-operator of robot 1000 attempted 
movement of one or more of arms 1010-1017 backwards 
close to or within the forbidden region, haptic feedback, such 
as resistance, can be used to inform the tele-operator about the 
forbidden region. Additionally or instead, backward move 
ments of robot 1000 can be inhibited while the forbidden 
region remains directly astern of robot 1000. In some embodi 
ments, both providing haptic information and dynamic robot 
responses can be modified; Such as both providing resistance 
to the tele-operator and slowing down motion of robot 1000 
that is near or within a boundary of a virtual fixture. Many 
other examples are possible as well. 
0209. An Example Computing Network 
0210 FIG. 11A depicts a network 1100 in accordance 
with an example embodiment. In FIG. 11A, servers 1108 and 
1110 are configured to communicate, via a network 1106, 
with client devices 1104a, 1104b, and 1104c. As shown in 
FIG. 11A, client devices can include a personal computer 
1104a, a laptop computer 1104b, and a smart-phone 1104c. 
More generally, client devices 1104a-1104c (or any addi 
tional client devices) can be any sort of computing device, 
Such as a workstation, network terminal, desktop computer, 
laptop computer, wireless communication device (e.g., a cell 
phone or Smartphone), and so on. 
0211. The network 1106 can correspond to a local area 
network, a wide area network, a corporate intranet, the public 
Internet, combinations thereof, or any other type of network 
(s) configured to provide communication between networked 
computing devices. Servers 1108 and 1110 can share content 
and/or provide content to client devices 1104a-1104c. As 
shown in FIG. 11A, servers 1108 and 1110 are not physically 
at the same location. Alternatively, servers 1108 and 1110 can 
be co-located, and/or can be accessible via a network separate 
from network 1106. Although FIG. 11A shows three client 
devices and two servers, network 1106 can service more or 
fewer than three client devices and/or more or fewer than two 
SWCS. 

0212. An Example Computing Device 
0213 FIG. 11B is a block diagram of an example comput 
ing device 1120 including user interface module 1121, net 
work-communication interface module 1122, one or more 
processors 1123, and data storage 1124, in accordance with 
embodiments of the invention. 
0214. In particular, computing device 1120 shown in FIG. 
11A can be configured to perform one or more functions of 
client devices 1104a-1104c., networks 310, 1106, 1720, serv 
ers 1108, 1110, computing devices 320a, 320b, 1724, robot 
1000, 1784, software 1310, task-management software, mas 
ter console 1710, camera 1780, 1800, depth sensor 1782, 
sensor system 1860, 2600, 2630, system 2200, 2300, metal 
detector 2420, 2460, and/or metal detector system 2500, 
2520, 2540, and/or to implement part or all of architecture 
1300, pipeline 1400, remote virtual environment 1704, and/or 
scenario 2800. Computing device 1120 can include a user 
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interface module 1121, a network-communication interface 
module 1122, one or more processors 1123, and data storage 
1124, all of which may be linked together via a system bus, 
network, or other connection mechanism 1125. 
0215 Computing device 1120 can be a desktop computer, 
laptop or notebook computer, personal data assistant (PDA), 
mobile phone, embedded processor, or any similar device that 
is equipped with at least one processing unit capable of 
executing machine-language instructions that implement at 
least part of the herein-described techniques and methods, 
including but not limited to method 1200 described in more 
detail below with respect to FIG. 12. 
0216. User interface 1121 can receive input and/or provide 
output, perhaps to a user. User interface 1121 can be config 
ured to send and/or receive data to and/or from user input 
from input device(s). Such as a keyboard, a keypad, a touch 
screen, a computer mouse, a track ball, a joystick, and/or 
other similar devices configured to receive user input from a 
user of the computing device 1120. User interface 1121 can 
be configured to provide output to output display devices, 
Such as, one or more cathode ray tubes (CRTs), liquid crystal 
displays (LCDs), light emitting diodes (LEDs), displays 
using digital light processing (DLP) technology, printers, 
lightbulbs, and/or other similar devices capable of displaying 
graphical, textual, and/or numerical information to a user of 
computing device 1120. User interface module 1121 can also 
be configured to generate audible output(s), such as a speaker, 
speaker jack, audio output port, audio output device, ear 
phones, and/or other similar devices configured to convey 
Sound and/or audible information to a user of computing 
device 1120. As shown in FIG. 11B, user interface module 
1121 can be configured with haptic interface 1121a that can 
receive inputs related to a virtual tool and/or a haptic interface 
point (HIP), a remote device configured to be controlled by 
haptic interface 1121a, and/or other inputs, and provide hap 
tic outputs such as tactile feedback, vibrations, forces, 
motions, and/or other touch-related outputs. 
0217 Network-communication interface module 1122 
can be configured to send and receive data over wireless 
interfaces 1127 and/or wired interfaces 1128 via a network, 
such as network 1106. Wired interface(s) 1128, if present, can 
comprise a wire, cable, fiber-optic link and/or similar physi 
cal connection to a data network, Such as a wide area network 
(WAN), a local area network (LAN), one or more public data 
networks. Such as the Internet, one or more private data net 
works, or any combination of such networks. Wireless inter 
face(s) 1127 if present, can utilize an air interface. Such as a 
ZigBee, Wi-Fi, and/or WiMAX interface to a data network, 
such as a WAN, a LAN, one or more public data networks 
(e.g., the Internet), one or more private data networks, or any 
combination of public and private data networks. 
0218. In some embodiments, network-communication 
interface module 1122 can be configured to provide reliable, 
secured, and/or authenticated communications. For each 
communication described herein, information for ensuring 
reliable communications (i.e., guaranteed message delivery) 
can be provided, perhaps as part of a message header and/or 
footer (e.g., packet/message sequencing information, encap 
Sulation header(s) and/or footer(s), size/time information, 
and transmission verification information Such as CRC and/ 
or parity check values). Communications can be made secure 
(e.g., be encoded or encrypted) and/or decrypted/decoded 
using one or more cryptographic protocols and/or algorithms, 
such as, but not limited to, DES, AES, RSA, Diffie-Hellman, 
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and/or DSA. Other cryptographic protocols and/or algo 
rithms can be used as well as or in addition to those listed 
herein to secure (and then decrypt/decode) communications. 
0219 Processor(s) 1123 can include one or more central 
processing units, computer processors, mobile processors, 
digital signal processors (DSPs), GPUs, microprocessors, 
computer chips, and/or other processing units configured to 
execute machine-language instructions and process data. Pro 
cessor(s) 1123 can be configured to execute computer-read 
able program instructions 1126 that are contained in data 
storage 1124 and/or other instructions as described herein. 
0220 Data storage 1124 can include one or more physical 
and/or non-transitory storage devices, such as read-only 
memory (ROM), random access memory (RAM), remov 
able-disk-drive memory, hard-disk memory, magnetic-tape 
memory, flash memory, and/or other storage devices. Data 
storage 1124 can include one or more physical and/or non 
transitory storage devices with at least enough combined 
storage capacity to contain computer-readable program 
instructions 1126 and any associated/related data structures. 
0221 Computer-readable program instructions 1126 and 
any data structures contained in data storage 1126 include 
computer-readable program instructions executable by pro 
cessor(s) 1123 and any storage required, respectively, to per 
form at least part of herein-described methods, including but 
not limited to method 1200 described below with respect to 
FIG. 12, method 1600 described below with respect to FIG. 
16, and/or method 2200 described below with respect to FIG. 
22. Computer-readable program instructions 1126 can 
include instructions that when executed by processor(s) 1123 
to perform the herein-described functionality of software, 
such as, but not limited, to software 1310 and/or task-man 
agement software. 
0222 An Example Method for Six Degree of Freedom 
Haptic Rendering 
0223 FIG. 12 is a flowchart depicting example functional 
blocks of an example method 1200. Method 1200 begins at 
block 1210, where a computing device can receive first depth 
data about an environment, Such as discussed above in detail 
in the context of at least Table 1 and FIGS. 3A and 3B. 
0224. At block 1220, the computing device can generate a 

first plurality of points from the first depth data, such as 
discussed above in detail in the context of at least Table 1 and 
FIGS 3A-4C. 

0225. In some embodiments, such as discussed above in 
the context of at least Table 1 and FIGS. 3A-4C, the first depth 
data can include data about an input plurality of points in the 
environment. Then, determining the first plurality of points 
can include: generating a filtered plurality of points by filter 
ing the input plurality of points using a bilateral filter, and 
determining a normal vector for each point in the filtered 
plurality of points. 
0226. In particular of these embodiments, the computing 
device can include a graphics processing unit (GPU). Then, 
determining the normal vector for each point in the filtered 
plurality of points can include determining the normal vector 
for each point in the filtered plurality of points using the GPU. 
0227. At block 1230, the computing device can determine 
a virtual tool. Such as discussed above in detail in the context 
of at least Table 1 and FIGS. 3A, 5A-5D, 7, 8, and 9. The 
virtual tool can be specified in terms of a translation compo 
nent for the virtual tool and a rotation component for the 
virtual tool. In some embodiments, the translation component 
can be specified interms of up to three degrees of freedom, the 
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rotation component can be specified in terms of up to three 
degrees of freedom distinct from the three degrees of freedom 
used for the translation component, and thus the virtual tool 
can be specified in terms of up to six degrees of freedom. 
0228. In other embodiments, the translation component 
can relates to a position of the virtual tool and the rotation 
component can relate to a rotation of the virtual tool about at 
least one axis. In still other embodiments, determining the 
virtual tool can include representing the virtual tool using a 
plurality of voxels, where each voxel has a voxel size in each 
of three dimensions, and where the voxel size for each of the 
three dimensions is a same size. 
0229. At block 1240, the computing device can determine 
a first force vector between the virtual tool and the first plu 
rality of points, such as discussed above in the context of at 
least Table 1 and FIGS. 3A, 5A-5D, 6, 7, and 10. 
0230. In some embodiments, determining the first force 
vector can include determining a bounding box for the virtual 
tool based on a projection of the virtual tool onto the first 
depth image; and determining neighboring points of the first 
plurality of points, wherein each neighboring point is within 
the bounding box. In particular of these embodiments, 
method 1200 can also include determining whether there are 
Zero neighboring points or more than Zero neighboring 
points; and in response to determining that there are Zero 
neighboring points: determining that the virtual tool is in a 
free-motion state, and moving the virtual tool in a direction 
based on the translation component and by a distance 
bounded by a same voxel size. 
0231. In other particular of these embodiments, method 
1200 can also include: in response to determining that there 
are more than Zero neighboring points: determining a depth 
for each neighboring point with respect to the virtual tool; 
determining in-contact neighboring points from the neigh 
boring points, where each in-contact neighboring point has a 
corresponding depth of Zero; determining in-collision neigh 
boring points from the neighboring points, where each in 
collision neighboring point has a corresponding depth less 
than Zero; in response to determining that no in-collision 
neighboring points are determined and to determining at least 
one in-contact neighboring point is determined: determining 
a first constrained acceleration for the virtual tool based on the 
at least one in-contact neighboring point, and moving the 
virtual tool in a direction based on the first constrained accel 
eration. 
0232. In still other particular of these embodiments, 
method 1200 can also include: in response to determining that 
at least one in-collision neighboring point is determined: 
determining a second constrained acceleration for the virtual 
tool based on the at least one in-collision neighboring point; 
and moving the virtual tool in a direction based on the second 
constrained acceleration. 
0233. At block 1250, the computing device can send a first 
indication of haptic feedback based on the first force vector, 
such as discussed above in the context of at least Table 1 and 
FIGS. 3A, 5A-5D, 6, 7, and 10. 
0234. In some embodiments, such as discussed above in 
the context of at least Table 1, method 1200 can include: 
receiving second depth data about the environment at the 
computing device, where the second depth data can differ 
from the first depth data; generating a second plurality of 
points from the second depth data using the computing 
device; determining a second force vector between the virtual 
tool and the second plurality of points using the computing 
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device; and sending, from the computing device, a second 
indication of haptic feedback based on the second force vec 
tOr. 

0235. In other embodiments, such as discussed above in 
the context of at least FIG. 3A, the computing device can be 
configured to communicate with a controllable mechanism. 
Then, sending the indication of haptic feedback based on the 
force vector from the computing device can include sending 
the indication of haptic feedback based on the force vector 
from the computing device to the controllable mechanism. In 
these embodiments, method 1200 can also include providing 
haptic feedback based on the indication of haptic feedback 
using the controllable mechanism. In particular of these 
embodiments, the controllable mechanism can include a 
manipulator configured for Surgical operation. 
0236. In still other embodiments, such as discussed above 
in the context of at least FIG. 3A, the first depth data can 
include first image data and corresponding first depth values. 
In these embodiments, method 1200 can also include gener 
ating a virtual environment based on the first image data and 
corresponding depth values. In particular of these embodi 
ments, such as discussed above in the context of at least Table 
1 and FIGS. 4A-4C, the virtual environment can include a 
first object. In these embodiments, method 1200 can also 
include determining a contact between the first object and the 
virtual tool. 

0237. In even other embodiments, method 1200 can also 
include defining a forbidden region within the environment. 
Then, determining the first force vector between the virtual 
tool and the first plurality of points can include inhibiting the 
virtual tool from moving within the forbidden region. In yet 
even other embodiments, method 1200 can also include con 
trolling a motion of an object or character within a virtual 
environment, wherein the virtual environment comprises at 
least one virtual object and at least one real Surface. 
0238 Virtual Fixtures for Human/Autonomous Manipu 
lation Tasks 
0239 Inhaptic interaction, an operator can use a physical 
haptic device to interact with objects in a virtual environment. 
This virtual environment can consist of representations of 
physical objects, as captured by sensor data, virtual objects 
that are entirely computer simulated, or combinations of rep 
resentations of physical objects and virtual objects. A Haptic 
Interface Point (or HIP) can be thought of as the position of a 
3-DOF end effector in virtual space that matches the position 
of the haptic device. For 6-DOF end effectors, a virtual tool 
can represent the end effector. When the user moves the haptic 
device, the HIP or virtual tool can move accordingly in the 
virtual environment. 
0240. Depth data can be specified as a point cloud can be 
thought of as an unstructured set of points representing the 
boundary of physical objects. Depth data can be obtained 
using stereo cameras, laser Scanners or depth cameras in 
which case the data will be sorted in the image plane. A depth 
image can augment the depth data with color information. 
Haptic rendering as described herein can utilize streaming 
point cloud data represented in depth images for 3DOF and 6 
DOF applications. 
0241 Complex telerobotic manipulation tasks require 
high precision and repetitive actions for which automated 
systems are highly skilled. However, it also requires critical 
judgment and decision-making, which is best done by a 
human operator. Thus, herein is described a combined 
manipulator system (human+automation) that affords the 
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operator a great amount of freedom but also enhances perfor 
mance via computer-generated auditory-, visual- and haptic 
feedback. The resulting technology will improve the outcome 
by preventing mistakes and increasing efficiency in manipu 
lation tasks. Rather than using the feedback to solve the task 
(by forcing the human operator along a pre-defined trajec 
tory) we use the feedback to communicate “intent of the 
computer system during sequential operations. 
0242. The feedback can be related to “virtual fixtures' 
added to the virtual environment provided to the operator 
utilizing haptic feedback to operate effector(s) in a remote 
environment, such as an operator performing tasks such as 
remote search and rescue, sensor placement, ordnance place 
ment/removal, remote movement of materiel, and remote 
construction. The remote environment can be hazardous; e.g., 
a cleanup site, a search and rescue location, an area with 
extreme weather conditions, an underwater environment, an 
outer space environment. Underwater applications of this 
technology include human-guided Surveillance, underwater 
equipment maintenance and repair, environmental cleanup as 
well as tasks in the oil and gas industries. In the latter, com 
mercial interest is high, given that expensive equipment is 
manipulated in time-critical environments, where mistakes 
can be both fatal and disastrous to the environment. 
0243 A virtual fixture can be defined as an overlay of 
abstract sensory information on a workspace in order to 
improve the telepresence of a remotely manipulated task. 
Virtual fixtures can be arbitrary in both appearance and feed 
back. In some scenarios, virtual fixtures can act as one or 
more virtual rulers guiding a remote manipulator along a 
pre-defined path. The operator can be notified of deviations 
from the path defined by the virtual fixture using audio, visual 
or haptic feedback in particular. Haptic feedback (force feed 
back applied to the operator control Stick) can be used to 
guide the operator (and hence the remote end effector) back to 
the desired path. 
0244 Virtual fixtures can also include forbidden-region 
fixtures and guidance fixtures. As mentioned above, a forbid 
den-region fixture can define an area represented by the point 
data where the virtual tool is not permitted to enter; i.e., the 
forbidden region. A guidance fixture can define an area rep 
resented by the point data where the virtual tool is permitted, 
and perhaps encouraged, to enter. 
0245 Virtual fixtures, such as but not limited to forbidden 
region fixtures and guidance fixtures, can be specified based 
on hard constraints that prevent end effector violation of 
constraints, or soft constraints where undesired motions are 
resisted but not prevented, using an associated penetration 
based penalty cost. An operator can be notified about virtual 
fixtures using any combination of visual-, auditory-, and hap 
tic feedback. For instance, the haptic feedback can take the 
form of repelling force feedback, vibrotactile feedback, or 
rendered as a viscous resistance. 
0246 Forbidden-region fixtures and guidance fixtures can 
be part of a set of standardized virtual fixtures with well 
defined visual-, auditory-, and haptic properties. This stan 
dard set of virtual fixtures can be used to specify complex 
manipulation tasks in terms of common manipulation Sub 
tasks. Example Subtasks include: 

0247 Grasping This virtual fixture will be used to aid 
the operator in positioning the remote manipulator for a 
Successful grasp of an object of interest. 

0248 Rotational manipulation and translational move 
ments. This guidance virtual fixture will be used for 
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valve turning and is important to make Sure that no 
equipment is damaged during operation. 

0249 Insertion/Removal Many operations requires 
coupling/decoupling of connectors or Subsea equip 
ment, so called hot stabbing, and it is therefore important 
to aid the operator in for instance linear insertions/re 
movals. 

0250 Placement. This virtual fixture will aid in opera 
tions where equipment needs to be positioned accurately 
with respect to the environment. 

0251. The virtual fixtures can be defined with respect to 
absolute location(s) in task space and implicitly defined by 
data from sensors in the remote environment. The virtual 
fixture can adapt to moving targets and that external distur 
bances automatically will be rejected. For example, an under 
water current can move, and thus disturb, an underwater 
manipulator. In another example, an external disturbance in a 
Surgical context can occur whenapatient moves (oris moved) 
during a Surgical procedure. Many other examples are pos 
sible as well. 
0252) Haptic feedback can be generated based on data 
from non-contact sensors such as depth images including data 
from radar or Sonar sensors. Using non-contact sensors, hap 
tic feedback can be generated before contact has been made 
using 3D images of objects. This can be done before physical 
contact with obstacles thus avoiding loop delays in operation. 
In addition, virtual fixtures can be defined around objects 
depicted in the depth images. 
0253. By sensing range and effectively geometries near 
the manipulator, a guidance fixture can guide the operator to 
a specific location or region and/or as a forbidden region 
fixture to block the operator from a specific location or region. 
Virtual fixtures can be implemented to account for in-motion 
objects in the environment. Complex tasks, particularly 
sequential tasks, can benefit from multiple, adaptive virtual 
fixtures. The virtual fixtures can change as tasks in a series of 
sequential tasks are completed—for example, a virtual fixture 
can start as a guidance fixture for guiding operator to a region 
to perform a task and then, once the task is complete, the 
virtual fixture can change to a forbidden-region fixture to 
keep the operator from the region to avoid undoing previ 
ously-completed work. The herein-described system is 
capable of rendering multiple virtual fixtures and Switching 
between them in an intuitive, fluid fashion in real time, in 
response to the environment and performance needs. 
0254 Virtual fixtures can aid the human operator in com 
plex manipulation tasks. These tasks can be planned and 
carried out using automated and sequential transitioning 
between virtual fixtures. To perform part or all of the tasks, the 
operator can use a manipulation system with haptic rendering 
capabilities. During execution of the tasks, a level of automa 
tion can change from manual operation to fully autonomous 
operation, perhaps with one or more intervening levels of 
semi-autonomous operations possible. The human operator 
can adjust the level of automation and also intervene as nec 
essary during autonomous operation. For example, during 
human-only or mostly-human operation, a flexible guidance 
fixture can be used that allows for small deviations from a 
guided path, where the deviations can be subject to guiding 
but non-constrained feedback, so to provide the operator 
increased flexibility and control over the situation. 
0255 While the operator directs the system, the operator 
can also respond to system performance and conditions. 
Auditory, visual, and haptic virtual fixtures can communicate 
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intent of the system to the operator. For example, virtual 
fixtures can be used to describe basic tasks related to manipu 
lation Such as positioning, grasp and screwing/unscrewing 
tasks. A set of virtual fixtures can be added to the environment 
to avoid mistakes, such as a forbidden-region fixture, a guid 
ance fixture, a standoff fixture, which is a virtual fixture for 
maintaining a fixed safety distance between the manipulator 
and an arbitrary object, and/or a velocity-limited fixture, 
which is a virtual fixture limiting the maximum velocity of the 
manipulator. 

0256 FIG. 13 is a block diagram of architecture 1300 for 
rendering adaptive virtual fixtures, in accordance with an 
example embodiment. A computing device, such computing 
device 1120 executing software 1310 can manage the virtual 
fixtures in a virtual environment based on data from a remote 
environment. Software 1310 can process and generate the 
virtual fixtures in real-time based on data in live sensor feed 
1332 from video and range sensor package 1330 in the remote 
environment. Sensor package 1330 can be mounted on a 
device in the remote environment; e.g., aboard a remote 
manipulator or robot. 

Level of Automation 

19 

Fully autonomous 
operation 

Semi-autonomous 
operation 

Manual operation 

0257 Software 1310 can render virtual fixtures implicitly 
defined by data in live sensor feed 1332. That is, software 
1310 can track and adapt virtual fixtures to changes in the task 
space; e.g., as tasks are added, completed, updated, and 
removed; and to changes in the remote environment; e.g., as 
objects move or change shape. Software 1330 can communi 
cate position commands 1342 from human operator 1340 
and/or plans 1322 from high-level planner 1320 to remote 
manipulator 1350; e.g., as desired position instructions 1354. 
0258 Remote manipulator 1350 can report actual position 
information 1352 to Software 1310. Software 1310 can 
receive actual position information 1352 and data from live 
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sensor feed 1332 to generate feedback 1344 to human opera 
tor 1340 about virtual fixtures and perhaps real objects in the 
remote environment. As software 1310 determines tasks are 
completed and/or determines changes in the remote environ 
ment from data in live sensor feed 1332, software 1310 can 
provide changes 1324 to plans maintained by high level plan 
ner 1320. Further, software 1310 can autonomously provide 
desired position information 1354 in some circumstances: 
e.g., positions to be reached while following a guidance fea 
ture, to avoid a collision, and/or in response to reaching for 
bidden region virtual fixture. 
0259 Table 2 below illustrates how virtual fixtures can be 
used in semi-autonomous mode (with both a human and an 
automated control loop) and in fully autonomous operation. 
In the latter, system intent is still communicated to the opera 
tor using our haptic rendering algorithms, thereby providing 
an intuitive method for the operator to supervise (but not 
control) the task. Conversely, the virtual fixtures can be used 
to communicate the outcome of the operation in manual/ 
human control. 

TABLE 2 

Role of Virtual Fixtures 

During fully autonomous operation, virtual fixtures operated by 
software 1310 can communicate the intent of the 
autonomously-operating system to the human operator. The intent 
of the system can be shown with visual cues displays (e.g., 
highlighting target position(s) in the workspace), auditory signal(s), 
and/or haptic feedback. 
During semi-autonomous operation, the system can use the 
experience and cognition of the human operator linked with the 
precise spatial awareness of the computer system. 
Software 1310 can let the operator make decisions within ranges of 
boundaries determined by likelihood estimates. The human 
operator can change the ranges of boundaries to effectively modify 
the level of automation. Controlling ranges of boundaries for 
decision gives the human operator an intuitive control to the level 
of automation during semi-autonomous operation. 
The human operator can make higher-level decisions; i.e. ability to 
change a planned path within the range of boundaries, or to 
intervene to avoid impending difficulties. Virtual fixtures can 
reside on a lower level Such that a positioning task always will be 
made exactly, and Such that unintended collisions with the 
manipulator are prevented, mainly using force feedback. 
During manual operation, all manipulation tasks can be done 
manually; e.g., without virtual fixtures. Instead of completely 
turning off the virtual fixtures, the virtual fixtures can operate in the 
background without sending feedback to the human operator. 
Virtual fixtures can communicate the outcome of the manual 
operator commands to the temporarily deactivated autonomous 
system. By keeping the autonomous system up to date, the amount 
of time taken during Switchover from manual to (semi-) 
autonomous operation can be reduced. 

0260 Operator 1340 and/or software 1310 can vary the 
level of automation. For example, simpler manipulation tasks 
may be controlled by software 1310 in the fully autonomous 
mode with operator 1340 providing position commands 1342 
that reflect high-level decisions. If an unusual or exceptional 
event occurs (hence complexity increases), operator 1340 can 
reduce the level of automation. Combining the experience 
and skill of a human operator with the spatial awareness of the 
manipulation system, along with an adjustable autonomy 
framework, can both increase efficiency and reliability of 
operations and allow execution more complex tasks than 
would otherwise be feasible with traditional manual or 
autonomous solutions. 
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0261. A complex operation can be planned using stan 
dardized virtual fixtures; e.g., the operation can be specified 
as a sequence or other set of tasks, with each task shaped by 
virtual fixtures. When defined this way, both the human 
operator and the autonomous system will be able to readily 
interpret this plan. Additionally, since the autonomous system 
also tracks the outcome of each task, procedural compliance 
can be observed. If important steps are skipped, the human 
operator can be notified and/or other actions taken; e.g., 
remote actuators can be put into hibernation or a reduced 
performance mode until the correct task is begun. This infor 
mation can further be used to generate log files that are sparse 
representations of already completed tasks. Log files can later 
be used to generate performance statistics and maintenance 
schedules. 
0262 The system can Support flexible planning, allowing 
for some steps to be loosely defined (a necessary feature when 
operating in un-structured or dynamic environments). For 
instance, the system might be aware that a lever needs to be 
pulled, but not which one. When the uncertain part of the plan 
is reached, the human operator will be asked to guide the 
system to the right lever using a point-and-click interface. 
0263. To best perform the task, the human operator should 
not perceive that the virtual fixtures are taking over comple 
tion the task and that the human is just riding along with an 
automated system. If the human operator is not sufficiently 
engaged, the human operator might be overly passive and 
perhaps reduce focus and performance. For forbidden-region 
virtual fixtures, preventing passivity is straightforward since 
forces are only sent when an operator is attempting entry into 
a forbidden region. That is, haptic feedback can be reasonably 
expected once the operator realizes the interaction with the 
forbidden region. 
0264. For a guidance virtual fixture, however, the human 
operator may not always anticipate the activation of a guid 
ance force. Thus, virtual fixtures can use auditory and visual 
feedback, in addition to haptic to increase the operators 
situational awareness during manipulation tasks. This multi 
sensory feedback can give the human operator a clear indica 
tion when a guidance force is about to be activated. For 
instance, visual virtual fixture(s) can provide visual indica 
tions and/or auditory virtual fixture(s) can emit sounds to 
indicate regions in task space in which the guidance force will 
be activated. 

0265. On-the-fly definition of virtual fixtures can enhance 
the high-level architecture of planned operations constructed 
by standardized virtual fixtures. For this, a combined range 
and video sensor can be used in the system. The sensor can 
provide data at a first rate; e.g., at least 30 Hz, and based on the 
sensor data, force feedback can be generated at a second, 
faster rate; e.g., at least 1000 Hz. The system can utilize 
processors, such as general-purpose graphics processing 
(GPGPU) hardware and a customized parallelized low-level 
GPU, to process the sensor data at least the first rate and 
generate force feedback at the second rate. 
0266 FIG. 14 is a block diagram of pipeline 1400 for 
parallel processing and generation of virtual fixtures, in 
accordance with an example embodiment. Pipeline 1400 can 
begin at block 1410, where range and video image data can be 
captured. For example, a computing device carrying out 
operations of pipeline 1400 can receive one or more depth 
image at block 1410, use cameras and/or sensors to obtain 
range and video image data, or otherwise obtain range (depth) 
and video image data. 
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0267 At block 1420, a point cloud can be generated from 
the range and video image data. The point cloud can be a 
collection of points in a frame of reference. Such as a collec 
tion of Cartesian points in a three-dimensional space where 
the points correspond to objects whose images are captured at 
block 1410. In some embodiments, other data structures, such 
as depth images, can be utilized and/or generated at blocks 
1410 and 1420. 
0268. At block 1430, a bilateral filter can be applied. Bilat 
eral filters can be used to smooth data within the point cloud 
by weighted a value associated with point; e.g., a depth value, 
with a weighted average of values from nearby points. For 
example, the points can be weighted using a Gaussian kernel 
as a function of Euclidean distances in a Cartesian frame. In 
some embodiments, block 1430 can be omitted. In other 
embodiments, other filters can be applied instead of or along 
with the bilateral filter. 
0269. In some embodiments, normal values can be deter 
mined for points in the point cloud. For example, pipeline 
1400 can be utilized to carry out part or the entire example 
haptic interaction algorithm for 6-DOF haptic rendering dis 
cussed above in the context of Table 1. 

0270. At block 1440, the image obtained at block 1410 can 
be segmented. That is, each pixel in the video image can be 
assigned a label. Each label can represent visual characteris 
tics; e.g., a range of colors, a location on aboundary (or within 
the interior) of an object, etc. Two pixels assigned to the same 
label have the same visual characteristics. 
(0271 At block 1450, objects can be recognized from the 
segmented image. In some embodiments, recognized objects 
can be associated with collections of points within the point 
cloud. For example, Suppose an apple is recognized in the 
segmented image and that the apple is depicted in a set of 
pixels SP of the segmented image. Let SPt be the set of points 
in the point cloud associated with pixels SP. Since SP is 
associated with the apple, then SPt can be associated with the 
apple as well. 
0272. At block 1460, virtual fixtures can be defined. The 
virtual fixtures can be defined with respect to the object(s) 
recognized at block 1450. To continue the example from 
block 1450, a virtual fixture VFa can be associated with SP 
and SPt, and thus be associated with the recognized apple. 
Then, if the apple moves in a later image captured at block 
1410, the apple can be re-recognized in the later image at 
block 1450, and virtual fixture VFa reassociated with the 
moved apple. Thus, virtual fixtures can be dynamically asso 
ciated at block 1460 with objects in an environment captured 
in the range and video image data obtained at block 1410 and 
recognized at block 1450. 
0273. In other embodiments, the virtual fixtures can be 
specified in terms of geometry in a remote environment and/ 
or in a virtual environment. For example, a virtual object can 
beintroduced into the virtual environment; e.g., a virtual cube 
or sphere. Then, a virtual fixture can be associated with the 
virtual object. As another example, the virtual fixture can be 
defined with respect to a geometric region, Volume, or other 
entity in either the remote or virtual environment without 
respect to another object. Other examples of pipeline 1400 are 
possible as well. 
0274. In some scenarios, the captured range and video 
image data is insufficient; e.g., in cases of significant mea 
Surement noise or sensor occlusion. Measurement noise may 
be suppressed using filtering Such as discussed above with 
respect to block 1430. To account for sensor occlusion, occlu 



US 2014/0320392 A1 

sion by a remote manipulator can be predicted based on 
detailed models of the remote manipulator, kinematic equa 
tions, and data about manipulator positioning. Then, sensor 
data can be rejected that correspond to regions predicted to be 
occluded by the remote manipulator. In the rejected regions, 
sensor data can be interpolated using previously captured 
data. Further, by predicting a position of the remote manipu 
lator for occlusion, the predicted position can also be used to 
Verify the state of the manipulator during runtime, and so 
enhance operational safety. 
(0275 FIG. 15 depicts an environment 1500 with a robot 
arm and multiple virtual fixtures, including forbidden-region 

Task List 

1. Go to Valve 
1524 

2. Obtain 
Authorization to 
Enter Region 
1532 

3. Turn Valve 
1524 

4. Go to Valve 
1526 

5. Turn Valve 
1526 

6. Open Door 
1528 

7. Enter Area 
1530 

8. Go to Toxic 
Material 1522 

9. Get Toxic 
Material 1522 

10. Remove Toxic 
Material from 
Region 1532 
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fixtures (FRFs) 1530, 1532 and guidance fixtures (GFs) 1534, 
1536 in accordance with an example embodiment. Environ 
ment 1500 is a virtual environment containing representa 
tions of real objects, such as robot arm 1510 and toxic mate 
rial container, and representations of virtual objects. Such as 
virtual fixtures 1530, 1532, 1534, 1536, 1538. 

In some embodiments, some orall of virtual fixtures 0276 
1530, 1532, 1534, 1536, 1538 can be associated with a task 
list. Table 3 below shows an example task list related to 
environment 1500 for robot arm 1510, where the task list is 
associated with virtual fixtures 1530, 1532, 1534, 1536, 1538 
as also shown in Table 3. 

FRF 1530 

Initially FRF. 
Enable 
entry/exit 
based on valid 
authorization 

TABLE 3 

FRF 1532 GF 1534 

Initially FRF. Use GF to 
Enable OWe 
entry/exit toward 
based on valid valve 1524 
authorization 
If valid 
authorization 
provided 
(during task), 
deactivate FRF 

Upon 
completion 
of task, 
change to 
guide away 
from valve 
1524 

GF 1536 

Initially 
guide away 
from valve 
1526 

Upon 
completion 
of task, 
change to 
guide 
toward valve 
1526 
Use GF to 
OWe 

toward valve 
1526 
Upon 
completion 
of task, 
change to 
guide away 
from valve 
1526 

GF 1538 

Initially 
guide 
away from 
material 
1522 

Door Handle?path to open door may be controlled by guidance fixture not 
shown in FIG. 15. This fixture may be activated by completion of Task 5 
and/or deactivated by completion of Task 6. 
Pathway to area 1534 can be provided by guidance fixture not 
shown in FIG. 15. This fixture may be activated by 
completion of Task 6. 

Upon 
completion 
of task, 
change to 
guide 
oward 

Upon 

of task, GF 

can be 
activated. 
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TABLE 3-continued 

Task List FRF 1530 FRF 1532 GF 1534 

11. Wait for 
Transport from 
outside Region 
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GF 1536 
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GF 1538 

1530 
12. Put Toxic Guidance features not shown in FIG. 15 can guide robot arm 1510 toward 
Material on transport. In some embodiments, part of guidance feature 1530 can be 
Transport deactivated to let robot arm 1510 and/or transport work together. 
13. Close Door Guidance features not shown in FIG. 15 may guide robot arm 1510 to door 
1528 and to close door (similar to those for Task 6). 
14. Leave Deactivate Activate FRF 
Perimeter Region FRF until once robot arm 
1530 robot arm 1510 leaves region 

leaves region 1532 
1530. 

(0277 Each of virtual fixtures 1530, 1532, 1534, 1536, 
1538, is shown in FIG. 15 associated with a number. For 
example, virtual fixtures 1530 and 1532 have associated 
respective indicators 1550 and 1552 showing respective num 
bers 2 and 12, while each of virtual fixtures 1534, 1536, 1538 
is shown displaying respective numbers 1, 4, and 8. In the 
environment shown in FIG. 15, where tasks in the task list of 
Table 3 have not yet begun, each number correspond to the 
next task that the virtual fixture is associated with. So, virtual 
fixture 1534 is associated with Task 1 of the task list, virtual 
fixture 1532 is associated with Task 2, and so on. The indica 
tor can be updated as tasks complete; e.g., upon completion of 
Task 1, the virtual fixture indicator for virtual fixture 1534 can 
be updated to refer to Task 3, which is the succeeding task for 
that virtual fixture. In some embodiments, an indicator of a 
virtual fixture can indicate multiple tasks associated with the 
virtual fixture; e.g., the next N tasks, with N>1, or all tasks 
referring to the virtual fixture. In other embodiments, upon 
completion of the last task involving a virtual fixture, an 
indicator for the virtual fixture can change to “Complete' or 
a similar indication of completion. In still other embodi 
ments, upon completion of the last task involving a virtual 
fixture, the virtual fixture can be removed from environment 
1SOO. 

0278. In another scenario, consider a manipulation task 
where two valves need to be turned, such as valves 1524 and 
1526. In this scenario, the order in which the valves are turned 
is irrelevant. The human operator can see valves 1524, 1526 
on a display with both highlighted as valid targets. In addition 
to the valves the operator also sees virtual cones; e.g., guid 
ance fixtures 1534 and 1536, extending out from each handle. 
Since the computer system providing environment 1500 can 
not be sure which valve the human operator will approach 
first, no force feedback is given. Instead, if the operator com 
mands the manipulator into the cone extending out valve 
1524, force feedback can be automatically activated to guide 
the manipulator into a perfect configuration for a valve turn. 
That is, the human operator makes the high level decision and 
the computer system makes Sure that it is being executed with 
high accuracy. To the operator the whole procedure will feel 
effortless, just as if the manipulator just happened to slide 
into the right configuration by accident. Similar user inter 
faces exist in many document processors, where the user 
drags a figure to roughly the right position in the document 
and the Software automatically aligns it with the margins. 
0279 Virtual fixtures can be programmatically controlled. 
For example, task-management software can control one or 

more associated virtual fixtures. In some embodiments, the 
task-management software can be part of software 1310 dis 
cussed above in the context of FIG. 13. 
0280. The task-management software can include soft 
ware that manages tasks on a task list with associated virtual 
fixtures such as shown in Table 3. The task-management 
software can allow the operator to define a task list, define 
virtual fixtures as needed for the task list, define tasks on the 
task list, and then aid the operator and associated remote 
devices; e.g., robot arm 1510 of FIG. 15, to carry out the tasks. 
The task-management software can ensure that tasks on the 
task list are carried out in order. In some embodiments, a task 
can be defined in terms of multiple operators acting in paral 
lel. 

0281. The task-management software can use the task list 
in combination with real-time sensor data to automatically 
transition between the different virtual fixtures, such as the 
transition between grasping and turning a valve. In cases 
where multiple choices are possible, the task-management 
software will have the ability to let the operator decide while 
in semi-autonomous levels of automation. In cases when no 
operator is present and/or in a fully autonomous level of 
operation, the task-management software can use a number of 
techniques to make a decision, such as conditional probabili 
ties and maximum likelihood votes. The task-management 
Software can avoid undesirable transients that can arise from 
virtual fixture transitions as well as from task state changes by 
careful matching of terminal and initial conditions of Succes 
sive control epochs as well as enforcement of protective con 
straints on control states and outputs. 
0282. The task-management software, in addition to serv 
ing as an interface and control system, can constantly monitor 
operations toward task completion and continually tracking 
of operation outcomes with associated likelihoods. The task 
management Software can adaptively generate and transition 
between virtual fixtures identified for a given task. Although 
the task-management Software can execute the transitions 
between virtual fixtures autonomously, autonomous opera 
tion is not always desirable. Rather, a level of automation can 
be modified, either by the computer system or by the operator 
as discussed above in the context of FIG. 13 and Table 2. 

0283 As another example, some or all virtual fixtures in a 
virtual environment can be associated with a script or other 
software that controls part or all of the operation of the virtual 
fixture. The Script can include instructions, such as but not 
limited to instructions that can operate based on conditions of 
the virtual fixture; e.g., a type of virtual fixture (forbidden 
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region fixture, guidance fixture), conditions in the environ 
ment; e.g., time, temperature, weather conditions, water cur 
rents, wind condition, chemical conditions, biological 
conditions, nuclear conditions, sensory input related to con 
ditions in the environment, task lists and/or tasks, and/or other 
conditions. The instructions can change the virtual fixture, 
perhaps based on a condition in the environment. 
0284. For example, a forbidden-region fixture that allows 
entry to a forbidden region to a device D if proper authoriza 
tion is provided by Dat time of entry can have a virtual-fixture 
script such as shown in Table 4 below. 

TABLE 4 

send authentication request(); 
R = get authentication response(); 
If (valid entry(ID, R)) then 

Open(ID); 

0285. The virtual-fixture script can be invoked when the 
entry to the forbidden region associated with the virtual fix 
ture is sought, when an object comes in contact with the 
virtual fixture, or at some other time. The virtual-fixture script 
first assigns an identifier “ID' to the virtual fixture using a 
myID() function in Some embodiments, this can be per 
formed prior to Script execution. Then, an authentication 
request can be sent and a response “R” to the authentication 
request received. The virtual-fixture script then determines if 
R provides valid entry to the virtual fixture using the valid 
entry() function if R does provide valid entry to the forbid 
den region associated with the virtual fixture, then the virtual 
fixture is opened using the open() function. Virtual-fixture 
Scripts can have other characteristics; e.g., a virtual-fixture 
Script can be written in other computer languages, can utilize 
many other functions, can be compiled and/or interpreted, 
and/or can perform other operations. Many virtual-fixture 
Scripts are possible as well. 
0286 FIG. 16 is a flowchart of method 1600, in accor 
dance with an example embodiment. Method 1600 can begin 
at block 1610, where a computing device can receive first 
depth data about an environment. At block 1620, the comput 
ing device can generate a first plurality of points from the first 
depth data. At block 1630, the computing device can deter 
mine a haptic interface point. 
0287. At block 1640, the computing device can define a 
virtual fixture for the environment. In some embodiments, 
wherein determining the virtual fixture for the environment 
can include: determining one or more objects in the environ 
ment from the first depth data; determining a first object of the 
one or more objects, the object having a first location in the 
environment; and associating the virtual fixture with the first 
object and the first location. 
0288. In other embodiments, the virtual fixture is at least 
one fixture selected from the group of fixtures consisting of a 
forbidden-region fixture and a guidance fixture. In particular 
of the other embodiments, the virtual fixture can include a 
forbidden-region fixture. Then, determining the first force 
vector can include: determining an initial force vector 
between the HIP and the first plurality of points; determining 
whether the HIP is within a forbidden region defined by the 
forbidden-region fixture; and in response to determining that 
the HIP is within the forbidden region: generating a forbid 
den-region-force vector away from the forbidden region, and 
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determining the first force vector based on the initial force 
vector and the forbidden-region-force vector. 
0289. In other particular of the other embodiments, the 
virtual fixture can include a guidance fixture. Then, determin 
ing the first force vector comprises: determining an initial 
force vector between the HIP and the first plurality of points; 
determining whether the HIP is within a guidance region 
defined by the guidance fixture, wherein the guidance region 
comprises a target; and in response to determining that the 
HIP is within the guidance region: generating a guidance 
region-force vector toward the target; and determining the 
first force vector based on the initial force vector and the 
guidance-region-force vector. 
0290. In still other embodiments, defining the virtual fix 
ture for the environment can include: determining one or 
more instructions related to the virtual fixture and defining the 
virtual fixture based on the one or more instructions. In par 
ticular of the still other embodiments, the one or more instruc 
tions can be configured to change the virtual fixture based on 
a condition in the environment. In more particular of the still 
other embodiments, the condition in the environment com 
prises a condition selected from the group of conditions con 
sisting of a time condition, a temperature condition, a weather 
condition, a water-current condition, a wind condition, a 
chemical condition, a biological condition, and a nuclear 
condition. 
0291. At block 1650, the computing device can determine 
a first force vector between the haptic interface point and the 
first plurality of points. The first force vector is based on the 
virtual fixture. In some embodiments, the virtual fixture can 
include a standoff fixture. The standoff fixture can define a 
target and a safety region. The safety region can be associated 
with the target. Then, determining the first force vector can 
include: determining an initial force vector between the HIP 
and the first plurality of points; determining whether the HIP 
is within the safety region; and in response to determining that 
the HIP is within the safety region: generating a safety-re 
gion-force vector away from the target, and determining the 
first force vector based on the initial force vector and the 
safety-region-force vector. 
0292. In other embodiments, the HIP can have a velocity. 
The virtual fixture can include a velocity-limited fixture. The 
velocity-limited fixture can define a velocity-limited region 
and a maximum velocity. Then, determining the first force 
vector comprises: determining an initial force vector between 
the HIP and the first plurality of points; determining whether 
the HIP is within the velocity-limited region; in response to 
determining that the HIP is within the velocity-limited region: 
determining whether the velocity of the HIP exceeds the 
maximum velocity, and in response to the velocity of the HIP 
exceeding the maximum velocity, determining a Velocity 
limiting vector opposing the velocity of the HIP, and deter 
mining the first force vector based on the initial force vector 
and the Velocity-limiting vector. 
0293 At block 1660, the computing device can send a first 
indication of haptic feedback based on the first force vector. In 
some embodiments, method 1600 can further include: receiv 
ing second depth data about the environment at the computing 
device, where the second depth data differs from the first 
depth data; determining one or more objects in the environ 
ment from the second depth data; determining whether the 
one or more objects includes the first object; and in response 
to determining that the one or more objects include the first 
object: determining a second location in the environment for 
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the first object, and associating the virtual fixture with the first 
object and the second location. 
0294. In other embodiments, the environment can include 
a virtual tool associated with the HIP. The virtual tool can be 
defined in terms of a tool-translation component and a tool 
rotation component. The target can be configured to be 
defined in terms of a target-translation component and a tar 
get-rotation component. Then, method 1600 can further 
include: in response to determining that the HIP is within the 
guidance region, aligning the tool-rotation component with 
the target-rotation component. 
0295. In still other embodiments, method 1600 can further 
include: determining a task list that can be associated with a 
plurality of tasks to be performed in the environment, where 
the task list comprises a first task. Then, determining the 
virtual fixture can include determining the virtual fixture 
based on the task list. In particular of these embodiments, 
determining the virtual fixture based on the task list can 
include: determining the virtual fixture initially to be a first 
virtual fixture; determining whether the first task is com 
pleted; and in response to determining that the first task is 
completed, changing the first virtual fixture to a second Vir 
tual fixture, wherein the first virtual fixture and the second 
virtual fixture differ. 
0296. In some particular of these embodiments, the first 
virtual fixture can be a guidance fixture and the second virtual 
fixture can be a forbidden-region fixture. In other particular of 
these embodiments, the first virtual fixture can be a forbid 
den-region fixture and wherein the second virtual fixture can 
be a guidance fixture. In other particular of these embodi 
ments, the task list can further include a second task. The 
virtual fixture can include a first virtual fixture having a first 
type of virtual fixture. Then, determining the virtual fixture 
based on the task list can include: determining whether the 
first task is completed; in response to determining that the first 
task is completed, changing the first type of virtual fixture to 
a second type of virtual fixture, wherein the first type of 
virtual fixture and the second type of virtual fixture differ; 
determining whether the second task is completed; and in 
response to determining that the second task is completed, 
changing the second type of virtual fixture to a third type of 
virtual fixture, wherein the second type of virtual fixture and 
the third type of virtual fixture differ. 
0297. In some of the other particular of these embodi 
ments, the first type of virtual fixture can be a forbidden 
region type of virtual fixture, the second type of virtual fixture 
can be a guidance-region type of virtual fixture, and wherein 
the third type of virtual fixture can be the forbidden-region 
type of virtual fixture. 
0298 Haptic Rendering Related to Underwater Tasks 
0299. The herein-described techniques for 3DOF and 
6DOF dynamic haptic rendering can be utilized to carry out 
tasks underwater. Operations in the deep sea, or hazardous 
marine environments, typically require manipulation from 
remotely operated vehicles (ROVs). For example, haptic ren 
dering can be used in the context of an omnidirectional 
mobile robot with underwater grippers; e.g., robot 1000 dis 
cussed above in the context of at least FIG. 10. These under 
water tasks can include tasks for search and rescue, underwa 
ter infrastructure maintenance, repair, mining, military 
operations, and waste cleanup. 
0300 Subsea manipulation is a challenging task, and one 
that is necessary in a number of applications. Examples 
include the construction of cabled ocean observatories, bio 
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logical studies of hydrothermal vent colonies, oil and gas 
operations, Subsea mining, and other activities that require 
precise movement on the seafloor. In these applications, a 
human operator's perception is important, especially in the 
presence of disturbances due to currents, low visibility situ 
ations, or other scenarios that require adaptation. Another 
difficulty in performing manipulation tasks with remote 
robots arises in making precise motions and interactions in 
the presence of dynamically changing environments. These 
include objects or structures that must be avoided or pro 
tected. These objects can be moving, and possibly changing 
in size. For example, in underwater manipulation for repair 
(e.g., oil platforms) or for biological sampling, precision 
manipulation is required despite disturbances from water 
flow and turbulence. 

0301 Underwater tasks can involve manipulation in the 
vicinity of sensitive or delicate structures. Visual features, 
Such as scaling and tremor dampening can improve perfor 
mance. However, operator error, communication delay and 
limited visual feedback can cause a robot to be accidentally 
driven into sensitive structures and result in irreparable dam 
age. The problem is further amplified in the absence of haptic 
feedback to the operator. If the contact is not visually detected 
by the operator, a resulting collision can cause serious dam 
age. 
0302 Consider, for example, the common task of mating 
electrical connections underwater. In principle this is a simple 
maneuver; however, operators often find it difficult to suc 
cessfully mate connections using underwater manipulators, 
such as robot arms including the ARM5EMINI five-function 
electric manipulator configured for Subsea use. At best, this 
difficulty results in excessively long duration operations that 
drive up the cost of Subsea operations. At worst, hardware is 
destroyed, often requiring expensive replacements. Further, 
operational costs for ROVs can be expensive; e.g., S1 per 
second or more. Thus, there is great incentive to maximize the 
efficiency and capability of human/co-robot manipulation 
tasks in Subsea environments. 

0303. An underwater depth-enabled camera can be used 
provide depth images for 3DOF and 6DOF haptic rendering 
to carry out underwater tasks. The depth images can provide 
haptic feedback to a human operator, giving with a sense of 
touch along with a visual representation objects seen by the 
camera. For example, a human operator can use a tele-oper 
ated robotic device equipped with the underwater depth-en 
abled camerato direct robotic removal of ordnance from lake, 
river or sea bottoms. An added feature of the herein-described 
techniques is prevention of robot end effector contact with 
undesirable locations through imposition of virtual fixtures, 
Such as forbidden-region fixtures. 
0304. In some embodiments, the depth-enabled camera 
can be used in combination with a metal detector or metal 
detector array. This combination of devices can provide a 
human tele-operator with information about both depth (dis 
tance to target) and metal profile(s) within the area of opera 
tion. The metal detector (array) can be mounted on an under 
water craft near manipulator(s). Such as robotic arms, to allow 
2D or 3D metal profiles to be mapped without using a visual 
or acoustical detector. An array of Small metal detectors can 
be configured in a cross pattern, arranged around the camera 
system to allow 2D metal profiling data to be taken simulta 
neously with the image capture. The metal profile will be 
generated from the array moving across the area while scan 
ning. An alternate metal detector design is to obtain the metal 



US 2014/0320392 A1 

profile system using a phase array design where radiation 
pattern of the B field can be shifted by adjusting the phase 
difference between driving coils inside each metal sensor. 
0305. In an example system, a depth-enabled camera and 
metal detector array camera optimized for reconnaissance 
and surveying can be placed in a Sea Ray-like ROV operable 
from a surface craft, such as a barge. The ROV can be linked 
to the surface craft by a tether, ensuring ROV recovery as well 
as uninterruptible power and data lines. The ROV can be 
equipped with additional video cameras and lights in addition 
to the depth-enabled camera and metal detector array. The 
ROV can provide the data necessary to construct a complete 
3D picture of what is ahead of the surface craft and update a 
3D underwater map in real time. 
0306 Providing haptic feedback from underwater sensors 
to an operator at the Surface has the potential to transform 
subsea manipulation capability. Virtual fixtures will allow 
manipulators to precisely maneuver in sensitive environ 
ments where contact should not be made with Surrounding 
objects or structures. Biological studies of animal colonies 
around hydrothermal vents could benefit greatly from such a 
capability—allowing scientists to carefully gather data with 
unprecedented resolution and proximity to sensitive organ 
isms. Common tasks such as connector mating between 
instruments can be carried out very efficiently by creating 
guidance fixture near male and female connectors. Thus, 
time, expense, and equipment can be saved, and the environ 
ment preserved using the herein-described haptic feedback 
techniques to perform underwater tasks. 
0307 FIG. 17 is a block diagram of system 1700, in accor 
dance with an example embodiment. System 1700 is shown 
with respect to three environments: proximate physical envi 
ronment 1702, remote virtual environment 1704, and repre 
senting remote physical environment 1706. As one of many 
possible examples, remote physical environment 1706 can be 
an underwater environment. 

0308. In proximate physical environment 1702, master 
console 1710 can be, or include, a computing device config 
ured to enable a human operator (not shown in FIG. 17) to 
interact with remote physical environment 1706. For 
example, master console 1710 can have a computing device, 
haptic interface device, and display configured to provide 
visualizations, such as computing device 320b, haptic inter 
face device 316, display 312, and visualization 318 discussed 
above with respect to FIG. 3A. 
0309 Master console 1710 can communicate with net 
work 1720. FIG. 1700 shows that master console 1710 can 
receive feedback from network 1720, such as visual feedback 
(VF) 1712 and haptic force feedback 1714 (F), and can send 
commands, Such as commands with a haptic device, or 
instructed, end effector position 1716 (P) of a remotely 
controlled device in remote physical environment 1706, such 
as robot 1784. 

0310 Network 1720 can connect computer devices in 
proximate physical environment 1702 and remote physical 
environment 1706; e.g., connect master console 1710 with 
computing device 1720. For example, network 1720 can have 
some or all of the functionality of network 310 of FIG. 3A. 
FIG. 17 illustrates that network 1720 can communicate data, 
including but not limited to, visual feedback 1712, haptic 
force feedback 1714, and haptic device position 1716, 
between proximate physical environment 1702 and remote 
physical environment 1706. 
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0311 Remote virtual environment 1704 can include com 
puting device(s) 1724 configured to communicate with net 
work 1720 and remote physical environment 1706. For 
example, computing device(s) 1724 can have some or all of 
the functionality of computing device 320a of FIG. 3A. FIG. 
17 indicates that computing device(s) 1724 can include visu 
alization module 1730, virtual fixture module 1732, inverse 
kinematics module 1734, registration module 1750, forward 
kinematics module 1752, and controller module 1754. Each 
or all of modules 1730, 1732, 1734, 1750, 1752, 1754 can be 
or comprise Software executable on processor(s) of comput 
ing device(s) 1724. 
0312 FIG. 17 shows that remote physical environment 
1706 can include sensors, such as camera 1780 and depth 
sensor 1782, and robot 1784. For examples, camera 1780 can 
be or include one or more of depth enabled cameras 346a, 
346b, 346c, 346d shown in FIG. 3A and robot 1784 can be or 
include remote controlled device 336 also shown in FIG.3A. 
In some embodiments, camera 1780 can include depth sensor 
1782 and be configured for underwater use; e.g., camera 1800 
discussed below in the context of FIGS. 18A and 18B. 

0313. In operation, camera 1780 can capture light within 
remote physical environment 1706 and generate images 
1760. At the same time, depth sensor 1782 can capture a 3D 
depth map of remote physical environment 1706 in the form 
of point cloud 1782 obtain depth information about and gen 
erate point cloud (PC) 1762. Robot 1784 can obtain data 
about actual robot joint angle(s) for actuator(s), effector(s), 
robot arm(s), and/or other component(s) of robot 1784. The 
data about actual robot joint angle(s) is shown in FIG. 17 as 
robot joint angle (0) 1764. Images 1760, point cloud 1762, 
and robot joint angle 1764 can be communicated to comput 
ing device 1724 in remote virtual environment 1704. 
0314. More specifically, FIG. 17 shows that images 1760 
are communicated to registration module 1750 and visualiza 
tion module 1730, point cloud 1762 is communicated to 
registration module 1750, and robot joint angle 1764 is com 
municated to forward kinematics module 1752 and controller 
module 1754. 

0315 For point cloud 1762, point cloud 1762 can be reg 
istered in the robot frame to aid processing within system 
1700. FIG. 17 shows that registration module 1750 registers 
point cloud 1762 to generate registered point cloud (RPC) 
1742. To register point cloud 1762, registration module 1750 
can generate a transformation between point cloud 1762 and 
a point of view of robot 1784 based on image(s) 1760. Reg 
istered point cloud 1742 can then be communicated from 
registration module 1750 to visualization module 1730 and 
virtual fixture module 1732. 

0316 Visualization module 1730 can use visual data from 
image(s) 1712 and depth data from registered point cloud 
1742 to generate visual feedback 1712. Visual feedback 1712 
can also include visual information related to haptic force 
feedback 1714; i.e., if haptic force feedback 1714 indicates a 
force due to collision with an object, then corresponding 
visual feedback; e.g., a visual collision alert or other indica 
tion of collision, can be added to visual feedback 1712. Simi 
larly, end effector position commands, such as end effector 
position 1716, can be used in visual feedback; e.g., if end 
effector position 1716 indicates that an end effector moves in 
a direction D, then visual feedback 1712 can show corre 
sponding movement of (a visualization of) an end effector of 
robot 1784. 
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0317 Forward kinematics module 1752 can convert robot 
joint angle 1764 to end effector coordinates (P) 1744. Virtual 
fixture module 1732 can employ registered point cloud 1742, 
end effector coordinates 1744, and end effector position 1716 
to compute and provide haptic force feedback 1714 to the 
operator via master console 1710 and network 1720. Virtual 
fixture module 1732 also can compute and communicate 
desired end effector position (P.) 1740 to inverse kinematics 
module 1734. Inverse kinematics module 1734 can convert 
desired end effector position 1740 to desired joint angle(s) 
(0) 1746, which in turn can be converted into motor torque 
commands (t) 1766 by controller module 1754. Upon recep 
tion of motor torque commands 1766, robot 1784 can move 
motor(s) in accord with the received commands 1766. In 
some embodiments, robot 1784 can have multiple control 
lable components; e.g., have multiple arms and/or end effec 
tors. Instill other embodiments, robot 1784 can be mobile and 
move in accord with commands provided from master con 
sole 1710. In these embodiments, motor torque commands 
1766 can be generated to move multiple components of robot 
1784 and/or to move robot 1784 itself. In still other embodi 
ments, system 1700 can use multiple cameras 1780, depth 
sensors 1784, and/or robots 1784 in remote physical environ 
ment 1706, which can be controlled by one or more operators 
at master console 1710 and using information provided by 
computing device(s). Other configurations of system 1700 
are possible. 
0318 Depth Cameras for Underwater Virtual Fixtures 
0319 FIG. 18A is a block diagram of camera 1800 con 
figured to provide images for underwaterhaptic rendering, in 
accordance with an example embodiment. Camera 1800 is a 
Video camera built for underwater use and configured to 
capture depth data and light and provide the captured delight. 
The captured depth data and light can be provided as images, 
Such as depth images that can be used to generate haptic 
feedback and virtual fixtures. In some embodiments, camera 
1800 can provide frames at VGA resolution (720x900 pixels) 
at a frame rate of 30 frames/second in RGB plus Depth 
(RGBD) format. Camera 1800 can determine depth displace 
ment based on variations of the geometry of a projected 
pseudo-random pattern of near-infrared (NIR) light. Gener 
ally, visible light can be light with wavelength(s) in a visible 
light range between 400 and 700 nanometers (nm), and near 
infrared light can be light with wavelength(s) in a near 
infrared range between 700 and 2000 nm. 
0320 FIG. 18A shows that camera 1800 includes near 
infrared light source 1810, diffraction grating 1812, infrared 
camera 1814, visible light source 1820, polarizer 1822, vis 
ible light camera 1824, processor 1830, and communication 
interface 1840. Near-infrared light source 1810 can generate 
infrared light using one or more light-emitting diodes 
(LEDs), such as an array of 2W laser diodes having a wave 
length (W) of 830 nm, and a change in wavelength (Aw) of 3 
nm, such as laser diodes made by JDSU. 
0321 Camera 1800 can rely on a structured light principle 
where the displacement of an object is determined by varia 
tions of the geometry of a projected pattern. For example, 
infrared light source 1810 and diffraction grating 1812 can be 
used to project a pseudo-random pattern having varying 
intensities. Camera 1800 can also determine an expected 
pseudo-random pattern based on the projected pseudo-ran 
dom pattern, and then determine variations in geometry by 
comparing the captured and expected pseudo-random pat 
terns. 
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0322 Camera 1800 can incorporate a near-infrared mono 
chrome SSO (e.g. Microsoft/X853750001/ 
VCA379C7130, 1200x1600 pixels), perhaps as part of infra 
red camera 1814, for measuring depth from the distortion 
between the projected and observed pseudo-random patterns. 
For reduce the back scattering, a pulse duration of infrared 
light source 1810 can be set much shorter than the time 
expected for emitted infrared light to travel to the target. 
Infrared camera 1814 can capture light in the near-infrared 
range and generate image(s) using the captured light, includ 
ing but not limited to images of projected pseudo-random 
patterns of near-infrared light emitted by infrared light source 
1810 and diffraction grating 1812. In some embodiments, 
infrared camera can generate images having a predetermined 
depth resolution or range of depth resolutions; e.g., a depth 
resolution of 1.5-2.5 mm. 

0323 Visible light source 1820 can use one or more light 
Sources, such as visible light LEDs, to generate visible light. 
In some embodiments, visible light source 1820 can have 
blue-green filters and/or blue-green LEDs to generate visible 
light in the 450 to 480 nm range. For example, visible light 
source 1820 can be, or include, a Sea-View SV-Q10K 500 W 
Halogen Unit. Visible light in 450-480 nm range can match a 
blue-green transmission window of water, thus improving the 
contrast and range of operation. Polarizer 1822 can reduce 
glare and undesirable reflections from the environment. 
Polarizer 1822 also can detect changes in a polarization state 
of light scattered by water and Suspended particles, allowing 
for enhanced contrast. Visible light camera 1814 can capture 
light in the visible light range and generate image(s) using the 
captured light. 
0324 Images generated by infrared camera 1814 and vis 
ible camera 1824 can be received by processor 1830 and 
provided to communication interface 1840. For example, pro 
cessor 1830 can interleave depth-related images received 
from infrared camera 1814 with visible light images from 
visible light camera 1824 into pairs of images, where each 
pair of images includes a depth-related image and a visible 
light image captured at Substantially the same time; e.g., 
within /30th of a second of each other. 

0325 In some embodiments, processor 1830 can alternate 
activation of light sources 1810, 1820 at a rate based on a 
frame rate of camera 1800. For example, suppose camera 
1800 is configured to generate N video frames per second, 
with N>1, and let a frame speed be X seconds, where X-1/N. 
Then, light source 1810 can be activated to emit near-infrared 
light for 0.5x seconds and a depth-related image captured by 
near-infrared camera 1814 using the emitted near-infrared 
light, then light source 1820 can be activated to emit visible 
light for 0.5x seconds and a visible-light image captured by 
visible light camera 1824 using the emitted visible light. In 
particular of these embodiments, a single camera configured 
to capture light in both the visible-light range and near-infra 
red range can perform the functionality of infrared camera 
1814 and visible light camera 1824 by capturing both images 
of the pair of images within the frame speed of X seconds. 
0326 In other embodiments, the pair of images includes a 
depth-related image and a visible light image captured; e.g., 
processor 1830 can activate both light sources 1810 and 1820 
at the same time and both infrared camera 1814 and visible 
light camera 1824 can capture light emitted at the same time 
in the respective near-infrared and visible-light ranges. Thus, 



US 2014/0320392 A1 

each pair of images can provide depth and visible light infor 
mation about an environment captured at Substantially the 
same time. 
0327 FIG. 18B is an exploded view of camera 1800, in 
accordance with an example embodiment. FIG. 18B shows 
camera 1800 with infrared light source 1810, infrared camera 
1814, visible light source 1820, visible light camera 1824, 
communication interface 1840, watertight body 1850, and 
light shield 1852. Watertightbody 1850 can hold components 
of camera 1800 on and/or inside of body 1850. Light shield 
1852 can shield cameras 1814, 1824 from direct light emitted 
from light sources 1810, 1820, and so reduce glare on images 
taken by cameras 1814, 1824. 
0328. For underwater applications, camera 1800 can be 
waterproofed. Camera 1800 can be enclosed in watertight 
body 1850 configured to isolate camera 1800 from the harm 
of water using materials that have little or no impact on optical 
performance. Camera 1800 can include water-tight connec 
tors that allow external communication via optical fibers con 
nected to communication interface 1840. In some embodi 
ments not shown in FIG. 18A, camera 1800 can include a 
battery configured for powering camera 1800. In some 
embodiments, one or more adaptors can enable connection of 
camera 1800 to a borescope. The adapter(s) can combine 
near-infrared images and visible-light images, and recover 
the depth information from the near-infrared images using a 
wavelength-specific beam splitter. 
0329 FIG. 18C depicts a sensor system 1860, in accor 
dance with an example embodiment. Sensor system 1860 
includes metal detector(s) 1870 and a scanning camera sys 
tem, where the Scanning camera system has a laser scanner 
1862 and line scan camera 1864. Metal detectors, such as 
metal detector(s) 1870, are discussed below in more detail in 
the context of at least FIGS. 24A through 27B. 
0330. In the example shown in FIG. 18C, sensor system 
1860 is scanning in region 1880 along a scan direction 1882 
upward and rightward. Laser Scanner 1862 generates an illu 
mination field using laser beams such as laser beam 1872— 
FIG. 18C show laser beams generated by laser scanner 1862 
using dashed and dotted lines. Laser scanner 1862 can use 
using high power collimated laser lights to generate colli 
mated laser beams with minimal cross sections, such as laser 
beam 1872. FIG. 18C shows that laser scanner 1860 is con 
figured to emit laser beams, such as laser beam 1872 along 
scan lines, such as scan lines 1874a, 1874b, 1874c., 1874d. 
and 1874e, within region 1880. 
0331. Sensor system 1860 allows small individual ele 
ments of a target scene, Such as a portion of region 1880 Swept 
out by scan lines 1874a-1874e, to be illuminated one at a time 
with minimal backscatter. For example, FIG. 18C shows a 
field of view 1876 for line scan camera 1864 as a relatively 
small portion of region 1880. At the same time, a narrow field 
of view photodetector (not shown in FIG. 18C) can track field 
of view 1876 and reduce forward scatter from light reflected 
from the target scene. 
0332 FIG. 19 shows near-infrared image 1900 of object 
1910 in clear water, in accordance with an example embodi 
ment. To capture image 1900, a near-infrared camera and 
light source. Such as near-infrared camera 1814 and near 
infrared light source 1810, were suspended about 85 cm 
(about 33.5 inches) above a flat surface. A container with 
clearwater about 20 cm (about 7.9 inches) deep was placed on 
the flat surface below the near-infrared camera and light 
source. The near-infrared camera was aimed at the body of 
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water. Then, the near-infrared light source generated a 
pseudo-random patternanda near-infrared image, now image 
1900, was captured by the near-infrared camera. The pseudo 
random pattern is observable in FIG. 19 as dots scattered 
throughout image 1900; e.g., dots visible below and to either 
side of a white circle used to outline object 1900. 
0333 FIG. 20A is near-infrared image 2000 of an objectin 
murky water, in accordance with an example embodiment. 
Image 2000 was captured using the same setup used for FIG. 
19 a near-infrared camera and light source. Such as near 
infrared camera 1814 and near-infrared light source 1810, 
were suspended about 85 cm above a flat surface, about 20cm 
of water was placed on a container above the flat Surface, and 
the near-infrared camera aimed at the water. Then, as with 
image 1900, a pseudo-random pattern of near-infrared light 
was projected onto the water and a near-infrared image, now 
image 2000, was captured. Object 2010a of image 2000 is the 
same object as object 1910 of image 1900. 
0334. However, for image 2000, murky water was used 
rather than the clear water used for image 1900 of FIG. 19. 
FIG. 20A indicates that only part of the projected pattern 
makes it through the body of murky water. 
0335 FIG. 20B is image 2050 representing depth data 
related to image 2000 of FIG. 20A, in accordance with an 
example embodiment. The depth data was obtained by pro 
cessing the partial projected pattern obtained from image 
2050. The depth data can be distorted due to the index differ 
ence between air and water, but as long as the depth data can 
be obtained through a body of water, it can be corrected by 
software post-processing. Image 2050 shows object 2010b 
clearly, indicating that valid depth data for object 2010b was 
obtained even though only a partial projected pattern on 
object 2010a was obtainable from image 2010. 
0336 FIG. 21 shows graph 2100 of light absorption in 
water versus light wavelength and graph 2150 of light absorp 
tion in water versus light wavelength over a range of water 
temperatures, in accordance with an example embodiment. 
Graph 2100, shown in the upper portion of FIG. 21, shows 
that the water absorption spectrum has a minimum near the 
NIR wavelength, indicating that the NIR wavelength is suit 
able for underwater. Graph 2150, shown in the lower portion 
of FIG. 21, shows water absorption for light in a range of 
wavelengths between 700 and 900 nm as a function oftem 
peratures ranging from 30°C. to 40°C. with arrows 2160 and 
2162 indicating a direction of temperature. 
0337 Resolving Dot Pattern Interference in Multiple 
Structured Light Cameras 
0338. The simultaneous use of multiple depth-enabled 
cameras; e.g., camera 1800 can extend coverage regions for 
haptic rendering, overcome occlusions, and enable complete 
full-circle captures of environments. In some cases, struc 
tured light sensing can degrade when multiple depth-enabled 
cameras are pointing at the same scene, due to continuous, 
non-modulated projection of pseudo-random patterns; e.g., 
as discussed above in the context of diffraction grating 1812 
of FIG. 18A. The continuous, non-modulated projection of 
pseudo-random patterns can cause crosstalk when dot pat 
terns of devices interfere with one another. 
0339 Herein are provided techniques and devices that can 
mitigate structured light crosstalk. In some embodiments, 
these techniques and devices can be utilized without modifi 
cation of the internal electronics, firmware, or software of a 
depth-enabled camera and without degradation of the depth 
enabled camera's frame rate. 
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0340 One technique to eliminate crosstalk involves time 
multiplexing where a near-infrared light source associated 
with each camera in a system of cameras can be modulated 
and synchronized at a predetermined modulated time fre 
quency. 

0341 FIG.22 is a block diagram of time-multiplexed sys 
tem 2200 of near-infrared cameras 2224, 2234 configured to 
capture images of environment 2212, in accordance with an 
example embodiment. Timed switch 2210 can generate two 
periodic signals, T1 signal 2214 and T2 signal 2216, with 
both signals having the same period but only one signal is 
active at any specified time. For example, timed switch 2210 
can use generate a square wave with equal active/inactive 
periods for T1 signal 2214 and an inverted version of the 
square wave for T2 signal 2216 (or vice versa). Other tech 
niques for generating T1 signal 2214 and T2 signal 2216 can 
be used as well. 

0342. Then, when T1 signal 2214 is active, near-infrared 
light source 2220 can be activated. When activated, near 
infrared light source 2220 can shine near-infrared light 2226 
through diffraction grating 2222 and onto environment 2212. 
Subsequently, near-infrared camera 2224 can capture near 
infrared light 2228 reflected from environment 2212 as an 
image of T1 images 2240. Near-infrared camera 2224 can 
place T1 images 2240 onto connector 2260. 
0343. When T2 signal 2216 is active, near-infrared light 
source 2230 can be activated. When activated, near-infrared 
light source 2230 can shine near-infrared light 2236 through 
diffraction grating 2232 and onto environment 2212. Subse 
quently, near-infrared camera 2234 can capture near-infrared 
light 2238 reflected from environment 2212 as an image of T2 
images 2250. Near-infrared camera 2224 can place T2 
images 2250 onto connector 2260 for use by to device(s) 
outside of system 2200. As T1 images 2240 are placed onto 
connector 2260 at times based on T1 signal 2214 and T2 
images 2250 are placed onto connector 2260 at times based 
on T2 signal 2216, T1 images and T2 images can be inter 
leaved in time as interleaved T1/T2 images 2262. As shown in 
FIG. 22, interleaved T1/T2 images 2262 can be sent from 
system 2200, perhaps for use by device(s) outside system 
22OO. 

0344. In other embodiments not shown in FIG. 22, more 
than two near-infrared cameras can be used. In these embodi 
ments, each of Nnear-infrared cameras, N>2, can be assigned 
an equal, periodic, time interval; e.g., a periodic time slot. 
During an assigned time slot, a corresponding light source to 
the near-infrared camera can be illuminated, image(s) of envi 
ronment 2212 can be captured by the near-infrared camera 
and the image(s) transmitted. Timeslots can be allocated in 
round-robin fashion to each of the N near-infrared cameras as 
long as images of environment 2212 are to be captured and 
transmitted. 

0345. In some embodiments, near-infrared cameras 2224, 
2234 are active continuously. When a signal for correspond 
ing camera is not active; e.g., T1 signal 2214 for NIR camera 
2224, and T2 signal 2216 for near-infrared camera 2234, 
images generated by that camera can be considered to be 
invalid and so not be processed. To reduce any image pro 
cessing applicable to interleaved T1/T2 images 2262, a shut 
ter synchronized with T1 and T2 signals can be used to block 
or allow light from light sources 2220, 2230 so a correspond 
ing camera captures light from a light source associated with 
the corresponding camera; e.g., light from light Source 2220 
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is blocked by the shutter when T1 signal 2214 is not active and 
is allowed by the shutter when T1 signal 2214 is active. 
0346. Another technique to eliminate crosstalk involves is 
wavelength-division multiplexing where each near-infrared 
light Source associated with a camera in a system of cameras 
has a different wavelength. 
0347 FIG. 23 is a block diagram of frequency-multi 
plexed system 2300 of near-infrared cameras 2324, 2334 
configured to capture images of environment 2310, in accor 
dance with an example embodiment. W1 light source 2320 can 
be configured to emit light in a Sub-range of the near-infrared 
range of frequencies, where the Sub-range includes a wave 
length v1. Similarly, 2 light source 2330 can be configured 
to emit light in a Sub-range of the near-infrared range of 
frequencies, where the Sub-range includes a wavelength W2. 
where the Sub-range including wavelength will does not over 
lap the Sub-range including wavelength W2. For example, if 
w1=820 nm and W1=900 nm, the sub-range including 1 can 
be 800-840 nm, and the sub-range including 2 can be 880 
920 nm. In some embodiments, the Sub-range can include 
light of one frequency; e.g., using the previous example, the 
Sub-range including W1 can have one frequency of 820 nm and 
the Sub-range including W2 can have one frequency of 900 
nm. Many other example values of W1, W2, and Sub-ranges 
associated with 1 and 2 are possible as well. 
(0348 1 light source 2320 can emit 1 light 2326 that 
reaches environment 2310. Environment 2310 can reflect 
Some or all of the light including frequency will as W1 light 
2328 to near-infrared camera 2324. Subsequently, near-infra 
red camera 2324 can capture near W1 light 2328 as an image 
of 1 images 2340. Near-infrared camera 2324 can place 1 
images 2340 onto connector 2360. 
(0349 1 light source 2323 can emit 2 light 2336 that 
reaches environment 2310. Environment 2310 can reflect 
Some or all of the light including frequency M2 as M2 light 
2338 to near-infrared camera 2334. Subsequently, near-infra 
red camera 2334 can capture near 1 light 2328 as an image 
of 1 images 2350. Near-infrared camera 2324 can place 2 
images 2350 onto connector 2360. 
0350. As shown in FIG. 23, W1 images and 2 images can 
be sent from system 2300 as 1 and 2 images 2362, perhaps 
for use by device(s) outside system 2200. A device receiving 
w1 and W2 images 2362 can use filter(s) to ensure that images 
taken in light having a corresponding wavelength is detected 
and analyzed. 
0351. In other embodiments not shown in FIG. 23, more 
than two near-infrared cameras can be used. In these embodi 
ments, each of Nnear-infrared cameras, N>2, can be assigned 
a non-overlapping frequency, and perhaps a non-overlapping 
Sub-range of frequencies that includes the assigned fre 
quency, within the near-infrared range of frequencies. Each 
camera can then have an associated light source configured to 
emit light with the assigned non-overlapping frequency (or 
emit light in the assigned Sub-range of frequencies, if Sub 
ranges are assigned). The camera can capture light reflected 
from environment 2310 having the assigned non-overlapping 
frequency as an image, and send any captured images. 
0352 Metal Detecting Systems 
0353 A metal detector can work alongside a camera sys 
tem, such as camera 1800, system 2200, or system 2300. For 
example, sensor system 1860 discussed above in the context 
of FIG. 18C includes both a camera and metal detector(s). An 
array of the metal detectors can be arranged around the cam 
era system to allow simultaneous capture of 2D metal profil 
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ing data and images. The array of metal detectors can be 
arranged in a pattern; e.g., the array can be arranged in a cross 
pattern. In other scenarios, a metal detector or an array of 
metal detectors can be mounted on a vessel or near actuators, 
such as robotic arms, to map 2D or 3D metal profiles without 
using a visual or acoustical detector. 
0354. The metal profile, such as but not limited to a line 
Scan, raster Scan, or graph of magnetic flux over time, can be 
generated by an array of metal detectors moving across a 
target region while Scanning. In some embodiments, the 
metal profile detector can utilize a phase array design where 
radiation pattern of the B field can be shifted by adjusting the 
phase difference between driving coils inside each metal sen 
SO. 

0355 To reliably detect smaller metal items underwater; 
e.g., Small munitions, a compact metal detector can be used. 
In some embodiments, the metal detector can have a rela 
tively-Small sensing resolution; e.g., a resolution of one 
square centimeter, and be capable of differentiating metal of 
different shapes and geometry using a fiber-optic sensor. 
0356. A metal detector can be based on a metal sensor 
having magnetostrictive materials. A magnetostrictive mate 
rial is a material that changes shape or dimensions in the 
presence of a magnetic field. The metal detector operates by 
comparing a light signal sent through a loop of optical fiber 
coated with a magnetostrictive material with a light signal 
sent through an uncoated reference optical fiber. When the 
coated loop passes over para- or diamagnetic material, the 
magnetic field can induce strain in the fiber through magne 
tostriction of the coating. The induced strain can change the 
index of refraction within the coated fiber through the photo 
elastic effect, which changes the coated fiber's response rela 
tive to the reference. For example, the strain can causes a 
change in the length of the optical path. The metal detector 
can include an interferometer to measure the phase changes 
induced in the strained fiber relative to light passing through 
the reference coil. The presence of Such phase changes indi 
cates that metal has been detected. 

0357 Metal detectors using magnetostrictive materials 
can be configured to be relatively small in size. Further, 
magnetostrictive-based metal detectors can identify shapes or 
topographic features of metal targets while operating as a 
single metal detector or a metal detector in an array of metal 
detectors. 

0358 FIG.24A shows structure 2400 of a metal sensor, in 
accordance with an example embodiment. Structure 2400 
includes a layer of magnetostrictive material 2410a, a light 
carrying material 2412, and another layer of magnetostrictive 
material 2410b. For example, the light carrying material can 
be an optical fiber and the magnetostrictive material can be a 
ferromagnetic polymer. Structure 2400 can be used when 
layers of magnetostrictive material 24.10a and 2410b coat 
light carrying material. 
0359 FIG.24B is a diagram of interferometer-based metal 
detector 2420, in accordance with an example embodiment. 
Laser 2422 can send a light signal to optical coupler 2430. 
which is connected to both sensing coil 2440 and reference 
coil 2442. In metal detector 2420, each of coils 2440 and 2442 
is configured to act as a sensing arminan interferometer. Both 
sensing coil 2440 and reference coil 2442 include a light 
pathway; e.g., one or more optical fibers in the coil. However, 
sensing coil 2440 includes fiber coated with magnetostrictive 
material, while reference coil 2442 includes fiber that is not 
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coated with magnetostrictive material; that is, coil 2440 
includes structure 2400 while coil 2442 does not include 
Structure 2400. 
0360. After light passes through each of sensing coil 2440 
and reference coil 2442, the light is provided to optical cou 
pler 2432 which can pass the light from sensing coil 2440 to 
detector 2452 and passes the light from reference coil 2440 to 
detector 2450. Light reaching detector 2450 can be compared 
to light reaching detector 2452; e.g., to determine phase 
changes in light indicating differences in sensing coil 2440 
and reference coil 2442. That is, metal detector 2420 includes 
a Mach-Zehnder interferometer for detecting changes in light 
between coils 2440 and 2442 that represent the presence or 
absence of metal. 

0361 FIG.24C is a diagram of interferometer-based metal 
detector 2460, in accordance with an example embodiment. 
Laser 2462 can send a light signal to optical coupler 2470, 
which is connected to detector 2472, sensing coil 2480, and 
reference coil 2480. Both sensing coil 2480 and reference coil 
2482 include a light pathway; e.g., one or more optical fibers 
in the coil. In metal detector 2460, each of coils 2480 and 
2482 is configured to act as a sensing arminan interferometer. 
However, sensing coil 2480 includes fiber coated with mag 
netostrictive material, while reference coil 2482 includes 
fiber that is not coated with magnetostrictive material; that is, 
coil 2480 includes structure 2400 while coil 2482 does not 
include structure 2400. 
0362 Light passing through sensing coil 2480 can be pro 
vided to mirror 2490, which can reflect the provided light 
back through sensing coil 2480 and coupler 2470 to detector 
2472. Similarly, light passing through reference coil 2482 can 
be provided to mirror 2492, which can reflect the provided 
light back through reference coil 2482 and coupler 2470 to 
detector 2472. Light reaching detector 2472 from sensing coil 
2480 can be compared to light reaching detector 2472 from 
reference coil 2482 e.g., to determine phase changes in light 
indicating differences in sensing coil 2480 and reference coil 
2482. That is, metal detector 2460 includes a Michelson 
interferometer for detecting changes in light between coils 
2440 and 2442 that represent the presence or absence of 
metal. 

0363 FIG. 25A is a diagram of metal detection system 
2500 that includes multiple metal detectors 2510a, 2510b, 
2510c, 2510d, 2510e, 2510?, 2510g, 2510h, and 2510i, in 
accordance with an example embodiment. More specifically, 
metal detection system 2500 includes nine metal detectors 
2510a, 2510b, 2510c, 2510d, 2510e, 2510?. 2510g, 2510h, 
and 2510i arranged in a cross-shaped pattern. Each of metal 
detectors 2510a, 2510b, 2510c, 2510d, 2510e, 2510?. 2510g, 
2510h, and 2510i can bean interferometer-based metal detec 
tor, such as metal detector 2420 discussed above in more 
detail in the context of FIG. 24B or metal detector 2460 
discussed above in more detail in the context of FIG. 24C. 

0364. In particular, each of metal detectors 2510a, 2510b, 
2510c, 2510d, 2510e, 2510?, 2510g, 2510h, and 2510i can 
utilize magnetostrictive material as part of the interferometer 
based metal detector. When one or more metal detectors 
2510a-2510i are on an area having paramagnetic and/or dia 
magnetic material or move over an area having paramagnetic 
and/or diamagnetic material, the one or more metal detectors 
2510a-2510i can detect a perturbation due to presence of a 
paramagnetic and/or diamagnetic material in the field. Based 
on a sequence of magnitude of the perturbation collected by 
the array of sensors, we can reconstruct the metal profile of 
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the area the sensors pass over. The metal profile can include 
graphs, diagrams, line scans, and/or raster scans discussed 
below. 

0365. Other patterns of metal detectors than cross-shaped 
patterns can be used in metal detection systems. FIG. 25B is 
a diagram of metal detection system 2520 that includes mul 
tiple metal detectors, in accordance with an example embodi 
ment. More specifically, metal detection system 2520 
includes nine metal detectors 2530a, 2530b, 2530c, 2530d, 
2530e, 2530?. 2530g, 2530h, and 2530i arranged in an 
X-shaped pattern. Each of metal detectors 2530a, 2530b, 
2530c, 2530d, 2530e, 2530?. 2530g, 2530h, and 2530i can be 
an interferometer-based metal detector, Such as metal detec 
tors 2510a-2510i discussed above in the context of FIG. 25A. 

0366 FIG. 25C is a diagram of metal detection system 
2540 that includes multiple metal detectors, in accordance 
with an example embodiment. More specifically, metal detec 
tion system 2520 includes twenty-five metal detectors 
arranged in a grid-based pattern. Each of the twenty-five 
metal detectors, including metal detector 2550, are shown in 
FIG. 25C as marked with a “MD’. Each metal detector in 
metal detection system 2540 can be an interferometer-based 
metal detector, such as metal detectors 2510a-2510i dis 
cussed above in the context of FIG. 25A. Other patterns of 
metal detectors and other metal detectors can be used in metal 
detection systems as well. 
0367 FIG.26A depicts a sensor system using metal detec 
tion system 2500, in accordance with an example embodi 
ment. Sensor System 2600 can generate a metal profile. Such 
as a line Scan, by moving an array of metal detectors 2510a 
2510i in metal detection system 2500 along scan lines 2620 
while the metal detectors are performing metal scans; e.g., 
searching for metallic objects below sensor system 2600. 
FIG. 26A shows metal detector(s) of metal detection system 
2500 performing metal scan 2610 while sensor system 2600 
is in motion along an upper-most Scanline of scan lines 2620. 
0368 FIG. 26B depicts sensor system 2630 using metal 
detection system 2500, in accordance with an example 
embodiment. Sensor system 2630 can utilize a phase array 
design where radiation pattern of the B field 2640 can be 
shifted by adjusting a phase difference between driving coils 
inside each metal detector 2510a-2510i of metal detector 
system 2500 while metal detector 2510a-2510i are perform 
ing metal scans. A raster scan can be generated by adding 
phase differences in metal scans between the cross-pattern of 
metal detectors in metal detector system 2500. To generate 
the raster Scan, sensor System 2640 can travel along raster 
scan path 2650, which is a ZigZag shaped path as shown in 
FIG. 26B. The generated raster scan can be utilized as a metal 
profile for objects along raster scan path 2650. 
0369. In some embodiments, sensor system 2600 and/or 
sensor system 2630 can utilize more and/or different metal 
detection systems than metal detection system 2500; e.g., one 
or more metal detection systems 2520 and/or metal detection 
systems 2540 can be utilized as well as, or rather than metal 
detection system 2500 as shown in FIGS. 26A and 26B. Other 
techniques to generate metal profiles by using sensor Systems 
equipped with metal detection systems are possible as well. 
0370 FIG. 27A is image 2710 of example metal objects 
2702, 2704, 2706, in accordance with an example embodi 
ment. Image 2710 shows an arrangement of metal objects, 
shown in left-to-right order, as rod 2702 running along a 
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left-most side of image 2700, C clamp 2704 centrally placed 
in image 2700 and rod 2706 running along the left-most side 
of image 2700. 
0371 FIG.27B is a graph 2720 of an output signal from an 
interferometer-based metal detector while scanning for metal 
objects in accordance with an example embodiment. Graph 
2720 shows magnetic flux density in Gauss versus time as 
observed by an interferometer-based metal detector that is 
part of an array of metal detectors in a metal detection system; 
e.g., metal detector 2510a of metal detection system 2500. 
When the magnetic flux density reaches a peak, the metal 
detector has located a metal object. 
0372 Graph 2710 also includes inset 2730 with a copy of 
image 2710 including rod 2702, C Clamp 2704, and rod 2706, 
in accordance with an example embodiment. In the scan 
performed to generate graph 2720, the metal objects in image 
2710 were scanned starting 0.2 after the beginning of the scan 
and the metal detector traveled in the direction of scan direc 
tion (SD) 2732 with respect to inset 2730. 
0373 Graph 2720 shows data for an interferometer based 
metal detector as an upper/darker grey line of graph 2720 and 
data for a Hall effect sensor as lower/lighter grey line of graph 
2720. The in interferometer based metal detector and the Hall 
effect sensor were at the same position in metal detection 
system 2710. Graph 2720 shows that both sensors had similar 
responses; e.g., both the upper and lower lines of graph 2720 
have similar peaks and Valleys during the Scan. 
0374 Specifically, at a time about 0.2 seconds as indicated 
by arrow 2740, the metal detector passed overrod 2702. Then, 
at a time at about 0.25 seconds as indicated by arrow 2742, the 
metal detector passed over a leftmost prong of C Clamp 2704 
as shown in inset 2730 i.e., the top of the “C”, and at a time at 
about 0.38 seconds as indicated by arrow 2744, the metal 
detector passed over a rightmost prong of C Clamp 2704; i.e., 
the bottom of the “C”. Later, at a time of about 0.45 seconds 
as indicated by arrow 2746, the metal detector passed over rod 
27O6. 

0375 Graph 2720 shows that the metal detector indicated 
a peak in magnetic flux, and thus detected metal, when pass 
ing over rod 2702. The magnetic flux fell off from the peak of 
about 1200 Gauss at 0.2 seconds within approximately 0.01 
seconds indicating that a narrow band of metallie in the path 
of the metal detector while traveling along scan direction 
2732. A similar peak is noted at about 0.45 seconds when the 
metal detector passed over rod 2706. Peaks were reached at 
about 0.25 seconds when the leftmost prong of C Clamp 2704 
was detected and at about 0.38 seconds when the rightmost 
prong of C Clamp 2704, but in between these two peaks, the 
metal detector dropped to a relatively-low Gauss level of 
1000 Gauss (or less) at about 0.30 to 0.32 seconds, indicating 
that the metal detector did not detect metal during that inter 
val; i.e., the metal detector did not detect the body of C Clamp 
2704 according to graph 2720. 
0376 FIG. 27C is a diagram 2750 of metal objects deter 
mined based on the data in FIG. 27B, in accordance with an 
example embodiment. Diagram 2750 of FIG. 27C is a 2D 
reconstructed map of rod 2702, C Clamp 2704, and rod 2706 
shown in image 2710 of FIG. 27A using data from all metal 
detectors in a metal detection system while passing over the 
metal objects depicted in image 2710. Diagram 2750 shows 
each of rod 2752, C clamp 2754, and rod 2706 in the same 
relative positions as rod 2702, C Clamp 2704, and rod 2706 
are shown in image 2710. Further, the general shape of rod 
2702 and C Clamp 2704 of image 2710 are respectively 
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reflected as rod 2752 and C Clamp 2754 of diagram 2750. 
Additionally, rod 2756 in diagram 2750 accurately depicts 
both the relative position and shape of rod 2706 shown in 
image 2710. 
0377 FIG. 28 illustrates a scenario 2800 where vessel 
2810 detects and retrieves underwater objects 2820, 2822, in 
accordance with an example embodiment. In scenario 2800, 
vessel 2810 is floating in river 2830 above river bed 2832. In 
other scenarios, Vessel 2810 can be used in an ocean, lake, 
pond, or other water environment than river 2830. Vessel 
2810 has robot arms and hands acting as actuators 2840 and 
2850. Each actuator 2840, 2850 can be partially or com 
pletely controlled by a remote operator; e.g., a human opera 
tor aboard vessel 2810 or located in another location. In some 
scenarios, the remote operator can adjust a level of automa 
tion of actuator 2840 and/or 2850; e.g., to be manually oper 
ated, semi-autonomously operated, or be fully autonomous 
operated. 
0378. The remote operator can receive feedback about the 
operation of actuator 2840 (and/or 2850) and/or about the 
environment using sensor system 2842 (and/or 2852). Sensor 
system 2842 (and/or 2852) can include one or more depth 
enabled cameras including visible-light camera(s) and near 
infrared camera(s), metal detectors/metal detection systems, 
and light sources including visible-light light source(s) and 
near-infrared light source(s) perhaps configured to emit 
pseudo-random patterns of light. In particular, sensor system 
2842 (and/or 2852) can be configured to provide depth 
images, where the depth images can be used to generate 
haptic feedback for three or more degrees of freedom in 
controlling actuator 2840 (and/or 2850). 
0379. In scenario 2800, the remote operator of actuator 
2840 (and/or 2850) operates actuator 2840 (and/or 2850) in 
accord with a task list, where the task list is configured to 
control virtual fixtures associated with tasks of retrieving 
object 2820 from river bed 2832 and object 2822 from under 
river bed 2832. Once an object is retrieved, the object can be 
placed in object container 2860; e.g., using a guidance fixture 
associated with the task list configured to guide actuator 2840 
(and/or 2850) from a location of the object to a location of 
object container 2860. Other virtual fixtures, such as but not 
limited to forbidden-region fixtures, can be associated with 
the task list. 

0380. In scenario 2800, another remote operator can use 
remotely-operated vehicle 2862 to provide additional infor 
mation regarding the environment including objects 2820, 
2822, actuators 2840, 2850, riverbed 2832, and/or river 2830. 
Remotely-operated vehicle 2862 can be attached to vessel 
281 via tether 2864. Tether 2864 can include power and/or 
communication cables to enable remotely-operated vehicle 
2862 to be powered from and/or communicate with vessel 
2810. In other embodiments, remotely-operated vehicle 2862 
can operate without tether 2864. 
0381 FIG. 29 is a flowchart of method 2900, in accor 
dance with an embodiment. Method 2900 can be carried out 
with a depth-enabled camera, such as camera 1800. Method 
2900 can start at block 2910, where a camera, such as camera 
1800 discussed above in the context of at least FIGS. 18A and 
18B, can capture, within a predetermined interval of time, 
first light within a first frequency range of light in the under 
water environment and second light within a second fre 
quency range of light in the underwater environment. In some 
embodiments, the first frequency range of light can include a 
range of frequencies of light between 450 nanometers (nm) 
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and 480 nm. Then, the second frequency range of light of 
frequencies can include a range of frequencies of light 
between 825 and 835 nm. 
0382. At block 2920, the camera can generate a first image 
based on the first light and a second image based on the 
second light. The first frequency range of light can differ from 
the second frequency range of light. 
0383 At block 2930, the camera can send at least the first 
image and the second image. In some embodiments, sending 
at least the first image and the second image from the camera 
can include: generating a predetermined number of frames 
per second, where each frame includes a first frame image 
based on light within the first frequency range received at a 
specified time and a second frame image based onlight within 
the second frequency range captured at the specified time, and 
sending the predetermined number of frames per second from 
the camera. In particular of these embodiments, the predeter 
mined number of frames per second can be a number N, with 
N>1. Then, the predetermined interval of time can be less 
than or equal to 1/N seconds. 
0384. In some embodiments, the camera can include a first 
light emitting diode (LED) and a second LED. Then, method 
2900 can further include: generating light within the first 
frequency range of light using the first LED and generating 
light within the second frequency range of light using the 
second LED. In particular of these embodiments, the camera 
further includes diffraction grating. Then, generating light 
within the second frequency range of light can include the 
scattering the light generated by the second LED into a 
pseudo-random pattern of light within the second frequency 
range using the diffraction grating. In more particular of these 
embodiments, method 2900 can further include capturing the 
pseudo-random pattern of light within the second frequency 
range using the camera, and determining distortion within the 
second frequency range of light by comparing the captured 
pseudo-random pattern of light to an expected pseudo-ran 
dom pattern of light. 
0385. In other embodiments, the camera can include a 
polarizer. Then, method 2900 can further include reducing 
reflections in at least one image of the first image and the 
second image using the polarizer. In still other embodiments, 
the camera can include an optical adaptor. Then, method 2900 
can further include separating light received at the device into 
the first light and the second light using the optical adaptor. In 
yet other embodiments, the first image and second image are 
configured to be utilized for generating haptic feedback. 
0386 The above detailed description describes various 
features and functions of the disclosed systems, devices, and 
methods with reference to the accompanying figures. In the 
figures, similar symbols typically identify similar compo 
nents, unless context dictates otherwise. The illustrative 
embodiments described in the detailed description, figures, 
and claims are not meant to be limiting. Other embodiments 
can be utilized, and other changes can be made, without 
departing from the spirit or scope of the Subject matter pre 
sented herein. It will be readily understood that the aspects of 
the present disclosure, as generally described herein, and 
illustrated in the figures, can be arranged, Substituted, com 
bined, separated, and designed in a wide variety of different 
configurations, all of which are explicitly contemplated 
herein. 
0387 With respect to any or all of the ladder diagrams, 
scenarios, and flow charts in the figures and as discussed 
herein, each block and/or communication may represent a 
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processing of information and/or a transmission of informa 
tion in accordance with example embodiments. Alternative 
embodiments are included within the scope of these example 
embodiments. In these alternative embodiments, for 
example, functions described as blocks, transmissions, com 
munications, requests, responses, and/or messages may be 
executed out of order from that shown or discussed, including 
Substantially concurrent or in reverse order, depending on the 
functionality involved. Further, more or fewer blocks and/or 
functions may be used with any of the ladder diagrams, sce 
narios, and flow charts discussed herein, and these ladder 
diagrams, Scenarios, and flow charts may be combined with 
one another, in part or in whole. 
0388 A block that represents a processing of information 
may correspond to circuitry that can be configured to perform 
the specific logical functions of a herein-described method or 
technique. Alternatively or additionally, a block that repre 
sents a processing of information may correspond to a mod 
ule, a segment, or a portion of program code (including 
related data). The program code may include one or more 
instructions executable by a processor for implementing spe 
cific logical functions or actions in the method or technique. 
The program code and/or related data may be stored on any 
type of computer readable medium Such as a storage device 
including a disk or hard drive or other storage medium. 
0389. The computer readable medium may also include 
physical and/or non-transitory computer readable media Such 
as computer-readable media that stores data for short periods 
of time like register memory, processor cache, and random 
access memory (RAM). The computer readable media may 
also include physical and/or non-transitory computer read 
able media that stores program code and/or data for longer 
periods of time, such as secondary or persistent long term 
storage, like read only memory (ROM), optical or magnetic 
disks, compact-disc read only memory (CD-ROM), for 
example. The computer readable media may also be any other 
Volatile or non-volatile storage systems. A computer readable 
medium may be considered a computer readable storage 
medium, for example, or a tangible storage device. 
0390 The terms physical and/or tangible computer-read 
able medium and physical and/or tangible computer-readable 
media refer to any physical and/or tangible medium that can 
be configured to store instructions for execution by a proces 
Sor, processing unit and/or computing device. Such a medium 
or media can take many forms, including but not limited to, 
non-volatile media and volatile media. Non-volatile media 
includes, for example, read only memory (ROM), flash 
memory, magnetic-disk memory, optical-disk memory, 
removable-disk memory, magnetic-tape memory, hard drive 
devices, compact disc ROMs (CD-ROMs), direct video disc 
ROMs (DVD-ROMs), computer diskettes, and/or paper 
cards. Volatile media include dynamic memory, Such as main 
memory, cache memory, and/or random access memory 
(RAM). Many other types of tangible computer-readable 
media are possible as well. As such, the herein-described data 
storage can comprise and/or be one or more physical and/or 
tangible computer-readable media. 
0391 Moreover, a block that represents one or more infor 
mation transmissions may correspond to information trans 
missions between software and/or hardware modules in the 
same physical device. However, other information transmis 
sions may be between software modules and/or hardware 
modules in different physical devices. 
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0392 While various aspects and embodiments have been 
disclosed herein, other aspects and embodiments will be 
apparent to those skilled in the art. The various aspects and 
embodiments disclosed herein are for purposes of illustration 
and are not intended to be limiting, with the true scope and 
spirit being indicated by the following claims. 

1. A method, comprising: 
receiving first depth data about an environment at a com 

puting device; 
generating a first plurality of points from the first depth data 

using the computing device; 
determining a haptic interface point (HIP) using the com 

puting device; 
defining a virtual fixture for the environment using the 

computing device; 
determining a first force vector between the HIP and the 

first plurality of points using the computing device, 
wherein the first force vector is based on the virtual 
fixture; and 

sending, from the computing device, a first indication of 
haptic feedback based on the first force vector. 

2. The method of claim 1, wherein determining the virtual 
fixture for the environment comprises: 

determining one or more objects in the environment from 
the first depth data; 

determining a first object of the one or more objects, the 
object having a first location in the environment; and 

associating the virtual fixture with the first object and the 
first location. 

3. The method of claim 2, further comprising: 
receiving second depth data about the environment at the 

computing device, wherein the second depth data differs 
from the first depth data; 

determining one or more objects in the environment from 
the second depth data; 

determining whether the one or more objects includes the 
first object; and 

in response to determining that the one or more objects 
include the first object: 
determining a second location in the environment for the 

first object, and 
associating the virtual fixture with the first object and the 

second location. 
4. The method of claim 1, wherein the virtual fixture is at 

least one fixture selected from the group offixtures consisting 
of a forbidden-region fixture and a guidance fixture. 

5. The method of claim 4, wherein the virtual fixture com 
prises a forbidden-region fixture, and wherein determining 
the first force vector comprises: 

determining an initial force vector between the HIP and the 
first plurality of points; 

determining whether the HIP is within a forbidden region 
defined by the forbidden-region fixture; and 

in response to determining that the HIP is within the for 
bidden region: 
generating a forbidden-region-force vector away from 

the forbidden region, and 
determining the first force vector based on the initial 

force vector and the forbidden-region-force vector. 
6. The method of claim 4, wherein the virtual fixture com 

prises a guidance fixture, and wherein determining the first 
force vector comprises: 

determining an initial force vector between the HIP and the 
first plurality of points; 
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determining whether the HIP is within a guidance region 
defined by the guidance fixture, wherein the guidance 
region comprises a target; and 

in response to determining that the HIP is within the guid 
ance region: 
generating a guidance-region-force vector toward the 

target; and 
determining the first force vector based on the initial 

force vector and the guidance-region-force vector. 
7. The method of claim 4, wherein the environment com 

prises a virtual tool associated with the HIP, wherein the 
virtual tool is defined interms of a tool-translation component 
and a tool-rotation component, where the target is configured 
to be defined in terms of a target-translation component and a 
target-rotation component, and wherein the method further 
comprises: 

in response to determining that the HIP is within the guid 
ance region, aligning the tool-rotation component with 
the target-rotation component. 

8. The method of claim 1, wherein the virtual fixture com 
prises a standoff fixture, wherein the standoff fixture defines 
a target and a safety region, wherein the safety region is 
associated with the target and wherein determining the first 
force vector comprises: 

determining an initial force vector between the HIP and the 
first plurality of points; 

determining whether the HIP is within the safety region; 
and 

in response to determining that the HIP is within the safety 
region: 
generating a safety-region-force vector away from the 

target, and 
determining the first force vector based on the initial 

force vector and the safety-region-force vector. 
9. The method of claim 1, wherein the HIP has a velocity, 

wherein the virtual fixture comprises a velocity-limited fix 
ture, wherein the velocity-limited fixture defines a velocity 
limited region and a maximum velocity, and wherein deter 
mining the first force vector comprises: 

determining an initial force vector between the HIP and the 
first plurality of points; 

determining whether the HIP is within the velocity-limited 
region; 

in response to determining that the HIP is within the veloc 
ity-limited region: 
determining whether the velocity of the HIP exceeds the 
maximum velocity, and 

in response to the velocity of the HIP exceeding the 
maximum velocity, 
determining a Velocity-limiting vector opposing the 

velocity of the HIP, and 
determining the first force vector based on the initial 

force vector and the velocity-limiting vector. 
10. The method of claim 1, further comprising: 
determining a task list, the task list associated with a plu 

rality of tasks to be performed in the environment, 
wherein the task list comprises a first task; and 

wherein determining the virtual fixture comprises deter 
mining the virtual fixture based on the task list. 

11. The method of claim 10, wherein determining the vir 
tual fixture based on the task list comprises: 

determining the virtual fixture initially to be a first virtual 
fixture; 

determining whether the first task is completed; and 
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in response to determining that the first task is completed, 
changing the first virtual fixture to a second virtual fix 
ture, wherein the first virtual fixture and the second 
virtual fixture differ. 

12. The method of claim 11, wherein the first virtual fixture 
is a guidance fixture, and wherein the second virtual fixture is 
a forbidden-region fixture. 

13. The method of claim 11, wherein the first virtual fixture 
is a forbidden-region fixture, and wherein the second virtual 
fixture is a guidance fixture. 

14. The method of claim 10, wherein the task list further 
comprises a second task, wherein the virtual fixture com 
prises a first virtual fixture having a first type of virtual fixture, 
and wherein determining the virtual fixture based on the task 
list comprises: 

determining whether the first task is completed; 
in response to determining that the first task is completed, 

changing the first type of virtual fixture to a second type 
of virtual fixture, wherein the first type of virtual fixture 
and the second type of virtual fixture differ; 

determining whether the second task is completed; and 
in response to determining that the second task is com 

pleted, changing the second type of virtual fixture to a 
third type of virtual fixture, wherein the second type of 
virtual fixture and the third type of virtual fixture differ. 

15. The method of claim 14, wherein the first type of virtual 
fixture is a forbidden-region type of virtual fixture, the second 
type of virtual fixture is a guidance-region type of virtual 
fixture, and wherein the third type of virtual fixture is the 
forbidden-region type of virtual fixture. 

16. The method of claim 1, wherein defining the virtual 
fixture for the environment comprises: 

determining one or more instructions related to the virtual 
fixture; and 

defining the virtual fixture based on the one or more 
instructions. 

17. The method of claim 16, wherein the one or more 
instructions are configured to change the virtual fixture based 
on a condition in the environment. 

18. The method of claim 17, wherein the condition in the 
environment comprises a condition selected from the group 
of conditions consisting of a time condition, a temperature 
condition, a weather condition, a water-current condition, a 
wind condition, a chemical condition, a biological condition, 
and a nuclear condition. 

19. An article of manufacture, comprising a physical com 
puter-readable storage medium storing instructions that, 
upon execution by a processor of the article of manufacture, 
cause the article of manufacture to perform functions com 
prising: 

receiving first depth data about an environment; 
generating a first plurality of points from the first depth 

data; 
determining a haptic interface point (HIP); 
defining a virtual fixture for the environment; 
determining a first force vector between the HIP and the 

first plurality of points, wherein the first force vector is 
based on the virtual fixture; and 

sending a first indication of haptic feedback based on the 
first force vector. 

20. The article of manufacture of claim 19, wherein deter 
mining the virtual fixture for the environment comprises: 

determining one or more objects in the environment from 
the first depth data; 
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determining a first object of the one or more objects, the 
object having a first location in the environment; and 

associating the virtual fixture with the first object and the 
first location. 

21. The article of manufacture of claim 20, wherein the 
functions further comprise: 

receiving second depth data about the environment, 
wherein the second depth data differs from the first depth 
data; 

determining one or more objects in the environment from 
the second depth data; 

determining whether the one or more objects includes the 
first object; and 

in response to determining that the one or more objects 
include the first object: 
determining a second location in the environment for the 

first object, and 
associating the virtual fixture with the first object and the 

second location. 
22. A computing device, comprising: 
a processor; and 
data storage, storing instructions that, upon execution by 

the processor, cause the computing device to perform 
functions comprising: 
receiving first depth data about an environment, 
generating a first plurality of points from the first depth 

data, 
determining a haptic interface point (HIP), 
defining a virtual fixture for the environment, 
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determining a first force vector between the HIP and the 
first plurality of points, wherein the first force vector 
is based on the virtual fixture, and 

sending a first indication of haptic feedback based on the 
first force vector. 

23. The computing device of claim 22, wherein determin 
ing a virtual fixture for the environment comprises: 

determining one or more objects in the environment from 
the first depth data; 

determining a first object of the one or more objects, the 
object having a first location in the environment; and 

associating the virtual fixture with the first object and the 
first location. 

24. The computing device of claim 23, wherein the func 
tions further comprise: 

receiving second depth data about the environment, 
wherein the second depth data differs from the first depth 
data; 

determining one or more objects in the environment from 
the second depth data; 

determining whether the one or more objects includes the 
first object; and 

in response to determining that the one or more objects 
include the first object: 
determining a second location in the environment for the 

first object, and 
associating the virtual fixture with the first object and the 

second location. 


