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IDENTIFYING A TARGET TOQUCH REGION OF A TOUCH-SENSITIVE SURFACE
BASED ON AN IMACGE

BACKGROUND
[0001] Many computing systems include at lsast one display and at least one input
davice. The display may include, for example, a monitor, a screen, or the like. Example
input devices include a mouse, a keyboard, a touchpad, or the like. Some computing
systems include a touch-sensitive display o both display ocutput of the computing system

and receive physical (e.g., fouch) input.

Brier DESCRIPTION OF THE DRAWINGS
[0802] The following detailed description refarences the drawings, wherain:
[6003] FiG. 1 is a schematic perspeclive view of an sxample computing system
comprising a rejection engineg;
[6004] FIG. 2 is another schematic perspective visw of ths example computing
systam of FIG. 1;
[G005] FIG. 3 is a schematic side visw of the example computing system of FiG. 1;
[0008] FiG. 4 is a schematic front visw of the exampie computing system of FIG. 1;
[0007]  FIG. b is a schematic side view of the example computing system of FIG. 1
during an example opsration;
[6008) FiG. 8 is a schematic front view of the example computing system of FIG. 1
during another example opearation;
[G008] FIG. 7A is a schemalic side view of the example computing system of FiG. 1
illustrating an example of image capturing;
[6G10] FI3. 70 is a block diagram of an example of a portion of the computing system
of FIG. 1 comprising the rejection engine,
[6011] FiG. 7C is an exampls image of an obiect disposed ovar a touch-ssnsitive
surface of a computing system,;
[6012] FiG. 7D is a block diagram of ancther exampls of a portion of the computing
system of FIG. 1 comprising the rejection engine;

[8013] FiG. 7£ is another example image of an object disposed over a touch-sensitive
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surface of a computing system;

[6014] FIG. 7F is ancther example image of an object disposed over a touch-sensitive
surface of a computing system;

[G615] FIG. 8 is & block diagram of an example computing device to determine a target
touch region;

[6016] Fi3. 9 is a flowchart of an example method for rejecting touch input; and

{60171 FIG. 10 s a flowchart of an example method for identifving a target touch

region.

DETAILED DESCRIPTION

[6018]  Ina computing system utilizing a touch-sensitive input device o detect physical
contact with the device as touch input, it may be difficult to distinguish between physical
comntact with the device thal is intended as touch input and unintended or accidental
physical contact with the touch-sensitive input device. For example, when utilizing a touch-
sensitive surface capable of detecting touches made by & hand, it may be difficult to
distinguish between physical contact made by the fingertips that is infended as input and
physical contact made by the palm resting on the surface and not intended as input.
[6018] To address these issues, sxamples described herein may determing at least
one target touch region of a touch-sensitive surface of a computing system basad on
an image of the surface captured by a camsra pointed at the surface, and rajsct fouch
input at a location that is not within any of the identified targst touch region(s).
Examples describaed herein may include a touch-sensitive surface 1o detsct a8 touch
input at a location of the touch-sensitive surface, a camera pointad at the touch-
sensitive surface to capture an image reprasenting an object disposed betwesn the
given camera and the touch-sensitive surface, and a rejection engine to identify, based
on characteristics of the object represented in the image, at lsast one targst touch
region of the touch-sensitive swrface for receiving touch input. In examples described
herein, the rejection engine is to reject the detected touch input in response o a
determination that the location of the detected touch input is not within any identified
target touch region(s) of the touch-sensitive surface.

[6020] In this manner, examples described herein may use an image of an object
disposed over a touch-sensitive surface o determine whether a particular touch input
datected by the swrface is likely t© bs an intended touch or not, based on the
characteristics {g.g., location, position, origntation, shape, efc.) of the object reprasented

in the image, and reject the touch input if it is likely to be an unintended touch. For
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example, examples described herein may delermine that locations of the surface
proximate to fingartips of a hand over the touch-sensitive surface are target touch regions
{i.e., for receiving intended touch inputs} while the target touch regions exclude locations
under a palm of the hand. In such examples, touch input received when the palm touches
the surface {e.g., unintentionally) may be rejectad, as the location of that touch input is not
within any of the target touch regions.

{6021} Refarring now to the drawings, FIGS. 1-7A ars schematic views of an example
compuiing system 100 comprising a rejection engine 170, in the exampie of FIGS. 1-
7A, system 100 generally comprises a support structure 110, a computing device 150,
a projector unit 180, and a touch-sensitive surface 200. Computing device 150 may
inciuds rejection engine 170 to rajsct a fouch input detected by surface 200 in response
to a determination that the iocation of the delected fouch input is not within any target
touch region of surface 200 determined based on an image, as described above.

[6022] Computing device 150 may comprise any suitable computing device
complying with the principles disciosed hersin. As used hersin, a “computing device’
may comprise an electronic dispiay device, a smartphone, a {ablet, a chip set, an ali-in-
one computier {e.g., a device comprising a display device that also housses processing
resourcs{s) of the computer), a8 desktop computsr, a notsbook computer, workstation,
server, any other processing davice or equipment, or a combination thereof. In this
example, device 150 is an all-in-one compuler having a central apis or centsr line 155,
first or top side 1504, a sscond or bottom side 1508 axially opposite the fop side 1504,
a front side 150C exiending axially belween sides 150A and 1508, a rear side 150D
also exiending axially belween sides 150A and 1508 and generally radially opposite
front side 150C. A display 152 is disposed along front side 150C and dafines a viewing
surface of computing system 100 to display images for viewing by a user of system
100, In examples described hersin, 2 display may inciude componenis of any
technology suitable for displaying images, video, or the like.

[6623] in some examples, display 152 may be a touch-sensitive display. In
sxamples described herein, a touch-sensitive display may include, for example, any
suitable technology (e.q., componsenis) for displaying images, video, or the like, and
may include any suitable lechnology (e.g., components) for detecting physical contact
{e.q., touch input}, such as, for example, a resistive, capacitive, surfacs acoustic wave,
infrarsd (IR), strain gaugs, optical imaging, acoustic pulse recognition, dispersive signal
sensing, or in-call systam, or the like. In examples dsscribed herain, display 152 may be

referred to as a touch-sensitive display 152, Davice 150 may further include a camera

o)
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154, which may be a web camera, for example. In some examples, camera 154 may
capture images of a user positionad in front of display 152, In some examples, device
150 may also include a microphone or other device to receive sound input (e.g., voice
input from a user).

[6024] In the example of FIGS. 1-7A, support structure 110 includes a bass 120, an
upright member 140, and a top 160. Base 120 inciudes a first or front end 1204, and a
second o rear end 120B. Base 120 may engage with a support surfacse 15 to support
the weight of at least a portion of the components of system 100 (e.g., member 140,
unit 180, device 150, top 160, etc). In some sxamples, base 120 may engage with
support surface 15 in this mannsr when system 100 is configurad for operation. In the
gxample of FIGS. 1-7A, front end 120A of base 120 includes a raised portion 122 that
may be disposed above and separated from support surface 15 {(creating a space or
clearance between portion 122 and surface 15) when base 120 is disposed on support
surface 15 as illustrated in FiG, 2, for example. In such examples, a portion of a side of
Touch-sensitive surface 200 may be disposed in {e.g., received within) the space
formed between portion 122 and surface 15. In such examples, placing a portion of
surface 200 within the space created by portion 122 and surface 15 may assist with the
propsr alignment of surface 200. In other examples, other suitable mathods or devices
may be used to assist with the alignment of surface 200.

[6025] Upright member 140 includes a first or upper end 1404, a sscond or lowear
end 140B opposite the upper and 140A, a first or front side 1400 sextending between
the ends 140A and 1408, and a second or rear side 140D opposite the front side 140C
and also extending between the ends 140A and 140B. Lower end 1408 of member 140
is coupled to rear end 1208 of bass 120, such that member 140 extends substantially
upward from support surface 15,

[6028] Top 160 includes a first or proximate end 160A, a second or distal end 1608
opposite the proximate end 180A, a top surface 160C extending between ends 160A
and 1608, and a botiom surface 160D opposite the top surface 1600 and aiso
sxtending between ends 160A and 160B. Proximate end 160A of top 160 is coupled to
upper end 140A of upright member 140 such that distal end 16808 extends outward
from upper end 140A of upright mambsr 140. As such, in the example shown in FiG. 2,
top 180 is supportad at end 160A {and not at end 180B), and may be referred to hersin
as a cantilevered top. In some examples, base 120, member 140, and top 160 may be
monolithically formed. In other examples, two or more of base 120, member 140, and

top 160 may be formed of separate pisces (i.a., not monolithically formed).
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[6027]  Touch-sensitive surface 200 may include a central axis or cenferline 205, a
first or front side 200A, and a second or rear side 2008 axially opposite the front side
200A. Touch-sensitive surface 200 may comprise any suitable technology for detscting
physical contact with surface 200 as touch input. For exampie, touch-sensitive surface
200 may comprise any suitabls technology for detscting (and in some exampies
tracking) one or multiple touch inputs by a user to enable the user o interact, via such
touch input, with software being executsed by device 150 or another computing device.
In examples described hsrein, touch-ssnsitive surface 200 may be any suitable touch-
sensitive planar {or substantially planar) objsct, such a3 a touch-sensitive mat, tablstop,
sheet, stc. In some examplas, touch-sensitive surface 200 may be disposad horizontal
{or approximately or substantially horizontal). For example, surface 200 may be
disposed on support surface 15, which may be horizontal {or approximately or
substantially horizontal).

[0028] In some examples, all or substantially all of surface 200 may be capable of
detecting touch input as described above. In other examples, less than all of surface 200
may ba capable of detecting touch input as described above. For example, surface 200
may comprise a touch-sensitive region 202, extending over less than all of surface 200,
wherain ragion 202 is capable of dstecting touch input as described above. In other
examples, region 202 may exiend over substantially all of surface 200 (e.g., may be
substantially coterminous with surface 200). Region 202 may be substantially aligned
with axis 205.

[0029]  As described above, surface 200 may be aligned with base 120 of structure
110 to assist with proper alignmesnt of surface 200 (s.g., at least during operation of
system 100). In the example of FIGS. 1-74, rear side 2008 of surface 200 may be
disposed belween raised portion 122 of base 120 and support surface 15, such that
rear end 2008 is aligned with front side 120A of base 120 to assist with proper overall
alighment of swface 200 (and particularly proper alignment of region 202) with other
compaonents of system 100, In some examples, surface 200 may be aligned with device
150 such that the center line 155 of device 150 is substantially aligned with center line
205 of surface 200. In other examples, surface 200 may be differently aligned with
device 150.

{60301 In some examplss, surface 200 and device 150 may be communicatively
connected (8.g., slectrically coupled} to one another such that user inputs recsived by
surface 200 may be communicated to device 150. Surface 200 and device 150 may

communicate with one another via any suilable wirsd or wirgless communication

5



WO 2015/047223 PCT/US2013/061398

technology or mechanism, such as, for example, WI-Fl, BLUETOOTH, ulirasonic
technology, electrical cables, electrical lsads, electrical conductors, slectrical spring-
loaded pogo pins with magnetic holding force, or the like, or a combination thereof. in
the example of FIGS. 1-7A, exposed electrical contacts disposed on rear side 2008 of
surface 200 may engage with corresponding electrical pogo-pin leads within portion
122 of base 120 to communicate information (e.g., transfer signals) between device
150 and surface 200 during operation of system 100, In such examples, the electrical
contacts may be held together by adjacent magnsts (located in the clearance between
portion 122 of base 120 and surface 15) to magnetically attract and hold (a9,
mechanically) a8 corresponding ferrous and/or magnstic material disposed along rear
side 200B of surface 200.

[0031] Referring to FIG. 3, projecior unit 180 comprises an ouler housing 182, and &
projecior assembly 184 disposed within housing 182, Housing 182 includes a first or
upper end 182A, a second or lower end 1828 opposite the upper end 182A, and an
inner cavity 183. In the example of FIG. 3, housing 182 further includes a coupling or
mounting member 186 o engage with and support device 150 (e.g., at least during
operation of systeam 100). Member 186 may be any suitable mechanism or device for
suspending and supporting any suitable computing device 150 as described herein. For
example, member 186 may comprise a hinge that includes an axis of rolation such that
device 150 may be rotated (e.g., by a user) about the axis of rotation to atiain a desired
angle for viewing display 152. In some examples, device 150 may permanently or
semi-permansnily atiachsd to housing 182 of unit 180. In soms examples, housing 180
and device 150 may be integrally or monolithically formed as a single unit.

[0032] Referring o FIG. 4, in soms examples, when device 150 is suspended from
structure 110 via mounting member 188 on housing 182, projector unit 180 {i.e., both
housing 182 and assembiy 184} may be subslantially hidden behind device 150 when
system 100 is viewed from the front {i.e.., substantially facing display 152 disposed on
front side 150C of device 150). In addition, as shown in FIG. 4, when device 150 is
suspended from structure 110 as described above, projector unit 180 {ie., both
housing 182 and assembly 184} and any image projected thereby may be substantially
aligned or centered with respect {0 center line 155 of device 150,

[0033] Referring again to FiG. 3, projecior assembly 184 is disposed within cavily
183 of housing 182, and includes a first or upper end 184A, a sscond or lower end
1848 opposite the uppsr end 184A. Upper end 184A is proximate upper and 182A of

housing 182 whils lower end 1848 is proximate lower end 1828 of housing 182,
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Projector assembly 184 may comprise any suilable digital light projector assembly for
receiving data from a computing device {e.g., device 150} and projecting image(s) (.g.,
out of upper end 1844} that correspond with that input data. For example, in some
implemaniations, projector assembly 184 may comprise & digital light processing {DLP)
projector or a liguid crystal on silicon (LCo8) projector which are advantageously
compact and power efficient projsction engines capable of multiple display resciutions
and sizes, such as, for example, standard XGA resclution (1024 x 768 pixels) with a
4:3 aspect ratio, or standard WXGA resolution {1280 x 800 pixsis} with a 16:10 aspsect
ratio. Projector assembly 184 is further communicatively connecled {e.q., electrically
coupled) to device 150 in order to receive daia therefrom and to produce (e.g., project)
light and image(s) from end 184A based on the received data. Projeclor assembly 184
may be communicatively connecied o device 150 via any suilable fype of electrical
coupling, for exampile, or any other suitable communication technology or mechanism
described herein. In some examples, assembly 184 may be communicatively
connacted to device 150 via electrical conductor{s), Wi-FI, BLUETOOTH, an optical
connection, an ultrasonic connection, or & combination thereof. in the example of FIGS.
1-7A, device 150 is communicatively connected to assembly 184 through electrical
leads or conductors {e.g., as described abovs in relation to surface 200 and base 120)
disposed within mounting member 188 such that, when device 150 is suspended from
structurs 110 through member 186, the electrical leads disposed within membsr 1806
contact corresponding leads or conductors disposad on device 150

[0034] Referring still to FIG. 3, top 1680 further includes a fold mirrar 162 and a
sensor bundle 164. Mirror 162 includes a highly reflective surface 162A that is disposed
along bottom surface 166D of top 160 and is positioned to reflect light, image(s}, etc.,,
projected from upper end 1844 of projector assembly 184 toward surface 200 during
operation. Mirror 162 may comprise any suitable type of mirror or reflective surfacs. In
the example of FIGS. 1-7A, fold mirror 162 may comprise a standard front surface
vacuum metalized aluminum coated glass mirror that acts to fold light emitted from
assembly 184 down to surface 200, In other examples, mirror 162 may have a complex
aspherical curvaiure o act as a reflective lens element to provide additional focusing
power or optical correction.

[00358] Sensor bundle 184 includes at lsast one sensor (e.9., camera, or other type
of sensor) to detact, measure, or otherwise acquirs dala based on ths state of (e.g,,
activities oceurring in) a region between sensor bundls 164 and surface 200. The state

of the region between sansor bundle 164 and surface 200 may include object{s) on or
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over surface 200, or activit{ies) occurring on or near surface 200. In the example of
FIG. 3, bundle 1684 includes an RGB camera 184A {or ancther type of color camera
1644}, an IR camera 1648, a depth camera (or depth sensor) 164C, and an ambient
light sensor 164D, In examples described herein, a camera may be referred o as a
‘sensor”.

[6036] In some examples, RGB camera 164A may bs a camera to capture color
images {e.g., at least one of still images and video}. In some examples, RGE camera
164A may be a camera to capturs images according to the RGB color modsl, which
may be referred to hersin as “‘RGB images”. In some examples, RGB camera 164A
may capture images with ralatively high resolution, such as a resolution on the order of
muitiple megapixels {(MPFs}, for exampie. As an example, RGB camera 184A may
caplure color {e.g., RGB) images with a resclution of 14 MPs. In other exampies, RBG
camera 164A may capture images with a different resolution. In some examples, RGB
camera 164A may be pointed toward surface 200 and may caplure image(s) of surface
200, object(s} disposed between surface 200 and RGEB camera 164A {(2.g., on or above
surface 2003, or a combination thereof,

{00371 IR camera 1648 may be g camera (o detect intensity of IR light at a plurality
of points in the field of view of the camera 164B. In examplas described herein, IR
camera 1648 may operate in conjunction with an IR light projector 168 (see FIG. 7A) of
systam 100 to capture IR images. In such examples, each IR image may comprise a
plurality of pixels each rapressenting an intensity of IR light detscted at a point
representad by the pixel. In some examples, top 160 of system 100 may include an IR
light projector 166 (see FIG. 7A) to project IR light 167 toward surface 200 and IR
camera 16848 may be pointed toward surface 200. In such examples, IR camera 1648
may detect the intensity of IR light reflected by surface 200, object(s) disposed belween
surface 200 and IR camera 1648 {e.g., on or above surface 200}, or & combination
thereof. In some examples, IR camera 1648 may exclusively detect IR light 1687
projected by IR light projector 166 {e.g., as reflected from surface 200, object{s), slc., or
received directly).

{00381 Depth camera 164C may be a camera (sensor(s), etc) to detect the
respective distance{s) {or depth(s)) of portions of obisct(s) in the field of view of depth
camara 164C. As used hsrain, ths data detected by & depth camsra may be refarred (o
harein as “distance” or “‘depth” data. In examples dascribed herein, depth camera 164C
may capture a multi-pixsl depth image (e.g., a depth map)}, wherein the data of each

pixel represents the distance or depth {measursd from camera 164C) of a portion of an

8



WO 2015/047223 PCT/US2013/061398

object at a point represented by the pixel. Depth camera 164C may be implemented
using any suitable technology, such as stereovision camera(s), a single IR camera
sensor with a uniform flood of IR light, a dual IR camera sensor with a uniform flood of
IR light, structured light depth sensor technology, time-of-flight (TOF) depth sensor
technology, or a combination thereof. In some sxamples, depth ssnsor 16840 may
indicate when an object (e.g., a three-dimensional object) is on surface 200. In some
sxampies, depth sensor 164C may detect at least one of the presence, shape,
contours, maotion, and the raspective distance(s) of an object {or portions thersof)
placed on surface 200,

[0039]  Ambient light sensor 1640 may be arrangsd o measurs the intensity of light
in the environment surrounding system 100, In some examples, systam 100 may uss
the measuraments of sensor 164D o adjust other components of system 100, such as,
for example, sxposure seflings of sensors or cameras of system 100 {e.g., cameras
164A-164C), the intensily of the light emitied from light sources of system 100 {e.g.,
projecior assemixy 184, display 152, sic.}, or the like.

[0044] In some examples, sensor bundie 184 may omit at least one of sensors
1684A-1640. In other examples, sensor bundle 1684 may comprise other camera(s),
sensor{s), or the like in addition to sensors 164A-164D0, or in lieu of at isast ons of
sensors 164A-1640. For example, sensor bundle 164 may include a user intsrface
sensor comprising any suitable device(s) {e.q., sensor(s), camera{s)} for tracking & ussr
input dsvice such as, for example, a hand, stylus, pointing dsvice, sfc. In some
exampies, the user interface sensor may include a pair of cameras which are arranged
to sterepscopically track the location of a user input device (e.g., a stvius) as it is
moved by a user about the surface 200 {e.g., about region 202 of surface 200). In other
exampies, the user interface sensor may additionally or alternatively include IR
camera(s) or sensor(s) arranged io detect infrared light thal is either emitted or
reflected by a user input device. In some exampies, sensor bundle 1684 may include
gesture camera o detect the performance of predefined gestures by object(s) (e.g.,
hands, sfc.}. In some examples, the gesture camera may comprise a depth camera
and additional functionality to detect, track, ete., different types of motion over fime.
[6041] In examplss described harein, sach of sansors 1684A-164D of bundle 164 is
communicatively connected {e.g., coupled} to device 150 such that data generated
within bundle 164 {e.q., images captured by ths cameras) may be provided to devics
150, and device 150 may provide commands to the sensor(s) and camera(s) of sensor

bundls 164. Sensors 164A-164D of bundle 184 may be communicatively connected to
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device 150 via any suitable wired or wireless communicalion technology or mechanism,
sxampies of which are described above. In the example of FIGS. 1-7A, electrical
conductors may be routed from bundle 164, through top 1680, upright member 148, and
projector unit 180 and into device 150 through leads that are disposed within mounting
member 186 {as described above).

[0042] Referring o FIGS. 5 and 8, during operation of system 100, projecior
assembly 184 may project visible light 187 {o reflect off of mirror 182 towards surface
200 to thereby display visible image(s) on a projector display space 188 of surface 200.
In the example of FIGS. 5-6, spacs 188 may be substantially rectangular, having a
length 188L and a width 188W. In some exampiles, length 188L may bs approximalely
16 inches, while width 188W may be approximately 12 inchss. in other examples,
length 188L and width 188W may have different values.

[6043] In some exampies, cameras of sensor bundie 164 (e.g., cameras 164A-
164C} are arranged within system 100 such that the fisld of view of sach of the
cameras includes a space 168 of surface 200 that may overlap with some or all of
display space 188, or may bes coterminous with display space 188. In exampies
described harein, the field of view of the cameras of sensor bundle 164 {e.g., cameras
164A-164C) may bs said 1o include space 168, though at times surface 200 may be at
lsast partiaily occiuded by object{s} on or over surface 200. In such sxamples, the
object(s) on or over surface 200 may be in the field of view of at least one of cameras
164A-164C. In such examples, sensors of sensor bundie 164 may acquire data based
on the siate of {e.g., activities occurring in, obiect(s) disposed in) a region betwesen
sensor bundls 1684 and space 188 of surface 200, In some examples, both space 188
and space 168 coincide or correspond with region 202 of surface 200 such that
functionalities of touch-sensitive region 202, projector asssmbly 184, and sensor
bundie 164 are all performed in relation to the same defined area. A field of view 165 of
the cameras of sensor bundle 164 (e.g., cameras 164A-164C) is schematically
fllustrated in FIG. 7A. In some examples, each of the cameras of sensor bundle 164
(e.q., cameras 1684A-1684C) may have a slightly different field of view.

[0044] Referring now to FIGS. 5-7A, device 150 may direct projector assembily 184
to project image(s) onto surface 200 (e.g., onto region 202). Device 150 may also
display image(s) on display 152 (which may be the sams as or differant than the
image{s) projected onto region 202 by projector assembly 184). The image(s) projected
by assembly 184 may comprise information and/or images produced by software being

gxecuted by device 150, In some examples, a user may inleract with the image(s)
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projecited on surface 200 and displayed on display 152 by physically engaging touch-
sensitive surface 200 in any suitable manner, such as with user's hand 35 {e.g., via
touches, taps, gestures, or other touch input), with a stylus 25, or via any other suitable
user input device(s). As described above, touch-sensitive surface 200 may detect such
interaction via physical engagement with surface 200. Also, in some examples,
assembly 184 may also project image{s} (at least partially) on objects disposed over
surface 200 {e.g., hand 35, as shown in FIG. 5).

[0045] As an exampie, when a user inferacts with touch-sensitive surface 200 via
physical contact {e.g

ot

with a hand 35, as shown in FIG. 7A), surface 200 may generate
touch input information and provids it to device 150 through any suitable connsclion
{examples of which are described above). In soms examples, the touch input
information may be provided to rejection engine 170 {or an application or service
implemenied by rejection engine 170} which may reject the touch input {as described
heraing, or pass the fouch inpul to an operaling system {08} executing on device 150
In some sxamples, the 08 may pass the received touch input to another application
{e.g., program, etc.) execuling on device 150, In response, the executing 08 or
application may alter image(s) projected by projector assembly 184, image(s) displayed
on display 152, or a combination thereof. As used herein, an “application”, “computsr
application”, or “service” is a collection of machine-readable instructions that are
exscutable by a processing resource. In some examples, a usar may similarly intaract
with image(s) displayed on display 152 (which may be a touch-sensitive display), or any
other input device of device 150 (e.g., a keyboard, mouse, elc.).

[0048] in some examples, sensors {e.g., cameras) of sensor bundle 164 may also
generate system input which may be provided to device 150 for further processing. For
exampie, system 100 may utilize camera(s) of bundie 164 1o detect at [east one of the
presence and location of a user’s hand 35 (or a stylus 25, as shown in FIG. &), and
provide system input information representing the detected information to device 150.
The provided system input information may be passed {o at least one of an OS and
application being sxecuted by device 150, and may alter image(s) displayed by system
100, as described above in relation to touch input. For example, bundle 164 may
include a pair of cameras or sensors that are arranged to perform stersoscopic stylus
tracking (e.g., of stylus 25). In other examples, stylus 25 includes a tip 26 coated with
an infrared retro-reflective coating {e.q., paint} such that tip 26 may serve as an infrared

refro-reflactor. In such examples, bundle 184 may inciude IR camera(s) {or sensor{s))

as described above, which detect IR light that is reflected off of tip 28 to enable device
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150 fo track the location of tip 26 as it moves across region 202, In some examples,
surface 200 {(with image{s} projected on § by assembly 184) may serve as a second or
alternative touch-sensitive display within system 100, in addition, detection of
interaction with image(s} displaved on surface 200 may be enhanced through use of
sensors of sensor bundle 164 as described above.

{00471  In some sxamples, system 100 may caplure two-dimensional (2D} image(s)
or create a three-dimensional (30) scan of a physical objsct such that an imags of the
objsct may then be projected onto surface 200 for further use and manipulation thereof.
For example, as shown in FIG. G, an object 40 may be piacad on surface 200 such that
sensors of bundle 1684 {s.q., at least ong of cameras 164A-164C) may detect at lsast
one of the location, dimensions, and color of object 40, 1o snhance the 2D image(s) or
create the 3D scan thereof. In such examples, the information gathered by the sensors
of bundie 164 may be provided o device 150 (e.g., an O8, application, service, stc., of
device 150), as described above. In some exampies, afler receiving the information,
device 150 {(a.g., the O3, application, service, eic.} may direct projecior assembly 184
to project an image of object 40 onto swrface 200. Object 40 may be, for example, &
smartphone, & book, a document, a photo, or any other physical object. In some
exampies, once objact(s) are scanned by sensors of bundle 184, the background of the
image representing the object may be removed (s8.g., via a segmentation process as
described below), and the resulling image of the foraground object may be projectad
onto surface 200 {or shown on display 152). In such examplss, images of physical
objects (8.g., an object 40) may be captured, processed, and displaysd on surface 200
to quickly and easily creats a digital varsion of the physical object to allow for further
manipuiation thersof.

[6048] FiG. 7B is a block diagram of a portion of computing system 100 of FIG. 1
comprising rejection engine 170, In particular, FIG. 75 illustrates an example of computing
device 150 that comprises rejection engine 170 and is communicatively connectad to at
least one camera {e.g., camera 164A} of sensor bundle 164 {as described above) and
touch-sensitive surface 200, as described above. Although not shown in FIG. 75,
computing device 150 may also be communicalively connecled o other componenis of
system 100, as described above.

[0048] Computing device 150 (or any other computing device implementing rejection
engine 170) may include at least one processing resource. In examples described herein,
a processing resource may include, for exampie, one processor or multiple processors

included in a single computing device or distributed across multiple computing devices. As
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usad herein, a “processor” may be at least one of a central processing unit (CPU), a
semiconductor-based  microprocessor, a graphics processing unit (GPU), a field-
programmable gate array (FPGA} configured to retrieve and execule instructions, other
slectronic circuitry suitable for the relrieval and exscution instructions stored on a
machine-readabls storage madium, or 8 combination thereof.

[60508] As notad above, in the example of FIG. 78, computing device 150 comprises
rejection engine 170. In other examples, rejection engine 170 may comprise additional
engine{s}. in the example of FIG. 7D, for example, rejection engine 170 comprises a
segrmeniation engine 172 and an identification engine 174, In some examples, engine 170
may include additional engine(s). In examples described herein, any sngine{s) of
computing device 150 {s.g., engines 170, 172, 174, efc.) may bs any combination of
hardware and programming o implement the {unclionaiifiss of the respective engine.
Such combinations of hardware and programming may be implemented in a number of
different ways. For example, the programming may be processor executable instructions
stored oh a non-transifory machine-readable storage medium and the hardware may
include a processing resource o execute those instructions. In such examples, the
machins-readable storage medium may store instructions that, when executed by the
processing resourcs, implement the engines. The machine-readabls storage medium
storing the instructions may be integrated in the same computing device (e.g., devics 150)
as the processing rasource {0 executs the instructions, or the machine-readable storags
madium may be ssparate from but accassible to the computing device and the procassing
resource. The processing resource may comprise one processor or multinle processors
included in a single computing device or distributed across multiple computing devices.
[0051] in some examples, the instructions can be part of an installation package that,
when instalied, can be executed by the processing resource to implement the engines of
system 100, In such examples, the machine-readable storage medium may be a portable
medium, such as a compact disc, DVD, or flash drive, or a memory maintained by a
server from which the insiallation package can be downloaded and installed. in other
sxampiles, the instructions may be part of an application or applications already instalied
ot a computing device including the procassing resource (e.g., device 150} In such
axamples, the maching-readable storage medium may include memory such as a hard
drive, solid state drive, or the liks.

[6082]  As used herein, a "machine-readable storage medium” may be any electronic,
magnstlic, optical, or other physical storage apparatus to contain or store information such

as sxeculable instructions, data, and the like. For example, any machine-readable storage
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medium described herein may be any of a storage drive (e.g., & hard drive), flash
memory, Random Access Memory (RAM], any type of storage disc {&.9., a compact disc,
a DVD, etc), and the like, or a combination thereof. Further, any machine-readable
storage medium described herein may be non-transitory.

[6053] Examplss of rejection engine 170 are described balow in relation to FIGS. 7A-
7F. Refarring to FIGS. 7A-7C, computing system 100 comprises fouch-sensitive surface
200 to detect touch input at locations of touch-sensitive surface 200, as described
above. As used herein, a “touch input” may be at least one physical contact {or other
physical inferaction) between a iouch-sensitive surface and an object (e.g., a finger,
stylus, sic.} that may be detected by the surfacs. in the example of FIG. 7A-7C, the
touch input may be provided by physical contact between a hand 35 and surfacs 200.
in other examples, the fouch inpul maybe provided by contact by any other suitable
object 35,

[6054]  As described above, computing system 100 may comprise sensor bundie 164
including at least one camera 164A pointed al touch-sensitive surface 2080, In the
example of FIG. 78, computing device 108 inciudes camera 164A (e.g., RGB camers
164A) pointed at surface 200 (as shown in FIG. 7A). Camera 164A may capture an
image 700 representing object 35 {e.g., a hand) disposed between camera 164A and
touch-sensitive surface 200. An sxample image 700 is fHlustrated in FIG. 7C, in which
image 700 includes an objsct representation 710, which may be a portion of image 700
representing object 35, and a background representation 715, which may be a portion
of image 700 representing surface 200. Although FIG. 7C illustrates an example image
700 captured while hand 35 is opsn, in other examples camera 164A may caplure an
image of hand 35 held in any other manner {e.g., while pointing a finger, as shown in
FIG. 7A).

[GO55]  Inthe example of FIGE. 7A-7C, rejection engine 170 may identify at least one
target touch region of the touch-sensitive surface, wherein each identified target touch
region is for receiving touch input. As used herein, a “targst touch region” of a touch-
sensitive surface of a computing system may be a region including less than all of the
surface and from which the computing system may accept touch input detected by the
surface. In sxamples described hsrein, rejsction engine 170 may identify target touch
regions based on at least one characteristic {(e.g., location, position, orientation, shape,
sic.) of the object represented in at lsast one image captured by at lsast one camera
pointed at surface 200, such as camera 164A. For example, engine 170 may identify a

ragion of touch-sensitive surface 200 that, based on an image of an object disposed
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over surface 200, is in close proximity to a portion of the object associated with
intended touch inpul. For example, when the object is a hand, the fingertips of the hand
may be considered portions of the objsct associated with intended touch input. In some
sxampies, a region in close proximity to a portion of an abject associated with intended
touch input may be defined o include locations within a threshold distancs of the
dstected position of the portion of the objsct itsslf. For example, where the target touch
region is based on a fingsrtip, the farget touch region may be identifisd as a circls with a
radius of Srmm centered on the fingertip, or the like. In other exampies, the region may be
a diffarent size, shape, or the like.

[0088]  As an example, referring to image 700 of FIG. 7C, the object 35 represented
in the image may be a hand 35 (represented by object representation 710). In such
exampies, enging 170 may identify, as a target fouch region 720, a region of surface
200 that is in close proximily to a forefinger of hand 35, which may be associated with
intended fouch inpul. in such examples, the targetl fouch region identified by engine
170 may exclude other regions of swface 200 that are in close proximity (2.g., directly
beneath} other portions of the cobject 35 that are not associated with intended touch
input. For example, the targel fouch region 720 associsted with the forefinger may
exclude the region of surface 200 in close proxdmily to the paim of hand 35 {e.g., & non-
target touch region 725 of FIG. 7C), as the palm may be associated with unintended
{e.g., accidental) touch input. In some examples, engine 170 may identify a plurality of
target touch regions of surface 200, For exampls, as shown in FIG. 7C, enging 170 may
identify a plurality of fargst touch regions 720, sach being a region of surface 200 in
closs proximity to {e.g., within a relatively small threshold distance of) a tip of a
respective finger of hand 35 (e.q., including the thumb).

[GO571  In some examples, any region of surface 200 that is not within a target touch
region identified by engine 170 may be considered a non-largel fouch region from
which detected touch input is o be rejecled, as described below. For example, as
filustrated in FIG. 7C, surface 200 includes a non-target touch region 725 that includes
locations of surface 200 in close proximity {&.g., directly beneath) the palm of hand 35.
Although an example non-target touch region 725 is shown in FiG. 7C, in some
sxampies, the non-targst touch ragion may include region 725 as well as all other
areas of surface 200 not contained in at least one of target touch regions 720. in
examples described herein, sach target fouch region of surface 200 identified by
enging 170 may be smaller than the full area of surface 200. In the example of FIG. 7C,

gach identified farget touch region 720 includes a respective region of touch-sensilive
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surface 200 over which a respective fingertip of hand 35 is disposed and excludes
another region of surface 208 over which a paim of hand 35 is disposed {s.g., & region
725).

[G038] In the example of FIGS, 7A-7B, rejection engine 170 may determing whether
the location of a touch input detected by surface 200 is within any of the identified
target touch region{s) of surface 200. In such examples, rajsction engine 170 may
refect a detected touch input in response to a dstermination that the location of the
dstected touch input is not within any of the identified target touch region{s). For
example, surface 200 may delect a8 touch input at a location 194 of surface 200, as
iilustrated in FIG. 7C, and sngine 170 may identify targst touch ragions 720, as
dsescribed above. In such examplss, engine 170 may determing that location 194 of the
detected touch input is not within any of the identified target fouch regions 720, and
may reject the detected touch input in response io the delermination. For example, as
shown in FIG. 7C, the location 194 of the fouch input may be a location of surface 200
over which the palm of hand 35 is disposed. In such examples in which the location
194 of the touch input is in a region of surface 200 over which the palm is disposed,
rejection engine 1740 may reject the detected touch input in responss to a determination
that the location 194 of the detactad touch input is not within any of ths identified targst
touch regions 720 of surface 200,

{00581 In esamples described herein, o reject a given iouch input, rejection engine
170 may, for example, handle the given touch input such that it has no effect on any
application(s), sarvice(s), OS function(s), or other aspect{s} of computing system 100
outside of rejection engine 170. For example, engins 170 may reject the given touch
input by not providing the given touch input {i.e., information describing the given touch
input) to any other component of computing system 100, such as an O8 of computing
device 150.

[6060] Rejection engine 170 may accept a delecled touch input in response to a
determination that the location of the detected touch input is within any of the identified
target touch region(s). For example, surface 200 may detect a touch input at a location
192 of surface 200, as Hlustrated in FIG. 7C, and engine 170 may identify targst touch
ragions 720, as described above. in such examples, engine 170 may determine that
location 182 of the detectad touch input is within one of the identifisd target touch
regions 720, and may accspt the detectad touch input in response to the determination.
{6081] In examples described herein, to accept a given touch input, rejection engine

170 may pass the given touch input {i.e., information describing the given touch input)
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to a touch input processing funclion of computing device 150, which may be included in
an 08 or other application being exscuted by coampuling device 1580, such that the
given touch input may have an effect on application(s), service(s), andior other
aspect{s) of computing system 108 cutside of rejection engine 170.

[6062] FiG. 70 is a block diagram of ancthsr example of a portion of computing
system 100, In the exampls of FIG. 7D, system 100 comprises computing device 150
including rejection enging 170 and communicatively connected o touch-sensitive surface
200, as dsscribed above in relation to FIG. 7B. In the example of FIG. 70, may also be
communicatively connected to cameras 164A-164C of sensor bundle 164, and rejection
gngine 170 may comprise engines 172 and 174,

[0063]  As described above in relation to FIGS. 7A-7C, ouch-sensitive surface 200
may detect a touch input at a location of surface 200, and at lsast one camera of
bundle 164, pointed at surface 200, may caplure image(s) representing an obijsc
disposed between the camera(s) and surface 200. In the example of FIG. 7D,
segmentation engine 172 may identify a segmentation boundary at least partially
representing an ouler edge of object 35 based on the captured image(s}. In such
examples, identification engine 174 of engine 170 may identify at least one target touch
region of surface 200 based on characteristic{s} of object 35 corresponding to the
segmentation boundary, such as, for exampls, the shape, origniation, position{s},
location(s), etc., of object 35 or portions thereof. For example, in examples in which
object 35 is a hand, the characteristics utilized by engine 174 to identify target touch
region{s} may include fingertip location{s), palm location(s}, ete.

[0084] In soms examples, segmentation engine 172 may perform a process on a
caplured image o extract an imags of at lsast one foreground object represented in the

[t

captured image. This process may be referred to herein as "segmentation”. In some
examples, the result of such a segmentation process may be an image of the foreground
obiect separated from at least a background representad in the captured image. In some
sxamples, a segmentation process may comprise determining a segmentation boundary
for an object represented in a caplured image. As used herein, a “segmentation boundary”
for an objsct represented in an image may be information representing an estimate of
which portion{s) of the imags represent the object and which portion{s} of the image
represent features other than the object {e.g., 8 background). In some examples, a
segmentation boundary for an object represented in an image may includs information
representing at lsast one outer edgs of the object as represented in the image. When

parforming a segmentation process, a computing system may use the ssgmentation
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boundary to extract an image of the object from a larger caplured image (e.g., also
representing portions of a background).

[GO65]  In some examples, segmentalion engine 172 may determine a segmentation
boundary based on an image caplured with a camera of sensor bundie 164. For
example, engine 172 may delermine a segmentation boundary for object 35 based on
image 700 captured with camera 1684A. In some examples, computing device 150 may
use the determined segmentation boundary to extract an imags of object 35 from
captured image 700 representing more than object 35. The resulting segmented image
may be the portion of image 700 representing object 35 (e.g., represeniation 710) with the
pottions of image 700 representing other feature(s) {e.q., background repraseniation 715)
subtracted out. In such examples, the resulling segmeantad image may correspond o
object representation 710. In examples described herein, a segmentation boundary may
be representad in any suitable form, format, data structure, or the like. For example, a
segmeniation boundary may be representad as & binary mask indicating, for each pixel of
at least one corresponding image {8.q., image 7080}, whether the pixel represents a portion
of the object or not. As an example, engine 172 may run a gradient filter over captured
image 700 to detect portions of the image having relatively high gradient magnitudes to
estimate ai least the aedge(s) of object 35.

[06068] In some examples, identification engine 174 of engine 170 may identify at
lsast one target touch region of surface 200 based on characteristics of object 35
corresponding to the segmentation boundary, such as, for exampls, shape, origniation,
position{(s), location(s), aic., of object 35 or portions theraof. In examples described harein,
an object “corresponding to” a segmentation boundary may he the objact whose ouler
edge{s) are reprasented by the segmentation boundary.

[G0671  In examples in which the objsct corresponding o the segmeniation boundary is
a hand, identification engine 174 may identify targe! louch region{(s} in close proximity o
respective fingertip(s) of the hand, as described above. In such examples, engine 174
may extract a skeletal model of the hand based on the portion of the captured image
representing the hand (e.qg., the portion of the image corresponding to and extracted
based on the determined segmentation boundary). In such examples, engine 174 may
axtract the skelstal mods! of the hand using, for example, a heuristic-based approach, a
medial axis transform (MAT), a meash confraction, a tres-structure exiraction algorithm,
axtraction of a Euclidian skelston based on a connectivity criterion, or any other suitable
technique. Engine 174 may uss the extracted skslstal model to determine the location(s)

of the fingerlips relative fo the touch-sensitive surface 200 and identify respective
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region(s), each within a relatively small threshold distance of one of the fingertips, as
target touch region{s} of surface 200 (see, eg., regions 720 of FIG. 7C). In examples
described herein, rejection engine 170 may corelate areas of image(s) captured by
camera{s) of sensor bundie 164 to locations of swface 200 such that target touch
region(s} of surfacs 200 may be identified bassd on image(s) captured by the camera{s).
[6068] In other examplss, in which the object is not a hand, identification engine 174
may identify targst touch region{s) differently. For example, the object may be a stylus 25
having a tip 268, as shown in FIG. 5. In such examples, a camera of sensor bundle 164
may caplure an image 702 {ses FIG. 7E) reprasenting the stylus 25 disposed belwesn the
camera and surface 200. In such examples, image 702 may include an object
representation 712 {representing stylus 25) and a background representation 714
{representing surface 200 and a hand holding the stylus). In such exampiss, enging 172
may segment at least a portion of object representation 712 from image 702 and engine
174 may identify a target touch region 730 of surface 200 including locations in close
proximity to {e.g., within a thrashold distance of} the location of tip 28. In such examples,
all other regions of surface 200 may be considered non-target touch regions, including, for
exampie, a non-target touch region 735 of surface 200 over which a palm of the hand
hoiding stylus 25 is disposed.

[0068]  In stili other examples, identification enging 174 may identify non-target touch
region(s) basad on characteristic(s} of an objsct in an image captured by a camera of
sgnsor bundls 164. For example, a physical object 40 may be placed on surfacs 200, as
shown in FIG. 6. In such examples, a camera of sensor bundie 164 may capture an image
704 {see FiG. 7F) representing the object 40 disposed between the camera and surface
200. iIn such sexamples, image 704 may inciude an object representation 716
{representing object 40} and a background reprasentation 718 {representing surface 200).
in such examples, engine 172 may segment object representation 716 from image 704
and engine 174 may identify a non-larget touch region 745 of swface 200 including
locations including and closaly surrounding {e.g., within a threshoid distance of} location(s)
of object 40 refative to surface 200. In such examples, locations closely surrounding object
4{} may be identified as a non-target fouch region 745 to reject unintended touch input that
may be delected when a hand interacis with (e.g., picks up) object 40.

[6070] As dsscribed above, computing systam 100 may comprise a plurality of
different types of cameras in ssnsor bundle 164, In some examples, computing systam
100 may utilize the cameras of different types to caplure a plurality of images, each

rapresenting an object disposed between touch-sensitive surface 200 and the
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respective camera used to capture the image. In some examples, each of the plurality
of cameras may be a different one of an RGEB camera 164A, an IR camera 1648, a
depth camera 164C, and gesture camera, as described above.

[GO71] For example, as shown in FIG. 7D, computing system 100 may comprise
compuiing device 150 communicatively connected to each of RGEB camera 184A, IR
cameara 1648, depth camera 1684C, and touch-sensitive surface 200, In such examplss,
gach of cameras 164A-164C may be pointed al surface 200 and may capture a
respective imags representing an object disposed between the raspective camsra and
surface 200.

[0072]  In such examples, segmentation engine 172 may identify the segmentation
boundary for the object based on each of the plurality of images. In some examples,
cameras 164A-164C may be at different physical locations. As such, cameras 164A-164C
may caplure respective images of the same scene (8.9, viewing surface 200 from above)
from slightly different angles. in such examples, rejection engine 170 may gsomstrically
align the respective images of the object captured by cameras 164A-164C. For example,
rejection engine 170 may construct at least one homography (or other mapping{s)) for the
pixsls of cameras 164A-164C such that pixels corresponding o the same image features
(e.g., abject 35} may be identified in each of the images. The homography or othsr
mapping may bs determined in any suitable manner. In some examples, rejsction engine
170 may map the pixels of each of the images to a common set of coordinates to
geometrically align the images. In some examplss, the engine 170 may also map
locations of surface 200 to the common set of coordinales, or otharwise correlate
locations of surface 200 to the pixels of the caplured images. In some examples, engine
170 may perform such geometric alignment prior o performing other functionalitiss of a
segmentation process.

[B073] In some examples, segmentation engine 172 may delermine the segmentation
boundary for the object representad in the image as described above, but based on the
data in each of the caplured images, rather than the data of one imags, as described
above. Engine 172 may utilize the data of sach of the images together in any suitable
manner to determine the segmeniation boundary. For example, engine 172 may run a
gradient filter over the data of sach of the captured imagss o detect ralatively high
gradient magnitudes to estimats the locations of sdge{s) of the object. For example,
asnging 172 may estimats that a given location {e.g., of the common coordinates)
repressnts an sdge of the object if the data from any of the images suggesis (or

otherwise indicates) the pressnce of an edge. In other examplas, engine 172 may not
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estimate that a given location represents an edge of the object unless more than one
{or alh) of the images suggest {or otherwise indicate) the presence of an edge. In some
sxampies, engine 172 may additionally or alternatively utilize various heuristic(s),
ruie(s}, or the like, for estimating the presence of edges of an object based on the data
of each of the captured images. In some sxamples, engine 172 may apply different
weaighis to the data of the differant images and may identify edge locations (and thus a
segmentation boundary} bassd on the weighted data from sach of the captured
images. Additionally, in some examples, engine 172 may delermine the segmentation
boundary for the object after surface 200 detects a touch input. In such examples,
engine 172 may determine the segmentation boundary basad on portions of sach of
the images that correspond 1o a region of surface 200 in the vicinity of the detected
touch input and that includes less than all of surface 200,

[0074] In some examples, it may be difficult o accurately delerming a segmeniation
boundary for an object based on an image captured by a single camera, as certain
conditions may make it difficult to accurately distinguish the foreground object from the
background in the image. For example, it may be difficult to accuralely determine a
segmertation boundary based on an image captured by a color camera {e.g., an RGB
camera} in the prasence of shadows, or when the foreground object and the background
ars very similar in color. By using multiple images from cameras of diffsrent types,
exampies described hersin may more accurately delermine a segmentation boundary,
as conditions affecting ssgmentation performed on images from one type of camsra
may not affect segmentation on images from camera of a different type. For example,
an image captured by an IR camera may not be affscted by either shadows or color
similarity. In some examples, fsalures and functionalities described hersin in relation to
FIGS. 1-7F may be provided in combination with fealures and funclionaliifies described
hersin in relation fo any of FIGS. 8-10.

[GG75] FIG. 8 is a block diagram of another example computing device 350 to
determine a target touch region. Computing device 350 may be another example
implementation of device 150 described above in relation to FIGS. 1-7F. In the example of
FiG. 8, computing device 350 is communicatively connected o touch-sensitive surface
200 and cameras 164A-164C, as described above). Each of cameras 164A-164C may be
disposed above and pointed at surface 200. Computing device 350 may further include a
processing resource 310 and a machine-readable storage medium 320 comprising {e.g.,
esncoded with) instructions 321-326. In some examples, storage medium 320 may include

additional instructions. In other examples, instructions 321-328 and any other instructions
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describad harein in relation to storage medium 320, may be stored on a machine-readable
storage medium remote from but accessible to computing device 350 and processing
resource 310, Processing resource 310 may feich, decode, and execute instructions
stored on storage medium 320 to implement the functionalities described below. In other
examples, the functionalities of any of the instructions of storage medium 320 may be
implemented in the form of slectronic circuitry, in the form of executable instructions
sncoded on 8 machins-readable storage medium, or a combination thereof. Machine-
readable storage medium 320 may be a non-fransitory maching-readable storage
medium.

[0078]  In the example of FIG. §, instructions 321 may acquire, from touch-sensitive
surface 200, a location of a touch input detected by surface 200, Instructions 322 may
acquire, from at least one of cameras 184A-164C, at least one image representing an
object disposed betwseen the camera and surface 200. Instructions 323 may identify a
current touch input scenario for computing systern 100 among a pluraility of different
touch input scenarios for computing system 100. As used hersin, a “touch input
scanaric” is a mode for providing touch input to a computing system via a touch-
sensitive surface of the computing system. In examples described herein, fouch input
scenarios are different if a computing system is to handls touch input differently for sach of
the touch input scenarios (which may also be referrad to herein as “distinct” touch input
scenarios). In some sxamples, the plurality of different fouch inpul scenarios for
computing system 100 may include, for example, a hand input scenario, a stylus input
seehario, an object input scenario, and a finger input scenario, as described below.
[0077]  Instructions 324 may identily at least one target touch region of surface 200
based on at least a location of the object as represented in the captured image(s). In
some examples, instructions 324 may identify the target fouch region{s) based on any
combination of characteristics {e.g., shape, orientation, efc.} of the object as
represented in the caplured image(s). Instructions 324 may identify the target touch
input(s) differently for each touch input scenario of the plurality of touch input scenarios
for computing system 100. For sxample, instructions 324 may identify the targst touch
input(s) differently when the hand input scenario is identified than when the stylus input
scenaric is identifisd. Instructions 325 may determine whesther the location of the touch
input detected by surface 200 is within any identified target touch region of surface 200.
In response o a dsatermination that the location of the touch input is not within any of
the identifisd target touch region(s), instructions 325 may reject the fouch input, as

describad above. In some examples, instructions 322 may geometrically align the
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captured image(s) and the locations of surface 200, as described above, prior o
identifying the targst touch regions.

[6678] in some examples, instructions 328 may further receive touch rgjection
information from at least ong other component of compuding system 100 and determine
whethar the received touch rejsction information indicates that the detactad touch input
is to be rejected. For exampls, instructions 326 may recsive touch rejection information
380 from an application 340 sxecuted by computing davice 350 of computing system
100, In some examples, application 340 may be an application in focus on at least one
display of computing system 100, and information 380 may, in any suitable manner,
indicate region{s) of surface 200 at which fouch input may be received (s.g.,
corrgsponding o buttons, or other graphical user interface (GUI) features to raceive
input) and where touch input may not be received (e.q., portions of surface 200 not
having any GUI fealure to interact withy. In such examples, instruclions 326 may
determine whether the received touch rejection information 380 indicates that the
detected touch input is to be rejected by, for example, determining whether the location
of the touch inpul is within a portion of surface 200 at which application 340 may
receive fouch input, as indicated by information 380.

{60791 If the touch input is in a region of surface 200 where application 340 may not
receive touch input, instructions 326 may reject the fouch inpul. For exampls, fouch
rejection information 380 may indicate at least one non-target fouch region of surface
200, wheare application 340 may not recsive touch input. In such examples, instructions
328 may reject the touch input in responss o a determination that the location of the
detected touch input is within the non-targst touch region of surface 200 indicated by
information 380. If the touch input is in a region of surface 200 where application 340
may receive touch input {as indicated by rejection information 328}, instructions 326
may accept the touch input i # is aiso within an identified target touch region of surface
200 (and may reject the touch input otherwise).

[6680] in other example, instructions 328 may receive touch rejection information
from other compaonent(s) of computing system 100, For example, instructions 328 may
receive touch rejection information from touch-sensitive surface 200, which may include
information regarding characteristics of a detscted touch input, which may be used t©
astimates whether the detscted touch input was an intended touch input or was an
unintended touch input {e.g., if the touch inpul was light or fleeting). In some examplss,
touch rejsction information from surface 200 indicating a light or flesting touch may

indicate to instructions 326 that the detected touch input is fo be rejected. In some
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exampies, all of the touch rejection information received by instructions 326 may be
used, along with the identified farget touch region(s), to determine whether to reject a
detected touch input. In some examples, the different touch rejection information
receivad may be given different weights when determining whether {o reject a detected
touch input.

{6081} In some examples, in responss to a dstermination that the location of the
detected touch input is within an identified touch region of surface 200 and a
dstermination that touch rejection information does not indicate that the detscted touch
input is to be rejected, then instructions 328 may provide the detectsd touch input 382
{i.e., information describing the touch inpuf) fo a touch input processing function 344 of
computing systam 100.

[6082] In exampies described herein, touch inputl processing funclion 344 may be a
functionality of computing device 350 o cause the dstected touch input to have an
effect on the operation of computing system 100, For example, funclion 344 may
provide touch input 382 to application 340 such that the detected touch input 382 may
affect the operation of application 340 {s.g., be utilized as input by application 348). in
such examples, 1o reject a detected touch input, enging 170 may not provide any
information describing the touch input to fouch input processing function 344. Touch
input processing function 344 may be, for example, al least one function of an O8 of
computing device 350, or at least one function of any other process, servics,
application, or the like, implementsd by computing device 350. In examples described
herein, touch input processing function 344 may be implemsanted on computing device
350 in the form of selectronic circuitry, in the form of exscutable instructions sncoded on a
maching-readable storage medium, a combination of hardware and programming, or a
combination thereof.

[6083]  As noted above, instructions 323 may identify current touch input scenario for
computing system 100, In examples described herein, instructions 323 may determine the
touch input scenario hased, at least in part, on the object disposed between sensor
bundle 164 and surface 200. For exampie, the object may be a stylus 25, as illustrated in
FIGS. 5 and 7E. In such examples, instructions 323 may identify a stylus input scenario as
the current touch input scenaric for computing systermn 100. In some exampiss, as
dascribed above, tip 28 of stvlus 25 may be coated with an IR retro-reflective coating, the
pressnce of which may be detected using IR camera 1684B. In such examples, instructions
323 may identify the stvius input scenario as the current touch input scenario in response

to detacting the presence of stylus 25 with IR camera 1648, In other examples, the siylus
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input scenario may be detected in any other suitable manner.

[6084] In response fo identification of the stylus input scenario by instructions 323,
instructions 324 may identify a location of a tip of the stylus relative o the surface,
based on characteristic{s) of the ohject represented in the image, such as a location of
the stylus tip as reprssented in the caplured image {s.g., image 702 of FiG. 7E).
Referring to FIG. 7E, in such examples, instructions 324 may identify a region of
surface 200 that is in closs proximity o the identified tip location as a target touch
ragion 730 of surface 200. In such exampies, the identified target touch region 730 may
exclude locations of surface 200 (e.g., non-largel fouch region 735) disposed below a
palm of a hand holding stylus 25. In some examples, instructions 324 may utilize an
image captured by IR camera 1648 to delermine a location of the tip 26 of the stylus 25
reiative fo surface 200,

[6085] In other examples, the object may be a hand, as illustrated in FIGS. 5 and 7A.
In some examples, the current fouch input scenario may be identified as a fingsr input
scenaric where input is ¥ be received from a pointed finger, as illustrated in FiG. 7A. In
such examples, instructions 323 may recsive an indication from an application (e.g.,
application 348} executing on computing device 350 that the finger input scenario is the
current fouch input scenaric (e.g., when finger writing input is expectsd by ths application).
In such sxamples, a targst touch region in close proxdmity 1o the pointed fingertip {and
excluding surface 200 regions under the rest of the hand) may be identified.

[0088] In other examples when the object is a hand, instructions 323 may identify a
hand input scenario as the current touch input scenario for computing system 100, In
some examplas, instructions 323 may identify the hand input scenaric as the current
touch input scenario as a default in response to defermining that the current touch input
scenario is not any of the other possible touch input scenarios {e.g., those described
above). In other exampies, the hand input scenaric may be detected in any other suitable
manner. Referring to FIG. 7C, in response to identification of the hand input scenario by
instructions 323, instructions 324 may identify a segmentation boundary at least partially
represaniing an outer edge of the hand based on at least image reprasenting the object
captured by at least one camsra of sensor bundie 1684, and extract a skeistal model! for
the hand based on characteristics of the obiect {i.e., hand} corresponding to the
segmentation boundary, as described above. Instructions 324 may further identify
respective locations of the fingertips of the hand relative to surfacs 200, based on the
skeletal model, and for each of the identified fingertip locations, identify, as a target

touch region 720, a region of locations of surface 200 that are in close proximity o the
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identified fingertip location. In such examples, instructions 324 may identify the target
toucht regions 720 such each of the identified target touch regions 702 excludes
locations of surface 200 disposed below the paim of the hand (e.9., locations of non-
target touch region 725).

{60871  In some examples, instructions 321 may detect a trigger o initiate a touch
rejection process to accept or reject a delecled touch input, as described above. For
sxampie, detecting touch input may Iriggsr the touch rejection process. in other
sxampies, the touch rejection process may be triggered by an application {e.g.,
application 340} being sxeculed by computing device 350, a user input {e.g.,
requesting the process), or the like. In other examples, the touch rejection process may
be continually performed by compuling systern 100. In some examples, camera(s) of
sensor bundie 184 may capture respective image(s) of the object in response to the
touch rejection process being triggered (e.g., by a dstected touch), or may be captured
periodically in preparation to use such image(s) in a louch rejection process. in
exampies in which the image(s) are captured before the trigger, the trigger may initiate
the rest of the touch rejection process described above after the capturing of the
images. In some examples, features and funclionalities described herein in relation to
FIGE. 8 may be provided in combination with features and functionalitiss described herain
in relation fo any of FIGS. 1-7F and 9-10.

{6088} FiG. 9 is a flowchart of an example msthod 800 for rejecting touch input.
Although execution of method 900 is described below with reference o computing system
100 of FIGS. 1-78 and 7D, other suitable systems for execution of method 200 can be
utilized {e.g., system 100 with computing device 330} Additionally, implementation of
mathod 900 is not limited to such examples.

[6083] At 905 of method 900, touch-sensitive surface 200 of computer system 100
may detect a touch input at a location of surface 200. At 910, at least one camera of
computer systermn 100 disposed above and pointed at surface 200 may capture at least
one image representing an object disposed between the camera and surface 200. At
915, & rejection engine 170 of computing device 150 of computing system 100 may
identify al least one target fouch region of touch-sensitive surface 200, based on at
least one characteristic of the object representsd in the image{s), wherein each
identified targst touch region includes a respective region of the surface over which a
respective targst portion of the objsct is disposed and excludes ancther region of the
surface over which a non-target portion of the object is disposed. At 820, engine 170

may compare the location of the touch input to at lsast one identifisd target touch

26



WO 2015/047223 PCT/US2013/061398

region of the surface. For sxample, engine 170 may compars the location to
succassive ones of the identified target touch region(s) until it is determined that the
location is within one of the target touch regions, or is not within any of the target touch
region(s). At 925, in response o a comparison resull indicating that the iocation of the
touch input s not within any of the identified target touch region(s), engine 170 may
reject the delected touch input.

[6090] Although the flowchart of FIG. 8 shows a specific order of performance of
certain functionalities, method 900 is not limited to that order. For example, the
functionaliies shown in succession in the flowchart may be performed in a different
order, may be executsd concurrently or with partial concurrence, or a combination
thereof, In some axamples, features and funclionalities dascribed hersin in relation o FiG.
9 may be provided in combination with features and functionalities described herein in
relation to any of FIGS. 1-8 and 10,

[0091]  FIG. 10 is a fliowchart of an example method 1000 for identifying a target touch
region. Although execution of method 1000 is described below with reference to
computing system 106 of FIGS. 1-78 and 7D, other suitable systems for sxecution of
method 1000 can be utilized {e.g., system 100 with computing device 350). Additionally,
implemsntation of method 1000 is not limited o such examples.

[06082] Al 1005 of method 1000, touch-sensitive surface 200 of computer system 100
may detect a touch input at a location of surface 200. At 1010, rejection engine 170
may detect a trigger o initiate a touch rejection process, which may be generated in
response o appropriate condition{s)in computing systermn 100, as described above. At
1015, in response o the detsction of the trigger, at least one camera of computsr
system 100 disposed above and pointed at surface 200 may capture at least one
image represanting an object disposed between the camera and surface 200, Al 1020,
rejection enging 170 of computing device 150 of computing system 100 may identify at
least oneg target touch region of touch-sensitive surface 200, based on al isast one
characieristic of the object represented in the image(s), wherein each identified target
touch region includes a respective region of the surface over which a respective target
portion of the object is disposed and excludes another region of the surface aver which
a nan-target portion of the object is disposed. In soms examplss, the object may be a
hand. In such examples, sach targst portion of the object may be a respesctive fingertip
of the hand, and the non-target portion of the object may comprise a palm of the hand.
[0093] AL 1025, engine 170 may compars the location of the fouch input to at least

one identified target touch region of the surface. In response to a comparison rasult
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indicating that the location of the ouch input s nol within any of the identified target
toucht region(s), method 1000 may proceed to 1030 where engine 170 may reject the
detected touch input. In response to a comparison resull at 1025 indicating that the
location is within one of the identified target touch region{s}, method 1000 may proceed
to 1035 whers engine 170 may provide the detected touch input to a8 touch input
processing function of computing system 100,

[6094] Although the flowchart of FIG. 10 shows a specific order of performance of
certain functionalities, method 1000 is not limited to that order. For example, the
functionalities shown in succession in the flowchart may bs performed in a different
order, may be executsd concurrently or with partial concurrence, or a combination
thereof, In some axamples, features and funclionalities dascribed hersin in relation o FiG.
10 may be provided in combination with fealures and funclionaiities described herein in

relation to any of FIGS. 1-8.

28



WO 2015/047223 PCT/US2013/061398

CLAIMS

What is claimed is:

1. A computing system comprising:

a touch-sensitive surface o detect a touch input at a lpcation of the touch-
sensitive surface;

a given camera, pointed at the touch-sensitive surface, to capture an image
repressnting an object disposed betwsen the given camera and the touch-sensitive
surface; and

a rejection sngine to identify, based on at ieast one characleristic of the object
repressnted in the image, at lsast one target touch region of the touch-sensitive
surface, each for receiving touch input;

wherein the rejection engine is further to determine that the location of the
detected touch inputis not within any of the at ieast one identified target touch region of
the touch-sensitive surface, and fo reject the detected touch input in response to the

determination.

2. The computing system of claim 1, wherein the rejection engine comprises:

a segmentation engine to idsntify a ssgmentation boundary at least partially
representing an outer edge of the obiect based on the imags;

whersgin the rsjection engine is o idantify the at least one targst touch region of
the surface based on characteristics of the object corresponding to the segmsntation

boundary.

3. The computing system of claim 2, comprising:

a plurality of cameras of different types to caplure a plurality of images, each
represaniing the object disposed between the touch-sensitive surface and the
respective camera used to capture the image;

wherein the segmentation engine is to identify the segmentation boundary
based on sach of the plurality of images; and

wharein the plurality of cameras includes the given camsra and the plurality of

images includes the given image.

4. The computing system of claim 3, wherein:
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each of the pluraiity of cameras is a different one of an RGB camera, an infrared
(IR} camera, a depth camera, and gesture camesra; and
each identified target touch region of the surface is smaller than the full area of

the surfacs.

5. The computing system of claim 1, wherein:

the ohisctis a hand;

each idsniified target touch region includes a respective region of the touch-
sensitive surface over which a respective fingertip of the hand is disposed and
excludes ancther region of the surface over which a paim of the hand is disposed;

the location of the touch input is a location over which the paim is disposed; and

the rejection engine is to reject the detected touch input in response to a
determination that the location of the detected touch input is not within any of the at
least one identifisd target touch region of the touch-sensitive surface when the location

of the touch input is in the region of the surface over which the palm is disposed.

8. A non-transitory machine-readable storage medium comprising instructions
exscutable by a procassing resourcs of a computing system comprising a touch-
sensitive surface and a camera disposed above and pointed at the touch-sensitive
surface, the instructions exacutable to:

acquire, from the touch-sensitive surface, a location of a touch input dstected by
tha surface;

acguire, from the camera, an image representing at least one object disposed
between the camera and the surface;

identify a current touch input scenario for the computing systerm of a plurality of
touch input scenarios for the compuling system, including a hand input scenario and a
stylus input scenario,

identify at least one target touch region of the surface based on a location of a
portion of the object as reprasented in the image, wherein the at least one target touch
region is identified differently when the hand input scenario is identified than when the
stylus input scenario is identified;

determine whethsr the location of the fouch input is within any identified target

touch region of the surface; and
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reject the touch input in response o a determination that the jocation of the
touch input is not within any of the at least ane identified target touch region of the

surface.

7. The storags medium of claim 8, whersin ths instructions to reject comprise
instructions to:

raceive touch rejection information from at least one other component of ths
computing systam; and

determine whether the received touch rejection information indicates that the

detected touch input is 1o be rejscted.

8. The storage medium of claim 7, wherein the instructions to reject comprise
instructions to:

provide the detectad touch input to a fouch inpul processing function of the
computing system in response o a determination that the location of the touch inputis
within any of the at isast one identified touch region of the surface and a determination
that the touch rejection information does not indicate that the detected touch input is to

be rejected.

8. The storage medium of claim 7, wherein:

the instructions to receive touch rejection information comprise instructions to
recaive the touch rejection information from an application being exscuted by the
computing system, the touch rejection information indicating a non-target touch region
of the surface; and

the instructions to reject comprise instructions to reject the touch input in
response (o a determination that the location of the touch input is within the non-target

touch region of the surface.

10. The storage medium of claim &, wherein the identified current touch input scenario
is a hand input scenario and the object is a hand, and the instructions to identify the at
least one targel touch region of the surface comprise instructions o, in response to
identification of tha hand input scenario:

identify a segmentation boundary at least partially representing an outer sdge of

the hand based on the image,
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exiract a skeletal model for the hand based on characleristics of the object
corresponding to the segmentation boundary,;

identify respective locations of the fingertips of the hand relative to the surface,
based on the skeletal model; and

for sach of the identified fingertip locations, identify a region of locations of ths
surface that are in close prosimily to the identified fingartip location as a target touch
region,

wharein sach of the identified targst touch regions excludes locations of the

surface disposad bselow the palm of the hand.

11. The storage medium of claim 8, whersin the identified current touch input scenario
is the stylus input scenario, the object comprises a stylus, and the instructions to
identify the at least one targe! fouch region of the surface comprise instructions fo, in
response to identification of the stylus input scenario:

identify, based on characteristics of the object represenied in the image, a
location of a tip of the stylus relative to the surfacs; and

identify, as a target touch region of the surface, a region of the surface thatis in
closs proximity to the identified tip location, and that excludes locations of the surface

disposed balow a palm of a hand holding the stylus.

12. The storage medium of claim 6, wherein the identifiad current fouch input scenario
is an object placement scenarip, the object is disposed on the surfacs, and the
instructions to identify the at least one target touch region of the surface comprise
instructions to, in responss to identification of ths object placement scenario:

identify a first region of the surface including the surface iocations on which the
object is disposed;

identify, as a non-target touch region, the first region and a second region

outside of and bordering the first region.

13. A method comprising:

detscting

<2

with a touch-sensitive surface of a computer system, a touch input at
a location of the touch-sensilive surface;

capturing, with a camera of the computer system disposed above and pointed at
the touch-sensitive surface, an image representing an object disposed between the

camera and the surface;
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identifying at least one target touch region of the touch-sensitive surface based
on characteristics of the object represented in the image, wherein sach identified targst
touch region includes a respective region of the surface over which a respective target
portion of the object is disposed and excludes anocther region of the surface over which
a non-targat portion of the object is disposed;

comparing the location of the touch input to at least ons identified fargst touch
region of the surface;

in response 1o a comparison result indicating that the location of the touch input
is not within any of the at least one identified target touch region, rejecting the dsetected

touch input.

14. The method of claim 13, further comprising:

detecting a rigger o infliale a fouch rejection process, wherain the capluring is
periormed in response {0 the delection of the trigger, and

in response to a comparison result indicating that the location is within one of
the at least one identifisd target touch region, providing the detected touch inputio a

touch input processing function of the computing system.

15. The method of claim 13, wherein:

the object is a hand;

aach target portion of the object comprises a respeactive fingertip of the hand;
and

the non-target portion of the object comprises a paim of the hand.
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